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Cisco Nonstop Forwarding (NSF) with Stateful Switchover (SSO) provides increased network service availability and
protection against unplanned downtime due to hardware or software problems. Deploying NSF/SSO at critical network
locations will improve system and service availability while preparing to take advantage of future capabilities that target
planned downtime through In Service Software Upgrade (ISSU).

All organizations, whether an Enterprise seekingrtavide network access to critical business syst@mService Providers seeking to offer
unsurpassed network service and connectivity tio tustomers, understand that reducing downtimetdwemponent failure is an operational
necessity. Cisco customers go to great lengtheetite redundant network designs and ensure theiatpnal procedures produce the highest
service availability possible according to the hess requirements and budget allotted.

Cisco NSF/SSO evolved from a series of progressiveancements to reduce the impact of specific métaatages. Cisco NSF/SSO builds on the
earlier work known as Route Processor RedundanefRjRind RPR Plus (RPR+). Through the use of recitrid&ia-chassis hardware (redundant
route processors) and the separation of the coplaiak from the data plane, continuous packet fatimg with zero packet loss can now be
achieved, even if a hardware or software problensesaa route processor failure.

This document is meant as an aid to the networigdesd the network operations staff who are intenincreasing availability by deploying
Cisco NSF/SSO. The first section will describetdrget deployment points within the network. Seditwo and three will review the operational
characteristics of Stateful Switchover and Nongtopvarding. Section four will describe the implenaion procedures that will ensure a
successful deployment.

Note: Throughout this document, the term “Route Procéssarsed to describe the route processing enginalmetworking devices,
regardless of the hardware designation, unlesswitenoted. For example, on the Cisco 10000 Sértesnet Router the Route Processor is
referred to as the Performance Routing Engine (P&kE)he Cisco 12000 Series Internet Router thedRBrocessor is referred to as the Gigabit
Route Processor (GRP) or the Performance Route®soc(PRP), the Cisco Catafy8600 Series Switches and Cisco 7600 Series Rougers
the term Supervisor, and on the Cisco 7500 SerbesdR the Route Processor is referred to as théeRRwitch Processor (RSP).

NSF/SSO DEPLOYMENT

At first it may seem that all network nodes woukhbfit from the increased resiliency provided bgdBiNSF/SSO. However, in practice it is

the edge devices that gain the most benefit frasféature. Single points of failure will tend teist at the network edge boundaries. Further, the
Service Provider edge will tend to have more sipgimts of failure because of the economy of sttaeservices business is built on. The tendency
is to design path redundancy among higher tierbamuttbone nodes such that a failure to a single mdltlaot impact service. Therefore, higher tier
and backbone nodes are not typically outfitted \éithundant intra-chassis route processors and nietesilience; instead it depends on routing
convergence to an alternate path. Fast IP routingargence offers availability improvements by déig link or node failures immediately and
routing traffic quickly to an alternate path. Mpltdtocol Label Switching (MPLS) VPN networks incorpte such features as traffic engineering
and fast re-route with link and node protectiomhia core to achieve path resiliency. Although mgifprotocol convergence directly impacts
network service availability, it can be a complebject and will not be the focus of this documéittr information relative to routing protocol
timer manipulation and NSF/SSO, please refer taCliseo NSF and Timer Manipulation for Fast Conver gence-High Availability document:
http://www.cisco.com/en/US/technologies/tk869/tk/iééhnologies_white_paper09186a00801dce40_ps656Quéts_White Paper.html
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Figure 1. Primary Deployment Points for Cisco NSF/SSO
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Figure 1 illustrates the prime target deploymenisofor Cisco NSF/SSO. As shown by the highlighte&dles, deployment of NSF/SSO at the
edge of Service Provider networks will provide thest benefit. Nonstop Forwarding ensures that custs are shielded from the affects of a
route processor in the Service Provider edge radirg offline for some reason, whether it is faxintenance or because of some failure. In
particular, customers or networks that intercont@the Service Provider at only a single edgeeaogéain the most. The Service Provider edge
router represents a single point of failure forstheustomers, and without this capability any impat¢hat node halts all traffic flow using thatipa
With Non-Stop Forwarding, traffic flow continuesrihg a switchover to the redundant route proceséthin the chassis, leading to better service
and less network disruption and routing protocattiiation.
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In many networks, additional benefit is seen aeptbcations within a topology. For instance, Eptises will see benefit by deploying NSF/SSO
at the edge boundary to their Service Providerabse these devices typically provide critical neknservices and loss of capacity or packet loss
due to reconvergence is significant. The availgbdf NSF/SSO for the Cisco Catalyst 6500 Seriegcdvenables deployment on key data center
distribution layer devices and at the campus adegss, where single point of failure connectiorise See the section NSF/SSO in Campus
Networks for more details.

Note that the neighbor nodes play a role in the&ionstop Forwarding function (see Figure 2). Alethat is capable of continuous packet
forwarding during a route processor switchoved&--capable. An adjacent or routing protocol peer node mudtiBE-awar e to gain the greatest
benefit from NSF/SSO deployment. Although it is absolutely required for implementation, only liedtbenefit will be achieved unless routing
peers are aware of the ability of the restartindento continue packet forwarding and assist iroregg and verifying the integrity of the routing
tables after a switchover. This will be explainedidg description of the operational details of NBFeach routing protocol.

Cisco Nonstop Forwarding and Stateful Switchoverdesigned to be deployed together. NSF reliesSid t8 ensure that links and interfaces
remain up during switchover, and that lower layetqacol state is maintained. NSF is, however, qanféd separately and it is possible to enable
SSO without NSF.

© 2006 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 3 of 47



Figure 2. NSF-Aware Devices Cooperate with NSF-Capable Devices
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NSF/SSO IN CAMPUS NETWORKS
Campus networks have typically been designed wgh fredundancy and an abundance of bandwidth. Witre campus, dual equal cost paths

and fast convergence allows traffic to take altermaths in the event of failure to nearly any lorkcomponent. However, there are places where
NSF/SSO offers advantages in terms of continuonse@dtivity, lower packet loss, and consistent flativ through nodes providing specific

network services.
© 2006 Cisco Systems, Inc. All rights reserved.
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Figure 3. NSF-Aware Devices Cooperate with NSF-Capable Devices
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In Figure 3 the circles highlight the places whe&F/SSO is expected to offer the most benefit.
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The first location to consider is the access lalyetarger Enterprises, availability is often impeal through the use of common equipment and
modules to simplify the design, ensure consistestation, and minimize sparing needs. With Cisctalgst 6500 Series or 4500 Series Switch
equipment providing wiring closet connectivity femd stations and IP telephony, SSO offers protectgainst failure due to the Supervisor or loss
of service because of software problems. The adagsstypically provides Layer 2 services, witlduadant switches making up the distribution
layer. The Layer 2 access layer can benefit fro® 88ployed without NSF. Some Enterprises have gegltayer 3 routing at the access layer.

In that case, NSF/SSO can be used.

Another location to consider is the campus metritgnohetwork edge. In many Enterprises, the cangpas extended one, where multiple
buildings are interconnected. Sometimes a metrtgmehrea network is created with dual routers dtcews interconnecting each building or site.
Metropolitan-area services may be provided by &i€eiProvider, interconnected through dark fibemade up of Enterprise-owned fiber paths.
In either case, the campus edge where each sitectato the metro net becomes more critical afidbemefit from NSF/SSO.

Lastly, equipment used to front-end data centersess, computing clusters, and mainframes willdfigfrom NSF/SSO. Here it becomes
particularly beneficial to preserve traffic pathattpass through hardware- and software-basedViReg equipment or blades such as firewalls,
content management systems, load-balancing sysems,

Figure 4. NSF/SSO in the Data Center
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Figure 4 illustrates the data center design. Tiperé shows an example where dual Cisco Cataly$) 680ies switches are deployed with integrated
Service Modules. Specifically, the Firewall Sergiddodule, SSL Services Module, and the Content@wig Services Module are used to provide
vital services for traffic destined for applicatfoon the connected servers.

In this environment, it is beneficial for traffio tontinue to flow along consistent paths evem@edvent of a possible Supervisor failure on one of
the Cisco Catalyst 6500 Series switches. With sttdpoNSF/SSO, the effect of failures and netwg&onvergence are minimized and the amount
of traffic loss and Mean Time to Repair (MTTR) &eered. Protection from critical failure that affe a service module, the power to a chassis, or
a complete chassis failure is still provided by th@undant switch operating in parallel.

OPERATIONAL CONSIDERATIONS FOR SSO

Cisco Stateful Switchover relies on two other Cikd8" Software Infrastructure subsystems calledRegundancy Facility andthe Checkpoint
Facility. Software that controls individual protocols sashPPP, high-level data link control (HDLC), FraRwlay, etc. use the Checkpoint Facility
and the Redundancy Facility to ensure that thediake and Layer 2 protocol details are mirroredhenstandby Route Processor. This helps links
to remain operational during a Route Processoichoiter.

Previous redundancy modes such as RPR did notie#fibbquality. In RPR mode, the standby RoutecBssor loads a Cisco 10S Software image
at power on and initializes itself in standby maotllee startup configuration is synchronized to famdby Route Processor, but incremental changes
are not. In the event of a switchover, the starRbyte Processor reinitializes itself as the adReete Processor, reloads all the line cards, and
restarts the system. Because all line cards asadet], adjacent routers detect the physical lilaréafor most types of point-to-point connections.

In RPR+ mode, the standby Route Processor is ifilialized and configured. This allows RPR+ tomedically shorten the switchover time if the
active Route Processor fails, or if a manual svaiteh is performed. Both the startup and runningigomations are continually synchronized from
the active to the standby Route Processor, anlintheards are not reset during a switchover. fiterfaces remain up during this transfer, so
neighboring routers do not detect a physical liak fthe link does not go down and back up). Howeseme Layer 2 protocols will still fail

because line card, protocol, and application stéitemation are not synchronized. With redundan@dmset to SSO, line card, protocol, and
application state information are synchronized tnedredundant Route Processor provides a “hottistaneady to take over immediately.

Currently, for synchronization to be performed gs850, both Route Processors must run the sanefes@ftware release. Development of
In Service Software Upgrade (ISSU) is under way, ariten available, will negate this restriction aldw software upgrades to occur without
impacting service by taking advantage of NSF/SSO.

Operationally, a major consequence and benefiS® & that adjacent devices do not see a linkrailkhen the Route Processor switches from the
primary to the hot standby Route Processor. Thidiepto Route Processor switchovers only. If thiire chassis lost power or failed, or a line card
failure occurred, the link(s) would fail, and thegp would detect such an event. Of course, thigass point-to-point Gigabit Ethernet interfaces,
packet over SONET (POS) interfaces, etc. wherefhiilure is detectable. Even with NSF enabled, piadink failures are still detectable by a

peer and override NSF awareness.

Protocol Specificities for SSO

SSO-supported line protocols and applications &®@-8ware. A Cisco 10S Software feature or protei&&@SO-aware if it maintains, either
partially or completely, undisturbed operation tigh a Route Processor switchover by using theitiasilprovided by the Redundancy Facility and
Checkpoint Facility. State information for SSO-agvarotocols and applications (such as PPP, Franagy Resynchronous Transfer Mode (ATM),
and Simple Network Management Protocol (SNMP)yigchronized from active to standby to achieve &taswitchover for those protocols and
applications.
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The dynamically created state of protocols andieatibns that are not SSO-aware is lost on switehand must be reinitialized and restarted
there. These protocols and applications may eneosoime period of packet loss until the state médion is established or reconstructed.

As of October 2004, SSO provided support for PP&tiNhk Point-to-Point Protocol (MLPPP), high-leMgata link control (HDLC), Frame Relay,
ATM, and Ethernet. Switching products also inclsdpport for the features and protocols listed ihl@d.

Table 1. Switching Feature Support of SSO

Link Negotiation VLAN Trunking Protocol (VTP) DynamTrunking Protocol (DTP)

Virtual LANs (VLANS) 802.1Q Port Aggregation ProdPAgP)

VLAN trunks Layer 2 protocol tunneling MAC Move Nfitation

Spanning Tree Protocol 802.1Q Tunneling Flow Cdr&rdraffic Storm Control

Address Resolution Protocol (ARP) Bridge Groups CéodVLAN with Inline Power

Cisco Discovery Protocol Port Security 802.1x

(Remote) Switch Port Analyzer (SPAN/RSPAN) Unidtrecal Link Aggregation Control Protocol (802.3ad—
LACP)

Link Detection Protocol (UDLD)

Internet Group Management Protocol (IGMP)
Snooping

Products also maintain configuration and staterin&gion to allow transparent failover at Layer #islincludes maintaining Quality of Service
(Qo0S), security features, and access control (Asfd_s).

For detailed information about the state synchration, restrictions, and configuration of each #jgeprotocol, please refer to the appropriate
Cisco documentation.

OPERATIONAL CONSIDERATIONS FOR NSF

Cisco NSF can be considered a Layer 3 routing realucy feature. NSF takes advantage of the sepamtithe control plane from the forwarding
plane. The control plane is the routing protoct¢liigence, and the forwarding plane switches peckising hardware acceleration where available.
NSF is tightly coupled with Cisco Express ForwagdiBistributed routing hardware such as Cisco 1280 Cisco 7600 series routers and Cisco
Catalyst 6500 Series switches download Cisco Esgfeswarding information in the form of a forwargimformation base (FIB) to the line cards.
That way, the line cards can continue to forwaadfitr using the routing information they have, vehthe Route Processor switchover occurs.

NSF also uses the Checkpoint Facility and Redundgacility to replicate the state information o6€d Express Forwarding to the standby
Route Processor. When the hot standby Route Parces®s over and becomes ‘active’, NSF-capable-eprfigured routing protocols reform
adjacencies with their neighbors and exchangerrrgutiformation. After routing information exchanglee routing information base (RIB) is
verified with the FIB and updated, if necessaryeisure accuracy and synchronization of routingrinftion with the peers.

Note that the routing protocol adjacency is losewlthe primaryRoute Processor is down and reestablished aftdre standby Route Processor
becomes active. And subsequently, routing protocol informatioreichanged with the peers. For this to occur arahsure that peer or adjacent
routers continue to forward traffic to the routadergoing a switchover, routing protocol extensiaresused.
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From an operational and deployment perspective, réguires the adjacent routers to support théngpirotocol extensions. The extensions to
routing protocols allow a neighbor to be awaredmamce that its peer can continue forward packetsmay bring its adjacency down for a brief
period and request routing protocol informatiofésent. A router that has the capability for cantius forwarding during a switchovismNSF-
capable. Devices that support the routing protocol extensito the extent that they continue to forwartfitréo a restarting router afdSF-aware.
A Cisco device that is NSF-capable is also NSF-aw@&ome software versions and Cisco products stipl8F awareness without the support to
be NSF-capable.

Protocol Specificities for NSF

As mentioned previously, Cisco Nonstop Forwardingsinot maintain a continuously active control pldaring switchover. Instead, the
forwarding plane uses known routes while the rauprotocol information is being restored after siiver. In Cisco networking devices, packet
forwarding is provided by Cisco Express Forwardi@gco Express Forwarding maintains the FIB and tise FIB information that was current at
the time of the switchover to continue forwardiragkets during a switchover. The ability to contipaeket forwarding eliminates downtime
during the switchover.

Cisco NSF supports the Border Gateway Protocol (BGRermediate System-to-Intermediate System @5-Open Shortest Path First (OSPF),
and EIGRP routing protocols. Cisco NSF also inctusigpport for multi-protocol label switching (MPL&Jated protocols (please refer to the
appropriate documentation for product and releaa#adility). Each protocol depends on Cisco Expresrwarding to continue forwarding packets
during switchover, while the routing protocols rédtthe Routing Information Base (RIB).

Cisco current implementation of Nonstop Forwardivas designed with the following requirements in anin

» Provide scalability to meet the needs of Ciscoamsts
« Be deployable across a number of Cisco products
« Maintain network integrity across several failucersarios

Cisco worked with the network community and the FB® promote several extensions to widely usedmguirotocols, producing an effective
solution. The standards and drafts that form tteéshaf the protocol extensions are summarizederstittion: Related Standards and Drafts.

The next sections describe the protocol extensaodsmplementation for each of the supported rgupirotocols.

BGP NSF
Cisco support for BGP Nonstop Forwarding (alsoezh(Eraceful Restart) follows the implementationcjimtion described in the IETF proposed
standard. According to this implementation, to eghicontinuous packet forwarding the following dtinds must be met:

* The NSF-capable router and the peer router mukt&gee to support BGP Graceful Restart.
« The peer router must not prematurely declare the-bkpable router as unavailable.

* The peer router must not communicate any stategehizmthe NSF-capable router to any of its peenss @voids the networkwide detrimental
effect on performance associated with the suddandeof a router.

« The peer router must send BGP updates to helgettarting NSF-capable router to reacquire its BE R
« The peer router must signal the completion of titeal routing update by sending the End-of-RIB kear

< In the interim (before the restarting NSF-capablger has reacquired the routing information),ber router must mark any routes associated
with the restarting router as “stale”, but continaaise those routes for packet forwarding.

The protocol modifications begin when the initidbB connection is established. Both the NSF-capabiter and its peer indicate their
understanding of the BGP Graceful Restart mechahisaxchanging a new BGP capability (#64) duringitiitial BGP OPEN that establishes
the session.
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Note that the router will send Capability 64, retiess of whether it is NSF-capable. Capability 64sinot alone indicate restartability. It can
indicate that the router in question has impleng:the BGP enhancements specified in the IETF dFafiis, a Cisco 7200 Series Router that is
configured for BGP graceful-restart will still adtise Capability 64 to its peers, even though #gslnot support dual RPs and cannot restart BGP.

Additionally, the NSF-capable router will providdist of Address Family Identifiers (AFI) and Sulgsent Address Family Identifiers (SAFI), for
which it has the capability to maintain forwardistgte across a BGP Restart. The AFI and SAFI inelidéferent types of protocols, for which
BGP can carry information. This would include pemibsupport such as IPv4, IPv6, MPLS, and Unicasliighast routing.

Figure 5. BGP Protocol Extensions
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BGP Graceful Restart Protocol Extension Procedures

This section offers an example of the BGP Grade@start procedures in action during a Route Procesgtchover. Figure 5 illustrates the BGP
protocol extension procedures, where R1 is theut@sg router, and R2 is a peer (also called tbeiving router). Remember, the goal is to restart
a BGP session without the peers of the NSF-capahbter redirecting traffic around the restartingtey.

1.

The BGP process of router R1 begins and estableslpegring relationship with router R2. It send© OBEN message to R2. The OPEN
message includes ti@&raceful Restart Capability (Code 64), Address Family of IPv4, antbSequent Address Family ID of unicast. Because
R2 support$raceful Restart, it also sends an acknowledgement through its O©REN Message, which contains GR=64 and AF=IPv4.

A Route Processor switchover occurs, and the rdRteBGP process restarts on the newly active R@rdeessor. R1 does not have a routing
information base on this Route Processor and neasquire it from its peer routers. R1 will continodorward IP packets destined for (or
through) peer routers (R2) using the last updatBdaRd Cisco Express Forwarding table.

When the receiving router (R2) detects that the $€§3ion between it and the restarting routee@ret, it immediately marks routes, learned
from the restarting router, as STALE. R2 marks esuearned only from R1 as STALE. If R2 had othesrp, then the routes learned from
those peers would remain in the UP state. Routal&®initializes &Restart-timer for the restarting router. The default settingtfas timer

is 120 seconds. The Restart-timer is the amoutitnef that a receiving router will wait for an OPEMNssage from the restarting router. A
receiving router will remove all STALE routes urdésreceives an OPEN message from the restarmimigr within the specifieRestart-time.
When R2 receives the R1 OPEN message, the Rdstartis reset. During this time, Routers R1 andcB2tinue to forward traffic using the
last updated Cisco Express Forwarding table.

The R1 BGP process has been initialized. It willvradtempt to reestablish a BGP session with RiZsttestablishes a new TCP session, and
then sends a@PEN message (Restart State bit set, Restart TimendForwarding State = IPv4). By default, Restanetis 120 seconds and
it is configurable. When R2 receives tRIPEN message, it resets its own Restart-timer andssi&alepath-timer. TheStalepath-timer, by
default, is 360 seconds and is also configurable.

Both routers successfully re-establish their sessh this point, if R2 recognizes that the ForwagdState in the ROPEN message is not
set for IPv4 (Normally, the Forwarding State widl bet for IPv4), it immediately removes any STAloktes, which it had learned from the
restarting router, and recomputes its routing degab

R2 will begin to send UPDATE messages to R1. Thesssages contain IP prefix information, and R1 priticess them accordingly. R1
starts an update-delay timer and waits up to 120rs#s to receivend-of-RIB (EOR) from all its NSF-peers. R1 will not start the B&Bute
Selection Process until an EOR indication is rezetifrom all peers (or the BGP update-delay tim@ires). A new routing information
database is available after the Route SelectioneBmois finished, and the Cisco Express Forwairigiiogmation is updated accordingly.

When R1 receives EOR from all its peers, it wilglmethe BGP Route Selection Process.

When this process is complete, it will begin tods&PDATE messages with prefix information to R2. &@hcludes this process by sending
an EOR indication to R2 so that R2, in turn, camtsts Route Selection Process.

While R2 waits for an EOR, it also monitd®slepath-time. If the timer expires, all STALE routes will bemeved and “normal” BGP
processes will be in effect. When R2 has compligeRoute Selection Process, then any STALE enimi&GP will be refreshed with newer
information or removed from the BGP RIB and FIB eTiretwork is now converged.

BGP NSF Deployment Scenarios

There are different variations of design and demlegt of BGP networks. To simplify matters, consiB&P design in terms of router functions.
What does a particular router need to accomplistengts placement within the network topology? fiehare three basic types of routers within a
BGP network:

¢ Inter-ASroutersrun a combination of eBGP and iBGP to connecediffit autonomous systems. There are many variatiahss: edge routers

that connect Enterprise customers to the ServiceidRer network, Internet peering points that conr8arvice Provider autonomous systems
together, and edge routers that exist on the boyrataa BGP confederation sub-AS. (See RFC 3065t) the functionality of each of these
routers is identical from the Cisco NSF perspective

Intra-ASrouters exist in the distribution layer or core of an wmidual autonomous system. These routers run orBRBNd interact only with
routers within their own autonomous system. Anywiealge they have of the world outside of their astmous system is communicated to
them through Inter-AS routers.
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* Route Reflectors act as aggregation and distribution points for B&Ring information. Intra-AS routers report BG#uting information to the
Route Reflectors and receive information from thRoute Reflectors increase the scalability of a B@Rvork by removing the restriction for
all iBGP peers to be fully meshed. The two mostmam deployment scenarios for Route Reflectors fallo

— Centralized Route Reflectors exist at the core of the BGP astywoughly equidistant from all the other routershe autonomous system.
Each router in the autonomous system forms a BGfisewith this Route Reflector. Frequently, theikbe redundant Route Reflectors
in this configuration.

— Distributed Route Reflectors: Some subset of routers withiawonomous system will be administratively grouped have a local
Route Reflector, to which each router will form @B session. These Route Reflectors subsequentlyB&P sessions to other Route
Reflectors, in other regions, or a meshed connedttiomther Route Reflectors as well as Intra-ASemiin the core. A typical example of
this type of configuration would be a Service Pdavithat has local Route Reflectors in each d?dmits of Presence (PoPs).

Inter-AS Example

Figure 6 illustrates an eBGP deployment with peeseveral different autonomous systems. The dmagtaows several possible designs. Routers
R1 and R2 are part of AS100. The peering poinutfitted with dual route reflectors, RR1 and RRZie@ossible design uses two links and two
eBGP sessions to two different routers in the cotmeAS (AS200). Another design has two links single router using eBGP multihop, as
illustrated by the connection to AS300 in the dégr Another possibility is a single connection sastio the AS400. Note that AS400 has another
path through AS300.

The diagram also illustrates the fact that soméersweering to AS100 might not be NSF-aware. Remeenthe full benefit of NSF/SSO is seen
when peer routers are NSF-aware. However, to aeffditional understanding, the traffic flow behavidren a peer is not NSF-aware will be
described as well.

Note: An NSF-capable router is also NSF-aware.
A case where R2 performs a switchover was takearfa@xamination.

First we examine the behavior between AS100 anddASBecause AS400 is connected to AS100 througigéesrouter, R6, and that router is
BGP NSF-aware, R6 will continue to forward trafiiccR2 while it undergoes a switchover. Furthewilt not inform any of its peers of any loss
of connectivity to R2. Likewise, routers upstreafiR@ will also continue to forward packets destifi@dAS400 through R2. NSF/SSO does
exactly what is intended: it provides continuousMarding without any routing protocol disruptionrihg a Route Processor switchover.

The same is also true for the traffic flowing betweAS100 and AS200. Here two connections to twiedifit routers are used between the
administrative domains. R3 and R4 are both BGP B8&re. Again, loss of the TCP session used for BGPto the Route Processor switchover
on R2 is handled gracefully. Traffic is continuditywarded along the best path chosen by BGP dihiegwitchover.

Now the traffic flowing to and from AS300 is consigd. Notice that R5 is not BGP NSF-aware. Perftapsunning software older than the first
version that offered support for BGP NSF-awarefflesfore Cisco IOS Software Release 12.0(22)S). WRznndergoes a switchover, the
TCP/BGP session failure is detected by R5. R5thh attempt to route traffic around the failurs. &result, traffic destined for AS100 will take
the route through R6/AS400. However, R2, becauisecibnfigured for NSF/SSO, will continue to forwaraffic destined for AS300 to R5. This
presents an example of asymmetric routing that tagbur when there is a mixture of NSF-aware an&-NB8aware peers. Although asymmetric
routing is an undesirable condition and may resusome packet loss, it is still preferable to tieéwork disruption that would have ensued for
reinitialization of R2.

Suppose that R5 did not have a connection to RGviR2ot flush routes that it had previously leachfrom R5. R2 should continue to forward
IP packets to R5 using its last updated Cisco ESgpF®@rwarding Table. R5 is non-NSF-aware, and efs iswvill lose the BGP session to R2 and
initialize the BGP session from scratch. R2 wilhtinue to forward packets bound for AS300 through IBut there will be no return path for the
traffic. There will be packet loss until R5 sucdallg reconverges with R2.
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There is an exception to this rule. Suppose R5lsatic default route pointing to R2 as the nexyt,fand R5 was only using BGP, so it could
advertise its routes into the R2 BGP table. In ¢hise there would be no packet loss, because theu®s are preserved at R2, and R5 only needs
a default route.

Figure 6. BGP Inter-AS Deployment Example
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Internal BGP and |GP Relationship
Note that there is an important deployment conaiitan in this scenario. In this topology, it is y@ommon to be running an IGP protocol (that is,
OSPF or IS-IS) to provide next-hop reachabilityhiwitAS100. There is interdependence between BGRhanselected IGP protocol. During best-
path calculation, BGP knows the IP address of dler advertising certain destination prefixes. Idear, it relies on the information from the IGP
to determine the next hop to reach that advertisiuger.
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Because BGP Graceful Restart can alter the timirB3P convergence, situations can potentially oeduen BGP is ready to conduct best-path
selection, but the IGP has not yet converged. Toeresome destination prefixes could exist in B&E, cannot be added to the Cisco Express
Forwarding table, because a path to the advertisintgr has not been calculated by the IGP yes €buld result in packet loss, and therefore,

it is strongly recommended that NSF for I1S-IS oiRBShould be configured in addition to the BGP €falcRestart.

Interaction with Route Reflectors

This topology demonstrates that R1, R2, RR1, RR&,the core-facing routers are NSF-aware. Hererahie reflectors are deployed as a control
plane to reduce the requirements for a full IBGRmd&hus, the Route Reflectors are not in the fodimg path, but they do form iBGP peering
arrangements with R1, R2, and other Route Refle@smRoute Reflector clients. It is assumed thgpea of IGP NSF (either OSPF or IS-IS) is
implemented in this topology. With respect to BGER\and Route Reflectors, the following should bestdered:

* When R2 restarts BGP, it relies on the existing@€Express Forwarding table and FIB and continaderivard packets destined to (or through)
the core-facing routers.

« Meanwhile, the only peering arrangement that R2$#se one with the Route Reflectors. It has medipeering with the core-facing routers.
* Because Route Reflectors are NSF-aware, the facRh has restarted BGP is masked. Route Reflefyesn from propagating any

information to the core-facing routers or other olReflector peers. Other routers in the networkiooe to forward traffic through R2.
Consider another variation where the Route Reftastactually NSF-capable and restarts its BGPgsscWhen the Route Reflector restarts BGP,
all the clients will keep routing information thiad been reflected by the Route Reflector. Nortb@tlients will switch to a backup Route
Reflector.

Some special considerations must be made when asiiN$SF-capable Route Reflector. First, considatr ahRoute Reflector will likely have more
BGP peers and a larger aggregate collection of B&® than other routers in the autonomous systecae of this, best-path selection may take
longer to complete during a switchover. Secondyagk designers must balance the requirement toigeeawninterrupted packet forwarding and
routing stability to the network versus the likeldd of a significant routing change before conveoges complete. Remember that during a Route
Processor switchover, Cisco NSF uses the Ciscodsggtorwarding table, not the BGP routing inforomatto forward packets.

Assuming that the decision has been made to use GiSF on the Route Reflector, another configunatidjustment may be required. The default
value of theébgp graceful-restart stalepath-time 360 command may need to be adjusted on all of thespefehe route reflector if it is anticipated
that the entire process of reconvergence will e &89 seconds. The value for Stalepath-time shioeilddjusted to be equal to the expected
convergence time (in seconds) plus an additionfiebmone of 30—60 seconds to account for variairtesnvergence time based on changing
network conditions.

The decision of whether to use BGP Graceful Restad Route Reflector is a complex one and deplangsly on network operations. Network
designers must consider the key trade-offs indhigsion. The following questions need to be ansdier

« |s there an alternate availability strategy? Dbesuse of a backup Route Reflector provide accépfaliover time?

« How long does it take for the restarting Route &gfir to reconverge, so that its peer routers egintio base forwarding decisions on fresh
information?

* What is the likelihood that there will be otherrsifgcant BGP routing changes that occur while tlreiR Reflector is reconverging?

Although these questions are posed in the confextdecision to use Cisco NSF with SSO on a RoefieBtor, they are also good general
questions that should help in determining whereltaowl to deploy Cisco NSF with SSO.

Other cases and topologies might arise in particwdwork deployments. Therefore, it is importanahalyze the effects of the introduction of
NSF/SSO in all cases before activating them imitevork.
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BGP NSF Configuration
When the design is set and the deployment opticndetermined, configuration is very simple.

BGP NSF (Graceful Restart) is configured underglobal router bgp configuration command.

Rout er (config-route)# [no] bgp graceful -restart

Rout er (config-route)# [no] bgp graceful -restart restart-tinme n
Rout er (confi g-route)# [no] bgp update-delay n

Rout er (config-route)# [no] bgp graceful -restart stalepath-time n

Thebgp graceful-restart command must be entered on the Cisco NSF-capaiierrand on any NSF-aware peer that will be ppeting in the
Graceful Restart. Graceful Restart is not enabjeddfault, and must be explicitly configured ontbtite NSF-capable router and all peer routers.

Thebgp graceful-restart restart-timen command is the maximum amount of time that a pééwait for a reconnection of the TCP session and
a new BGP OPEN message following the detectionfaflare on the Restarting Router. If the TCP ar@@FBsessions are not reestablished before
this timer expires, the BGP session is deemedwrdaiand normal BGP recovery procedures take efféwe default value for restart time is

120 seconds.

Thebgp update-delay n command may be entered on the Cisco NSF-capallerrd’he update delay specifies the time intesdtalr the first peer
has reconnected, during which the restarting rae#pects to receive all BGP updates and the ENCREEORD (EOR) marker from all its
configured peers. The default valuenos 120 seconds, and it is always measured in siscdfithe restarting router has a large numbegreef's,
each with a large number of updates to be sestytiiue may need to be increased from its defaliltev

Thebgp graceful-restart stalepath-timen command may be entered on the NSF-aware peer(s¢ oéstarting router. This timer sets an upper
limit on how long the peer will continue to uselstautes for forwarding after it has reestabliste®lBGP session with the restarting router. The
default value is 360 seconds. Although this shgiveé an adequate amount of time to allow for congpé®nvergence, on very large networks it
may be necessary to increase this value.

OSPF NSF
Like with BGP, the goal for OSPF NSF is to perfargraceful restart when a Route Processor switechamars. The graceful restart must occur
in such a way that the impact on routing is minidizand packet forwarding is not disrupted.

OSPF is a link state routing protocol, which regsiall the routers in the same routing area to taiai consistent view of the routing topology.
For example, if there is a change in the routimptogy, then link state advertisements (LSAs) &reded out to the entire OSPF area. This causes
all routers in that area to perform SPF calculajampdate their routing tables, and repopulate #I& tables.

During reconvergence, the network can be unstablg negative side effects can appear. Route Prarcgsiichover is a recovery procedure rather
than a change of routing topology, because thémgubpology will have to resume its previous ssatifithe restarting router can relearn the
routing information without causing LSA floodinganeighbor adjacency flap, the routing instabitign be avoided.

There are two main challenges that the OSPF roptiatpcol needs to address to achieve this goal:

« To maintain neighbor adjacency and avoid unnecgss®4 flooding when switchover occurs
« To resynchronize link state database (LSDB) formtbe active Route Processor with its adjacent risigh
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Maintaining Neighbor Adjacency

When OSPF is enabled on an NSF router with duatd&RBrocessors, the routing process runs only oadtiee Route Processor. The standby
Route Processor does not contain any OSPF relatithg information, no link state database (LSDR); does it maintain a neighbor data
structure. When the switchover occurs, the neigihélationships must be reestablished.

OSPF Hello protocol is responsible for establislang maintaining neighbor relationships and enguttiat communication between neighbors
is bidirectional. Bidirectional communication idicated when the router sees itself listed in éghbor's Hello Packet.

When switchover occurs, the restarting router tideestablish neighbor adjacency by sending alibhbackets. Neighbor state information does
not exist in the new active Route Processor, st packet will not contain any neighbor infortioa in the neighbor list of the Hello packet.
Without any additional protocol changes, a neighieceiving this Hello packet would fail the two-welyeck and then reset the existing neighbor
adjacency with the restarting router. The neighrbater would simultaneously flood update LSAs titeiet the adjacency change, thereby causing
routing disruption.

Cisco has solved this problem by introducing prot@xtensions to OSPF. The Cisco implementatiolovies the methodology proposed in three
IETF drafts (See section Related Standards andd)rdio avoid the neighbor adjacency flap, the €istplementation for OSPF NSF introduces

a new bit, Restart Signal, into Hello protocol. &llé packet with the Restart Signal-bit set indésathat the router is undergoing a Route Processor
switchover. Upon receiving this Hello packet, aghdior would follow the OSPF NSF procedures and diagrhore the two-way connectivity

check.

The Restart Signal-bit is stored in Extended OmtiohV (EO-TLV) in the Link Local Signaling (LLS) da block of a Hello packet. The existence
of the LLS data block on a Hello packet is indicalbg an L-bit introduced in the IETF draft. The lt-is set in the OSPF Options field. The value
of the bit is 0x10.

Hello packets with Restart Signal-bit set duringANBocedures are sent out in two-second interf&is. is done to expedite the convergence time
after a switchover. This two-second interval oflblelith Restart Signal-bit set is referred to aasFHello”. The Restart Signal-bit is cleared when
the neighbor adjacency is resumed.

LSDB Resynchronization
Because OSPF NSF does not maintain OSPF statenation on the standby Route Processor, the newilyealRoute Processor needs to
synchronize its LSDB with its neighbors.

The OSPF protocol defined in RFC 2328 currentlythasways to synchronize LSDB:

« It can initialize the LSDB during neighbor adjacgmstablishment procedures.
« It can synchronize the LSDB using a flooding med$marafter neighbor adjacency is established, anehvehtopology change occurs.

Neither of these methods is feasible for the R&uteessor switchover case. The first method ipossible because the neighbor adjacency should
be maintained during a Route Processor switch@eethat LSA flooding is avoided. The second synolaation method is inadequate because it is
incremental, meaning that only changes are resgncted. This incremental LSDB synchronization wondd permit validation of all routes in the
FIB. It is critical that all routes be verified aftswitchover, so total integrity of the topologynaintained.

Cisco OSPF NSF addresses this issue by using endraf (OOB) LSDB resynchronization. The OOB-Resymzhanism, which is defined in an
IETF draft, enables full LSDB resynchronizationeafthe neighbor relationship is established.

To announce this OOB-Resync capability, a new bit—HiRLSDB Resynchronization) is defined. The LRAliset in the EO-TLV in the link
local signaling (LLS) data block. This data bloskncluded on all Hello and Database DescriptioB[Ppackets.
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In addition to the LR-bit, a new R-bit is also mduced in the DBD packet. The R-bit is used todat#i that the OOB-Resync procedure is active.
This R-bit is set in the options field flag of DBiackets.

With the introduction of the LR-bit, an OSPF NShiter can discern whether an OSPF neighbor is cadisupporting its NSF procedures. When
OSPF is operating and receiving Hello packets thithpresence of the LR-bit from its neighbors nibWws that the neighbor is NSF-aware and can
execute the NSF procedures. With the introductioth@ R-bit, a router can determine whether a nbtt8®B synchronization or an OOB-Resync
is taking place.

Note that the LSDB synchronization process usiegQ®B-Resync mechanism does not occur among aldjaeent neighbors. It occurs between
routers in the same way as defined in the exidt®DB synchronization method in RFC 2328. For exaniol a broadcast network, if the restarting
router is not a Designated Router or Backup DR (BDtRvill just do the OOB-Resync with the Desigaa@tRouter only. If the restarting router has
a point-to-point connection with its NSF-aware igr, it will do the OOB-Resync with that neighbor.

Note: An OSPF NSF-capable router will disable NSF praogssn a segment if there is an NSF-unaware ralgtected. By default, the other
segments will continue NSF processing. If the (OS#® [enforce global] CLI option is configured, R@rocessing will terminate for all segments.
Also, if two routers on a common segment attempueidorm NSF at the same time, NSF processingtisit@ted on both routers.

OSPF NSF Protocol Extension Procedures
The diagram in Figure 7 illustrates the OSPF NSfe@dures between a dual-RP NSF-capable routerraN&GB-aware router just after R1 has
restarted.

1. The restarting router (R1) marks routes in the fSiale.” It also starts an NSF restart timer, whigh trigger DR/BDR selection and OOB-
Resync.

2.  R1 multicasts out fast Hello packets with RS-btt signaling the beginning of OSPF NSF procedurés. LR-bit is also set. The neighbor list
in these Hello packets is empty because there ieighbor information retained after the switchowote that NSF-capable and NSF-aware
neighbors always have their LR-bit set in the Hpbickets, regardless of NSF process status.

3. R2receives the Hello packets with RS-bit set fRin and knows that R1 is undergoing an NSF regtadedure. The 2-Way check is,
therefore, ignored. In the meantime, it keeps tighbor’s Finite State Machine (FSM) in Full staigtimer, called Resync-Timeout, is started
at this point. This timer limits the delay betweha first seen Hello packet with RS-bit set andlation of the OOB-Resync.

Note: The OOB-Resync timer is set to the maximum valueitbler the dead-interval timer or forty secondsibjault. For example, if the dead-
interval timer is set to a value lower than forégends, the OOB-Resync timer will still be fortyseds. Conversely, if the dead-interval timer is
raised to some value greater than forty seconds@ime reason specific to an individual networkficpmation), then the OOB-Resync timer will
be set to the same value. This occurs automatjcaily requires no special configuration on theeowt CLI command allows explicit
configuration of the OOB-Resync timep: ospf resync-timeout seconds. If desired, this command can be enabled on thie-&lare peers of the
restarting router. The command is enabled on anperface basis. See CSCdz80936 for details.

4. R2 sends unicast Hello packets back to R1. Instéaghiting for normal Hello timer, R2 immediatelgplies to those Hello packets. Note: the
Hello packets from R2 do not have RS-bit set.

5. When R1 receives the fast Hello from R2, it movesreighbor adjacency state to 2-Way. However, faorNSF perspective, the state is
considered Full.

6. R1 waits until the NSF restart timer expires, whikR0 seconds. When this timer is expired, ittstBIR/BDR election and OOB LSDB
resynchronization. This “wait time” ensures that thstarting router can learn all its neighboratest because there may be an NSF-unaware
router on the segment. Also, the RS-bit is nowreleaAfter DR/BDR selection, R1 moves its neighadjacency state to EXSTART.

Note: If the (OSPF) nsf [enforce global] CLI option isndigured, then as soon as any Hello is receivesh fagpeer without the LR-bit set,
OSPF NSF is disabled and DR/BDR election procemdsediately.

© 2006 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 17 of 47



7. R1 begins to send DBD packets with R-bit set to R2.

8. When R2 receives the DBD with R-bit set from R1,iR@ves the neighbor FSM to EXSTART and starts LSBchronization. R2 cancels
the resync timer.

9. R1 and R2 now perform LSDB synchronization in tame manner as normal LSDB synchronization desciib&FC 2328. If R1 receives
self-generated LSAs during the LSDB synchronizapioocess, it will not prematurely flush out the LSAnstead, R1 stores the LSAs and
marks them as “stale.”

10. OOB-Resync is complete at this stage. R1 startergéing router LSAs and network LSAs. It does rastdsthose LSAs to its neighbor unless
they are different from the ones learned from é@gyhbor earlier. If they are same, it simply clees “stale” status for those LSAs. At this
stage, R1 also starts to update its RIB and FIB.

Note: Here, itis assumed that an internal RIB convergexignal is received; therefore, R1 starts the fI8h timer. The RIB convergence is
based on all NSF routing protocols, not just wh&P® converges (unless OSPF is the only protocolgddSF restart). This prevents a premature
flush of self-generated external LSAs, which arevidel from redistributing other protocols into OSPF

11. R1 detects that the NSF flush timer has expireel ¢éfault NSF flush timer is 60 sec). It flushdgta LSAs still present in the database with
a “stale” flag set.

12. OSPF NSF is now complete.
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Figure 7. OSPF NSF Procedures
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OSPF NSF Deployment
It is recommended that OSPF NSF be deployed on:

« Routers that represent single points of failure.
¢ Routers that would cause the network to be unstable RP switchover occurred.

* Neighbors of OSPF NSF-capable routers should be dN@&ite because OSPF NSF procedures involve bastarting router and its neighbors.
This is not mandatory; however, it is required &inghe full benefit of NSF/SSO.

It is possible to gain some Nonstop Forwarding Eenelespite the presence of NSF-unaware neighltiosving incremental NSF deployment.
When the restarting router detects that a neighibarsegment is NSF-unaware, by default it onlynteates NSF procedures for that segment.
It will continue NSF procedures for the rest of reegts.

A mixed environment can cause asymmetric routingnduan RP switchover and until the NSF procedarescomplete. Routing will become
symmetrical when the NSF procedures complete.

Below is a discussion about how traffic flows wH¢8F is in operation. There are illustrations officflows at three stages:
1. Before RP switchover starts

2. When RP switchover occurs and while NSF is in psegr

3. After NSF processing is completed

To increase understanding, we will focus on an edgter as the OSPF NSF restarting router, whike afrits neighbor routers is an NSF-unaware
router.

Traffic Flow When an OSPF NSF-Unawar e Neighbor |'s Present

In Figure 8, R8 is the NSF restarting router. Fafuits neighbors (R1, R4, R5, and R7) are NSF-awauers. R2 is NSF-Unaware. This is
designed purposefully, because it illustrates thteame of traffic flows when an NSF-unaware rouggsresent. It is also assumed that all links
have an equal cost, and that the “enforce glolmifiguration option is not enabled. The “enforcelmll” option forces termination of all OSPF
NSF procedures for all network segments if an N8&ware neighbor is detected.
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Figure 8. OSPF NSF Example with NSF-Unaware Neighbor
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Traffic Flow from Subnet-A to Subnet-B
+ Before R8 RP switchover starts:

— R8 load balances the traffic flow to R1, R2, R4) &5. The traffic flows are then sent to R3 andi®8ubnet B. This is illustrated
in Figure 9.

¢ When R8 RP switchover occurs and NSF is in progress
— R8 continues to forward traffic to the R1, R2, BAd R5 just as in Figure 9.

Note: R2isincluded even though it is not an NSF-awatgear, because the FIB on the line card of theartisy router remains intact during
the switchover time, regardless of whether its nledg is NSF-aware.
« After R8 switchover has completed:

— The traffic flows continue to follow the same paéssillustrated in Figure 9 as they did prior te gwitchover.
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Figure 9. Traffic Flow from Subnet A to B Before Switchover
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Figure 10. Traffic Flow from Subnet B to subnet A Before Switchover

__/——_““\___\
Subnet A J
N A j

OSPF
NSF-Capable

0SPF 0SPF
NSF-Unaware NSF-Aware
“*-\/‘ |
R1 ‘/34 “‘L ‘ R5

—~
Y

SubnetB

© 2006 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 22 of 47



Traffic Flowsfrom Subnet B to Subnet A
« Before R8 RP switchover starts:
— Assume the traffic from subnet B is sent to bothaR8 R6. R3 load balances traffic destined for sudnover R1 and R2. Similarly, R6
load balances the traffic destined for subnetdeives over R4 and R5. The traffic flow beforétchover is illustrated in Figure 10.
« When R8 RP switchover occurs and NSF is in progress
— The traffic flows only to R6 and then is load baled through R4 and R5 as depicted in Figure 11.
— The flows are not going across the Rtrl and RttBpd his is because R2 is not NSF-Aware. Becafifes R8 terminates the NSF
procedures on the segment connecting R1 to R2.
— This will cause the OSPF adjacencies between R&drahd R2 to flap. R1 and R2 floods LSAs to R8pidate the topology. The routes
through R8 are removed on R1, R2, and R3 as a ré=aNing only the paths known to R6.
— Here we assume the traffic from subnet B will bectied to R6. The traffic from subnet B destinedsigbnet A flows only over the right
side of the network as shown in Figure 11.
¢ After Rtr8 switchover has completed:
— The traffic flows return back to their original pat(as they were prior to the switchover), as shiowfigure 9 and Figure 10.

Figure 11. Traffic Routed Around R1 and R2 Because R2 Is Not NSF-Aware
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Traffic Flow When a Topology Change Occurs During NSF Process

It should be rare that a topology change occurgéahe NSF procedures are in progress. Under tfusrostance, the NSF process would continue.
This section discusses how traffic might be afféetdaen NSF procedures are in progress and a topalwange occurs concurrently. We will use
the same example network topology in the previaysrés but now consider R2 to be NSF-Aware.

The diagram in Figure 12 shows the traffic flow l@fNSF procedures are in progress because of elewitr at R8.

Figure 12. Traffic Flow Before and During Switchover
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Now assume the link on R6 fails, causing a topolclyggnge to occur. When this happens, R6 gener&as and floods them to its OSPF area.

When R4 and R5 have received the LSAs, they kneatvttte path to subnet B through R6 no longer exisand R5 recalculate the path and
figure out that the subnet B can be reached thr&®8jhrhus, they pick up R8 as the next hop to reatimet B. This creates a temporary routing
loop, as illustrated in Figure 13.

The duration whereby this routing loop exists Wil short. NSF procedures are still in progress vemeh the OOB-Resync procedures are
completed between R8 and R4 or R5, R8 will knovt tha path to subnet B through R6 is no longerlalbe which breaks the routing loop.

Note: The routing loop will not always occur when thesaitopology change during the NSF process. Itriippen the network topology,
the type of the change (that is, flapping of a statwork will not cause a routing loop), and theitig of the change.

An alternative is to terminate NSF when a changeppology occurs while NSF procedures are in efféetmination of the NSF process during
a topology change eliminates all the benefits @C@INSF. Consider that if NSF is terminated duthgtopology change, none of the four flows
will reach the subnet B. In other words, the taffiould be black-holed. Even without the implemé&otaof NSF/SSO, traffic loss is a common
occurrence because of an RP switchover until nétwamonvergence is complete. Considering all sidhesbenefits of NSF/SSO outweigh the
consequences.
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Figure 13. Temporary Loop Due to Routing Change During NSF Procedures
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OSPF NSF Configuration
To configure NSF operations for OSPF, use the asfroand in router configuration OSPF mode:

router(config)# router ospf 100
router(config-router)# nsf

Note: You do not have to configure a router to be NSFrawa router running a Cisco I0S Software Relehae it capable of supporting NSF
procedures will exhibit NSF awareness without aogfiguration.

To optionally terminate the OSPF NSF process ferdtitire router when detecting an OSPF NSF-unameaiter, configure the “enforce global”
keywords.

router(config)# router ospf 1
router(config-router)# nsf enforce gl obal

IS-IS NSF
The objective of IS-IS NSF is to perform a graceédtart when RP switchover occurs. The graceitaremust occur in such a way that the impact
on routing is minimized and packet forwarding i¢ disrupted.

IS-1S, like OSPF, is a link state routing protoctiherefore, all routers in the same routing areatrmaintain a consistent view of routing topology.
For example, if there is a change in the routimptogy, then Link State Protocol data units (LS&s)flooded out to the entire I1S-IS area. As a
result, all routers in that area execute the SB&rithm, update the RIB, and repopulate the FIB.
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The network can be unstable during reconvergehaos,imparting negative side effects affecting padedivery. RP switchover can be viewed as a
recovery procedure rather than a change in rostipglogy. After switchover the routing topology lwlave resumed its previous status. The
routing instability can be avoided if the restagtimuter can relearn or preserve the routing infdgiom without causing LSP flooding and neighbor
adjacency flap.

Like with OSPF, there are two main challenges thetS-1S routing protocol needs to address toeaehihis goal:

* Maintain neighbor adjacency and avoid unnecessaf flooding when switchover occurs.
« Resynchronize link state database (LSDB) for the aetive RP with its adjacent neighbors.

There are two solutions to address this problene ©@ stateful routing solution that is Cisco #fieand the other is much like the previously
described methods used for OSPF and BGP. The G &oftware-specific solution uses checkpointlittes to back up the states of the IS-IS
adjacencies and database on the standby RP. Tdwedssalution is based on IETF work and uses a newim the IS-1S Hello PDU.
Consequently, the second method requires a suppartighbor to work.

Cisco Stateful Solution
Using the Cisco stateful routing solution, full acgncy and LSP information is saved, or “checkgaihtto the Standby RP. Following a
switchover, the newly active RP maintains its agljgies using the checkpointed data, and can quieklyild its routing tables.

This Cisco specific solution addresses the twoesfi@ntioned problems (adjacency reacquisition arfdB_&synchronization) in an innovative
and unique way.

Maintaining Adjacencies

According to IS-IS protocol, adjacencies are méired by the periodic transmission of Hello messatjes intermediate system (IS) fails to
receive a Hello for the adjacency holding timenttiee adjacency is dropped. Adjacencies are alsiiadized if the Hello does not contain the
appropriate state information (that is, if it dowes list the system ID (for point-to-point links) MAC address (for LAN segments) of the receiving
IS in the Hello). Consequently, an NSF mechanismstmestart quickly enough that neighbors do nopdheir adjacencies because of timeouts.
Secondly, the NSF process must maintain statestdtbllos have the appropriate information to prévesighbors from noticing the restart.

The Cisco solution overcomes these challenges snepts the neighbor from cycling the adjacencyglckpointing the appropriate state
information and using it after restart. Mechanismese designed for both point-to-point adjacencras AN adjacencies.

L SP Database Synchronization

Database synchronization is another subset ofihéialization process. The IS-IS protocol allofes a mechanism to synchronize link state
databases with neighboring routers. Under normaligistances, a reboot would trigger adjacencytialization and subsequent LSP database
synchronization. Because adjacency reinitializatidhbe suppressed with the Cisco 1S-IS stateflliion, a specific mechanism is used to
synchronize the router LSP database without triggea topology change.

Again, mechanisms were developed to handle poipbint interfaces and LAN interfaces.
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IETF Solution

The IETF solution defines a mechanism whereby tamésg router can signal its neighbors that iteistarting and allow them to reestablish their
adjacencies without cycling through the down stdtée still correctly initiating database synchreation. Unlike the Cisco stateful I1S-IS routing
solution described previously, the IETF solutioststeless. It does not checkpoint the conteri®i SP database and the adjacency information.

The IETF solution does not hide the fact that #sarting router has restarted. The restartingerantlicates clearly that it has restarted and make
sure that it acquires the content of the LSP damfram its neighbors. The neighbors are awarhisfiact, and cooperate with the restarting router.

Adjacency Reacquisition

Adjacency reacquisition is the first step in raalization. The restarting router explicitly no&#§ its neighbor that the adjacency is being reaedui
and hence that it should not reinitialize the agljmy. This is achieved by the inclusion of a neestart” option (TLV) in the Hello PDU. The
presence of this TLV indicates that the sender stpithe new restart capability, and it carriegdl¢ghat are used to convey information during

a restart. All Hello messages transmitted by aemothitat supports this capability include this T his TLV contains two flags: RR to indicate a
“Restart Request” and RA to transmit a “Restartiamkledgement”; and a “Remaining Time,” which infarhe restarting router the allowable
duration for its recovery.

Neighboring routers of a restarting router, on igioef a Hello message with the “restart” TLV hagithe RR bit set, leaves the adjacency with
the restarting router in “Up” state and sends ddHelessage, including the RA bit set, to acknowtetlgs restart.

Multiple Levels
A router that is operating as both Level 1 and LL@ven a particular interface performs the aboverafions for each level:

« LAN interface: The router sends and receives betel1 and Level 2 Hellos and performs the Com#etguence Number PDU (CSNP)
synchronizations independently for each level.

« Point-to-Point interface: Only a single Hello magsgéindicating support for both levels) is requirbdt the CSNP synchronizations are
performed independently for each level.

L SP Database Synchronization

When a router restarts, it can expect to receividES) that reflect the LSP state held by each mmigbver each interface. The arrival of
the CSNP(s) is now guaranteed, because the “rebkalib with the RR bit set will be retransmittedtil the CSNP(s) are correctly received.
Synchronization will be complete when all these £ 8Bve been received.

L SP Generation and Flooding

After all adjacencies have been reinitialized, ingter assumes that all available adjacency infaomdas been reacquired and 1S-IS can now
generate its own LSP. To achieve a localized rgstas important that the LSP of this router betgenerated and propagated before sufficient
information is acquired to reflect the state of theter prior to the restart. It is also likely tt@m old copy of the LSP of the local router will b
received prior to the local LSP regeneration phase.

Under normal conditions, LSP copies that are regkfvrom a router that is no longer generating shbel purged. However, in the case of a
restarting router, it is possible to receive a &SP that does not need to be generated (thatv®l 1eSPF has been run and prefixes that should be
propagated into Level 2 were discovered). Purgig‘éxtra” LSP would now rip out all the other rexg and disrupt their FIBs. Instead, an NSF-
aware router ignores this “extra” LSP until all tieglistributions between protocols and IS-IS leeeésperformed. The “extra” LSPs are purged
after the synchronization point is reached.
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Similarly, redistribution of inter-level informatiois regenerated before the LSP of this router Ishioe: flooded to other nodes. Sending out Level 1
or Level 2 LSP is delayed until the SPF of the ptaeel has been run and it can be determinedatimainter-level information that must be
propagated has been included in this LSP.

Note: Information that has not been added into the RiBndua “first iteration” SPF should not result irogped traffic to these destinations,
because the FIB maintains these entries. Redisitsibof routing protocol information other than IS-may be dependent upon the appropriate
routing information being updated in the RIB priorthe final NSF IS-IS LSP generation.

SPF Computation

After the LSP database has been resynchronizetinthstate database is now current. SPF computagioun to propagate all reinitialized
information to the RIB and FIB. Any routes that Banot been refreshed by this process are agedandgtirged after a hold time period to limit
black holing and routing loops.

IS-IS NSF Protocol Extension Procedures
This section will describe the 1S-IS NSF for thd FEimplementation.

Cisco |IETF Implementation of SIS NSF
This next sequence describes the 1S-IS proceduoesding to the IETF implementation. Refer to tlegdam in Figure 14.

1. Rl restarts.

2. R1 sends a Hello message including TLV 211 withdkRet and RA bit cleared indicating that it hastarted.
3. R2receives R1's Hello message.
4

R2, because it is IS-IS NSF-aware, responds witlellb message including TLV 211 with RR bit cleased! RA bit set: R2 indicates that
it acknowledges the previous Hello received from R1

o

R1 receives Hello message from R2.

6. If the interface is a Point-to-Point interface ifdR2 has the highest router priority (with highestirce MAC address breaking ties) among
those routers whose 1S-IS Hellos (IIHs) containrémtart TLV (excluding R1), R2 sends a completa§€SNPs. When both this CSNP and
the above Hello message sent in 4 are receiveddfaeency timer is cancelled. If the adjacencyetiraxpires, R1 resends the Hello message
with RR bit set.

© 2006 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 28 of 47



Figure 14. IS-IS NSF Procedures for the IETF Implementation
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Example with an | S-1S NSF-Unawar e Peer
The description below follows the case where tHERES-1S NSF capability is enabled but a peer mist@ot NSF-aware. Refer to the diagram
in Figure 15.

7. R1restarts.

8. R1 sends a Hello message including TLV 211 withiitRet and RA bit cleared indicating that it hestarted.
9. R2receives Hello message from R1.

10. R2, because it is NOT NSF-aware, responds withle lHeessage without TLV 211. The adjacency is dezpp

11. R1 receives the Hello message without TLV 211, itielizing the adjacency with R2. R1 sends a Heflessage with TLV 211 but RR and RA
bits are cleared. The purpose is not necessarilgindtialize the adjacency (because R2 has alrdadg this), but to do the “normal”
adjacency acquisition process.

Note: An IETF IS-IS NSF-capable router will disable NS®©gessing on all other segments if an NSF-unawarter is detected.
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Figure 15. IETF IS-IS NSF Procedures with an IS-IS NSF-Unaware Peer

R1 R2
Cisco Cisco
ISIS NSF NOT ISIS NSF
Capable Aware

e _
Start HELLO timer \D \@EEH{S_{@

H
TLV2 17 R’“ggi__

' :ah________xﬂ
®
ISIS
Adj O
timer \s\Sj‘Eﬁgf'f{ff =
_— “’utTLV 2
@ <« witho
V17 e,
G RA:‘G _‘"'“——____,

|4
|‘

IS-IS NSF Deployment
The recommended target deployment point for IS-8-Né on:

« Routers that are represented as a single poimtilafé
* Routers that would cause undesired network ingtigsiif RP switchover occurs

Cisco IS-IS NSF offers the benefit to work at thens level of efficiency regardless of the NSF ron&ghbor capabilities. Neighbors of I1S-IS
NSF-enabled routers should be NSF-aware if the [#3rBion is deployed, because IS-IS NSF procednvedve both a restarting router and its
neighbors.

Timer Tuning Consideration

A typical time-out period for dropping adjacendigshirty seconds on a Point-to-Point link and $esonds on a LAN. If the transmission of Hellos
can be resumed before this period expires, thenbeigwill not drop its adjacency. This suggests Hwd times for Hellos should be configured
large enough to permit a process restart befoscadgies expire.

Note that this pits the goal of “smooth” restaraiagt the goal of reacting quickly to link (and sauent topology) changes. However, configuring
a larger hold time is not sufficient to ensure sthaestart. If Hello timers are jittered, the Hslland hold-time expirations will be uniformly
distributed over the hold interval. This means titainy given moment, a large number of adjacermie®n the verge of expiring. The only
reasonable way to prevent the loss of all the peagpired adjacencies is to assure that the haliltiptier is greater than 1. This is common
practice, but is an absolute requirement for NS&kvikly a Hello multiplier of 2 or 3 assures thatléaist for adjacencies for which Hellos have not
been lost) the restarting process has a full Hetlerval in which to recover. When the number a@éifaces is high, it is necessary to determine the
IS-IS restart times for an NSF router.
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IS-1SNSF Configuration
To configure NSF operations for IS-IS, use tisEcommand in router configuration I1S-IS mode. Byaddt, NSF restarting is off but the router
includes the IETF TLVs by default. The mode of @ien (Cisco or IETF) is chosen at this stage.

router(config)# router isis
router(config-router)# nsf [ciscol/ietf]

The following command limits the interval (in a @40 minutes range) between two restarts. If théer®miActive and Standby RPs have not
remained up for at least this time, ISIS NSF isceded. The default value is 5 minutes.

router(config)# router isis
router(config-router)# nsf interval 600

The following command sets the time (in a 1-60 sdsaange) an NSF restart will wait for all inteda with 1S-IS adjacencies to come up before
completing the restart. The default value is 1®sds.

router(config)# router isis
router(config-router)# nsf interface wait 20

In IETF mode and only in this mode, the followingmemand sets the time (in seconds) NSF will waitler LSP database to synchronize before
generating and flooding its own LSP with the ovadéit set.

router(config)# router isis
router(config-router)# nsf t3 nmanual 60

If the “adjacency” keyword is used, this above-nmmed t3 time would be determined from the adjagdraid time advertised to neighbors prior
to switchover.

router(config)# router isis
router(config-router)# nsf t3 adjacency

EIGRP NSF

Enhanced Interior Gateway Routing Protocol (EIGRRIn interior gateway protocol suited for manyeatint topologies and media. EIGRP is an
enhanced distance vector routing protocol, relyinghe Diffused Update Algorithm (DUAL) to calcutathe shortest path to a destination within
a network. In a well-designed network, EIGRP scalelt and provides extremely quick convergence simed minimal overhead traffic. Like the
routing protocols described thus far, the goatli@rinteraction of EIGRP routing protocol with N&Ro perform a graceful restart when an RP
switchover occurs such that the impact on routingrinimized, and packet forwarding is not disrupted

Maintaining Neighbor Adjacency
As with other protocols, for NSF to occur, the piethe restarting router must continue to forwaadkets to the restarting router during the
switchover. The peer, therefore, must not resehdighbor adjacency.

To prevent the adjacency reset by the neighboesiestarting router notifies peers of its intenptovide service during a switchover by setting a
new Restart (RS) bit in the EIGRP packet headérdizate a restart. When EIGRP NSF is configurkd,RS bit is set in the hello packets and the
initial INIT update packets sent during the NSRaggeriod. By setting the RS bit in the hello lpats, the restarting router is able to quickly fyoti
the neighbors of the switchover. This also allolesNSF aware peer to know that it should followM&F extensions rather than use the normal
adjacency discovery and startup method.
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A non-NSF-aware neighbor will ignore the new RS bitvill reset the adjacency when it receives tiE update packet or if the hold timer
expires.

Upon receiving the restart indication, either bgeiging the hello packet or the init packet, theghbor will make a note of the restarting peertsn i
peer list, and will maintain the adjacency with teetarting router. The neighbor router does naotroanicate any state change about the restarting
router to any of its own neighbors, but insteadtk®@outes through the restarting router as stadecantinues to forward packets to the restarting
router. This avoids the detrimental effects on mekwperformance associated with the failure of @en

EIGRP NSF Protocol Extension Procedures

Figure 16 depicts the protocol exchange betweadScapable EIGRP router and an NSF-aware EIGRPveen the NSF-capable router
undergoes a switchover.

When the adjacency is first formed, the RS bitasused. It is therefore not possible to deternminedvance through CLI commands if a peer is
capable of supporting the EIGRP NSF procedures.niost have access to each router or know the @@ oftware version to determine its
support for EIGRP NSF.

1. When a switchover happens and the standby RP becactige, EIGRP will initiate Hellos with the RS bit. This is the indication to peers
that a restart has occurred.

2. Here the peer is EIGRP NSF-aware and thereforgrepes the RS bit and retains its forwarding state regard to the restarting router.
In other words, it does not reset the adjacencycbatinues to forward packets through the restgutinuter as if nothing happened.

The NSF-aware router may receive the Hello packfirk the INIT packet when the restarting routes het yet rediscovered the peer. To
speed up the peer rediscovery process for thetiagtaouter, the NSF aware router sends Hello peckack immediately, and at a shorter
Hello time interval.

3. The NSF-aware neighbor then sends its topology tibthe restarting router with the RS bit setia first update packet, indicating that it
is NSF-aware and is helping out the restartingaothe NSF-aware neighbor does not set the Ri8 kit hello packets because it did not
undergo a switchover or a restart.

Note: A router maybe NSF-aware but still not be executirggrestart procedures. This would occur whermrébtarting neighbor has been
reloaded and is coming up from a cold start.
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Figure 16. EIGRP NSF Procedures
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The restarting router and the peer(s) exchangéngupdates and the NSF-capable router rebuildiaitabase. The restarting router knows

the process is complete when it has received tidedETable (EOT) marker in the topology table updd&ach NSF-aware router is required
to send an End-of-Table marker in the last updatket to indicate the end of the table content.

In addition to the End-of-Table marker method, ERGEses a timer (called the nsf converge timergt@s upper bound for how long to wait

for all End-of-Table markers to be received.

The restarting router sends updates as normaligndls the RIB as soon as it has received EOT atidio from all its peers. When the

restarting router has received all EOT indicatifsom its neighbors or when the NSF converge tinxgires, EIGRP performs a Diffusing
Update Algorithm (DUAL) calculation to select thedb loop-free routes for each destination in tip@kogy database, and notifies the RIB

of convergence.
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6. Sometime later, when the RIB has received the agenee signal from all the protocols, it would fip&EIGRP of RIB convergence. When
the RIB is converged, the restarting router semdS@T update to the NSF-aware peers that have fméinipating in the restart. This EOT
update sent by the restarting router following ficdtion of RIB convergence has only the EOT flagia the packet header and contains no
topology information.

7. A NSF-aware peer would know when the restartingmedr converged when it receives an EOT indicafiiom the restarting router. The peer
then scans its topology table to search for théemwith the restarted neighbor as the sourcenfipares the route timestamp with the restart
event timestamp to determine if the route is atithilable. The peer then goes active to find adtierpaths for any routes that are no longer
available through the restarted router.

At this point all NSF extensions have been comgleted normal EIGRP processing continues.

EIGRP NSF Deployment

For the restarting router to perform NSF propetig, peer routers must also run a Cisco 10S Softwergion with the EIGRP NSF feature. If a
peer router is running a Cisco 10S Software versigthout EIGRP NSF, the result of a switchover dtddae no worse than an adjacency reset.
This is because the non-NSF EIGRP router would teseadjacency when it receives the INIT updatketfrom the restarting router.

This EIGRP NSF design does not support the caseawtv® neighboring routers undergo a switchoveX8F restart at the same time. If both
routers restart concurrently, one will be signaléthe other’s restart by the RS bit in the Helbzets or the INIT update packet. Both routers will
go through the normal non-NSF restart and their peationship will be reestablished using the tNBF method.

Three new timers to be aware of that have beendadith EIGRP NSF:

< Signal timer—Each EIGRP process starts a signaktimhen it is notified of a switchover event. Helleih the RS bit set will be sent during
this period.

« Converge timer—The Converge timer may be used tofaaihe last EOT update if all startup updategehaot been received within the signal
timer period. If an EIGRP process discovers nomgig, or if it has received all startup updatestits neighbor within the signal timer period,
the Converge timer will not be started.

« Route-Hold timer—A NSF-aware peer will start the Retlold timer to wait for the EOT from the restagirouter. At the end of this timer
period, the peer will stop waiting, start scanring topology table, and go active on those routaswere not updated by the restarting router.
The Route-Hold timer may be tuned (shortened) sg#er can find alternate paths faster and avaickiioling traffic if the restart period is
too long.

EIGRP NSF Configuration

EIGRP NSF is disabled by default. The user comntarahable or disable NSF is:
router eigrp <AS-nunber>

[no] nsf

Timers may be specified using the commands:

router eigrp <AS-nunber>
[no] tiners nsf signal <seconds>
[no] tiners nsf converge <seconds>
[no] tinmers nsf route-hold <seconds>
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High Availability for MPLS Networks

Cisco 10S Software Release 12.2(25)S introduceddighe MPLS environment. Support for MPLS High Asahility is targeted mainly toward
the Service Provider Edge (PE) devices that proaaess to the MPLS network. These devices ofamesent single points of failure for
customers of MPLS VPN services in the same waylge eouters in a pure IP network that is not basedn MPLS core.

At the time this document was prepared, supportfeiMPLS High Availability (MPLS-HA) feature haaén released for the Cisco 7500 Series
Routers only. Other products will support MPLS Hyeotime. MPLS HA for the Cisco 7500 Series prodweabled support for NSF/SSO for
MPLS Layer 3 VPNs and LDP NSF or Graceful Restsstwith other protocols discussed earlier, the Libplementation requires LDP Graceful
Restart (NSF awareness) at the adjacent peer reud®r GR awareness is available for the Cisco 1288@es products in Cisco IOS Software
Release 12.0(29)S and above.

Networks running Cisco 10S Software that does mbtoffer complete support for MPLS will still seagiket loss for MPLS traffic during an

RP switchover. However, some benefit is still segmnabling NSF/SSO even in this case becausedasiter recovery that occurs from the link
layer state being maintained by SSO. Testing hasisithat for many link types, when a switchoverwsmn a router with a MPLS interface, the
traffic loss was measured to be the about the sanifethe router had experienced a RPR+ switch@@me link types, however, will show an
improvement. Although the LDP process must fullstaet and learn labels before forwarding can comtjnhe speed of the restart is improved
by enabling NSF/SSO.

As MPLS-HA becomes available for the Cisco 12000eSeproducts and others, the same zero packewitidsecome possible for MPLS Layer 3
VPNSs and later for MPLS Layer 2 VPNs.

MPLS HA Features
With Cisco 10S Software Release 12.2(25), the foihgg MPLS features now have the ability to contifiavarding data following a route
processor (RP) switchover:

« MPLS Virtual Private Networks (VPNs): This allowsauter to recover from a disruption in servicehaitt losing its VPN prefix information
by utilizing the BGP NSF Graceful Restart mechasisBGP Graceful Restart now supports the VPNv4 \VRHEswing the routers running BGP
Graceful Restart to preserve VPN prefix informatidmen a router restarts.

¢ MPLS Label Distribution Protocol (LDP): MPLS LDPasSSO, and NSF or Graceful Restart to allow atoRBcover from disruption in the
LDP components of the control plane service witHosing its MPLS forwarding state. LDP Graceful Resworks with LDP sessions between
directly connected peers as well as with peersatenot directly connected (targeted sessions).

* Any Transport over MPLS (AToM): AToM uses SSO, N&Rd Graceful Restart to allow an RP to recovanfdisruption in the LDP
components of the control plane service withounipsts MPLS forwarding state.

¢ Also included is SSO support for the MPLS VPN MiBe MPLS LDP MIB with the IETF Version 8 Upgrade.

MPLS-HA Coexistence Features
At the time this paper was prepared, the followitigLS features had not been enabled for HA and therelo not maintain state information
following a switchover but do coexist with NSF/S&ad MPLS-HA:

« MPLS Traffic Engineering
¢ MPLS Quality of Service Applications
¢ IPv6 over MPLS
¢ |IPv6 over MPLS
« MPLS Label Switching Router MIB
« MPLS TE MIB
¢ MPLS Enhancements to Interfaces MIB
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For more details, please see the references sexttibe end of this document.

MPLS HA Prerequisites
MPLS HA relies on the underlying NSF/SSO featureshave been discussing so far for operation. Teeequisites are summarized below:

* BGP NSF mechanisms must be enabled. BGP Grace$thiRallows a router to create MPLS forwardingiestfor VPNv4 prefixes in
NSF mode. The forwarding entries are preservechduirestart. BGP also saves prefix and correspgridbel information and recovers
the information after a restart.

« NSF support for the label distribution protocoltlie core network
* NSF support for the Internal Gateway Protocol (I@83d in the core; that is, OSPF or IS-IS
« NSF support for the routing protocols between tBeaRd Customer Edge (CE) routers

MPLS-HA Operation

When BGP allocates local labels for prefixes, gatpoints the local label binding in the backupteqarocessor. The check pointing function
copies state information from the active route pesor to the backup route processor, thereby ewnstivat the backup route processor has an
identical copy of the latest information. If thetige route processor fails, the backup route premesan take over with no interruption in service.
Check pointing begins when the active route pramedses a bulk synchronization, which copies alltital label bindings to the backup route
processor. After that, the active route procesgaathically checkpoints individual prefix label binds when a label is allocated or freed. This
allows forwarding of labeled packets to continutobe BGP reconverges.

When a router that is capable of BGP Graceful Relstses connectivity, the following happens to téstarting router:

1. The router establishes BGP sessions with otheersaind relearns the BGP routes from other rothetsare also capable of Graceful Restart.
The restarting router waits to receive updates fitoeneighboring routers. When the neighboringersusend end-of-Routing Information
Base (RIB) markers to indicate that they are demeliig updates, the restarting router starts sgritirown updates.

2. The restarting router accesses the checkpoint asealb find the label that was assigned for eaefixpif it finds the label, it advertises it to
the neighboring router. If it does not find thedjlit allocates a new label and advertises it.

3. The restarting router removes any stale prefixes aftimer for stale entries expires.

When a peer router that is capable of BGP Gradedgtart encounters a restarting router, it doefofl@ving:

1. The peer router sends all the routing updatesaedstarting router. When it has finished sendiodates, the peer router sends an end-of-RIB
marker to the restarting router.

2. The peer router does not immediately remove the BiBEes learned from the restarting router fronBi&P routing table. As it learns the
prefixes from the restarting router, the peer s#fes the stale routes if the new prefix and laiferination matches the old information.

If a router is not configured for VPN NSF and iteapts to establish a BGP session with a routerigh@nfigured with VPN NSF, the two routers
create a normal BGP session but do not have thigyabiperform VPN NSF.
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LDP Graceful Restart (NSF)

LDP NSF or LDP Graceful Restart (GR) is a mechartisat can be used by two Label Switch Routers (D$&protect LDP and forwarding state
when LDP communication between them is lost aret lastored as in the case of an RP switchovanabbthe LSRs. LDP GR enables non-stop
MPLS forwarding for traffic that uses labels prawsty learned by the interrupted LDP communicatiarirey the communication failure and
recovery.

The implementation protects against a restart@LbP component (control plane) as well as fromrtfoenentary interruption of LDP
communication with a neighbor. A restart of the L&dponent (LDP restart) causes an interruptionDf communication with all

LDP neighbors and results in a loss of the LDRedidrned from those neighbors. If the LDP compbders not restart but merely loses
communication with a neighbor (LDP session reskén the LDP state learned from that neighbor neagebained, including any associated
forwarding state.

LDP GR operates in a manner similar to other NSfqgmols described in this document. LDP GR requinas an LSR perform the following
actions in order to recover from the failure of LB&mmunication:

¢ When a failure of the LDP communication is detectedrk the associated forwarding state as stateretain it.
« Continue forwarding using the stale state.

* When the LDP communication is reestablished, recand refresh the stale forwarding state.

« Remove stale forwarding state if it is not “refreghwithin a requested amount of time.

LDP GR Protocol Extension

Two Label Switching Routers (LSRs) that use LDRxohange label mapping information are known as pB&s. When one of the LDP peers
is LDP GR-capable and the peer is at least LDP GR«#A, MPLS HA is possible. LDP works by establigham “LDP Session” between the peers
along a label switching path. A single LDP sessitbows each peer to learn the other's label magping

Figure 17 depicts the LDP GR message flow betweerLSRs.
LDP specifies that Hello messages are exchangethanhd TCP session be established to carry LDRages.

1& 2. An LSR indicates that it is capable of supportiidP Graceful Restart by including the Fault Toldrdfl') session TLV as an optional
parameter in the LDP Initialization message. Thgdarn from Network) flag indicates that the LDP @Rcedures are used. The optional FT
Session TLV has been defined in a manner that allmackwards compatibility. The TLV 'U bit' will ca@ the recipient to silently discard the
TLV if it does not support LDP GR. In that situatidhe LDP session will be established, but GR méll be attempted.

There are two timer fields associated with LDP @ present in the FT Session TLV:

« Reconnect Timeout: the time (sent in milliseconds) that the sendehefTLV would like the receiver of that TLV to waifter the receiver
detects the failure of LDP communication with teeder. While waiting, the receiver retains the MRtSvarding state for the (already
established) LSPs that traverse a link betweesehder and the receiver. The FT Reconnect Timéumutld be long enough to allow the
restart of the control plane of the sender of th¥,Tand specifically its LDP component to bringatthe state where the sender could
exchange LDP messages with its neighbors. The def@ue for this timer is 120 seconds.

Setting the FT Reconnect Timeout to 0 indicatesttimsender of the TLV will not preserve its fordiag state across the restart, yet the sender
supports the procedures, as defined in SectiorfRetart of LDP communication with a neighbor LSBRFC 3478.

* Recovery Time: For a restarting LSR, the Recovery Time carriestitme (sent in milliseconds) the LSR is willingrigain its MPLS forwarding
state that it preserved across the restart. Theiifrom the moment the LSR sends the Initialrathessage that carries the FT Session TLV
after restart.
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Figure 17. LDP Graceful Restart Extensions
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Setting this time to O indicates that the MPLS farsing state was not preserved across the restart.
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3. Exchange of label information prior to a restart.

4. When a RP hardware or software failure triggeraitchover, the restarting LDP component of the eowtill establish a new TCP session to
its peer(s). The LDP GR-capable router starts ternal timer, called MPLS Forwarding State Holdiimger (forwarding-holding), and marks
all the MPLS forwarding state entries as “staldieTouter is said to be in LDP restart mode. THaudevalue for the forwarding-holding
timer is 600 seconds.

5. R2, the LDP GR aware peer, upon detection of theréaand the restart, initializes a timer callbd tiveness timer. This timer indicates the
amount of time the peer LSR keeps its stale laB#I-Bindings. It is set to the lesser of the FT Reezt Timeout, as was advertised
previously by the restarting router, and a loaakti, called the Neighbor Liveness Timer.

If within this time the LSR still does not establian LDP session with the neighbor, all the staleibgs are deleted.

6. The restarting LSR sets the Recovery Time seritar-T Session TLV to the current value of the MPoBwvarding State Holding timer.
The timer indicates how much longer the presereeddrding state will be kept.

7. The LDP session is established. If an LDP sessioedstablished with the neighbor before the reectmer expires, the reconnect timer
should be stopped, and the recovery timer is starte

8. LSRs exchange address prefix/label messages.

9. One more timer (max-recovery) is used by the LDRponent to remove any stale outgoing label bindthgshave not been re-advertised by
the peer routers. The timer is started when th@liziation message is sent. The default is 120s#s. When the timer expires, LDP removes
all outgoing label bindings in the LIB that are ket as stale and were learned from the restargighbor associated with the timer expiry.
Label binding removal triggers the removal of asgaiated forwarding state.

Peer Perspective
The LDP peer becomes aware of the LDP recoverydgrpss by means of some failure to the existin® IsBssion. LDP session failures are likely
to be detected in the following cases:

¢ The last Hello adjacency for the session is lost.

* The KeepAlive timer for the session expires.

« The TCP layer announces that the connection haslbse

* A normal close is triggered by the receipt of at8bwn or Notification message.

The LDP GR-aware router is said to be in LDP sesséset mode. The LDP GR-aware router starts & tionestablish the time for reestablishment
of the LDP session with the restarting router. ahwunt of time a router waits for an LDP sessiobdaeestablished is the lesser of either the
Reconnect Time received from the peer in the Fealltrant (FT) Type Length Value (TLV) or the valokthe neighbor-liveness timer. If the

LDP session is established before the timer expihesrouter deletes the stale label bindings @assatwith that neighbor. The default for neighbor
liveness is 120 seconds.

Existing label bindings are used during the regiastedure. Outgoing label bindings will be adweexti by the restarting router after the LDP
session is reestablished. If LDP has retained @ifrfor an advertised prefix, then the new bindivil be learned using existing LDP procedures.
If a label binding has been retained, then LDP wébr the “stale” mark on the binding when the réading is learned. If the same label has been
advertised, then no further action is needednéw label has been advertised, then LDP must upldatiebel binding using existing procedures for
handling that event.
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MPLS-HA Configuration

To enable support for MPLS-HA, the router capalflsvatching over to a redundant RP must first b&80 mode. Then LDP Graceful Restart
must be enabled. The IGP protocols and PE-CE pots@tso must be enabled for NSF to gain the mesefit. An LDP peer must also be
configured for LDP graceful restart. The specifimfiguration for LDP is described next.

LDP Graceful Restart Configuration
LDP GR is enabled by the following global command:

Rout er (config)# npls |dp graceful -restart

LDP GR timer values may be specified using thetedl@ommand:

Rout er(config)# npls | dp graceful -restart timers <timer> <val ue>
With this command, the following timers may be sfied:

« Forwarding-holding: Specifies the amount of time MPLS forwarding state should be preserved dfeicontrol plane restarts.

« Neighbor-liveness: Specifies the amount of timewter should wait for an LDP session to be reeistadd.

« Max-recovery: Specifies the amount of time a rostesuld hold stale label-FEC bindings after an Lld@Bsion has been reestablished.
You can determine the status of LDP graceful ressing the command:

router#sh npls ldp gr
LDP Graceful Restart is enabled
Nei ghbor Liveness Timer: 120 seconds
Max Recovery Tinme: 120 seconds
Forwardi ng State Hol ding Time: 600 seconds
Down Nei ghbor Dat abase (0 records):
Graceful Restart-enabl ed Sessions:

VRF defaul t:

Peer LDP Ident: 88.1.11.1:0, State: estab

NSF/SSO SOFTWARE AND HARDWARE SUPPORT

Support for Cisco Nonstop Forwarding with Stat&ulitchover first appeared in Cisco 10S Softwared(22)S. Support for NSF/SSO has
expanded to other releases and includes suppd#PtS-HA in Cisco 10S Software Release 12.2(25)3tie Cisco 7500 Series routers.
NSF/SSO is now available for a wide range of Cizamucts, route processors, and line card hardW8€. awareness is also prevalent in several
releases for multiple Cisco product families.

Hardware Restrictions
The router must have compatible RPs and line aguépbenent installed to support SSO. In additionecgtrould be taken when mixing RP types:

» Cisco 12000 Series Internet Router: GRP and GRMR8dan be used together. If using a PRP on thismdumust be paired with another PRP.
« Cisco 10000 Series Internet Router: Two PRE-1sRE-Rs must be used. The original PRE for this nodidees not support Cisco NSF with SSO.
MPLS-HA will be supported in Cisco I0OS Software &de 12.2S for the PRE-2.

* Cisco 7500: RSP-2 and RSP-4 can be used in comimn&SP-8 and RSP-16 can also be used in combimatiowever, an RSP-8 or RSP-16
cannot be mixed with an RSP-2 or an RSP-4.
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« For the Cisco Catalyst 6500 Series and Cisco 7@0@s Supervisor Engine 2 and Supervisor Engilear@ supported. Like Supervisors must
be used.

« Certain products may display a warning if the pbaischaracteristics of the RP hardware differ €eample, differing memory capacity). The
system may progress to SSO mode if the differeamesallowed. Network designers should verify thgt physical differences will not impact
performance in the event of a switchover.

A wide variety of line cards support Cisco NSF wBO. For optimum performance, every card in tlwerochassis should support Cisco SSO.
Check the latest Cisco documentation for the caitistnof supported line cards for each platforfra particular line card is not supported by Cisco
SSO, that specific line card will operate in RPRad®. At the time of the RP switchover, the distralforwarding information on the card will be
cleared. This will cause traffic loss to destinatigeachable through that card in the event ofitelsawer. Other line cards will continue forwarding
during the switchover.

Refer to appropriate documentation on CCO or see €isco representative for details about supmorvérious Line Card or Module
combinations.

NSF/SSO IMPLEMENTATION STEPS
This section provides an overview of the actuallengentation steps that should be taken when depldyiSF/SSO.

Review Peering Combinations

The first step prior to implementation is to revigaur network and analyze the various peering caoatiins you have. Customers that have an
all Cisco network will find deployment easiest. Beaustomers with multi-vendor environments wikdéo determine the level of support for
graceful restart standards and protocol extenslarnsither case, you may encounter various comioingtof support for HA awareness.

Next formulate a strategy for implementation. Agested method is to work out from the core. Briighér tier, core-facing routers up to a level
of Cisco 10S Software that supports the requiredt IM®areness. Then work site by site or at spdoifiations to implement NSF/SSO at the edge
devices.

In the case where Route Reflectors are used, etiese routers are BGP NSF-aware. When this is lsteyou can begin to enable NSF/SSO
at the network edge boundary.

Remember that although OSPF NSF awareness is dafaylt, BGP NSF awareness must be configuredtengéder needs to be reset for BGP
NSF to be enabled for that particular peer. Situstivhere OSPF NSF is enabled and BGP NSF is eatratesirable and should be avoided from
an implementation standpoint.

Service Provider Deployment Example

Configuration Preparation
The first preparation step of deploying NSF/SSChimia Service Provider point of presence or site igather a list of all routers within the site
by function. For example, customer access roudgrgregation layer routers, route reflectors, cotgars, etc.

Double check that all routers are running the etqueand appropriate level of software for deployhtdMNSF/SSO.

Peering configurations should again be verifiedefach router to ensure that all OSPF or IS-IS aB& Beers are accounted for when the actual
configuration is performed.
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A summary of the steps that might be taken in siquaar network are as follows (this example asssi@8PF as the IGP and the use of Route
Reflectors):

Configure BGP NSF on route reflectors so that thieyNSF-aware.

Review the OSPF NSF capability of the core-facimgters.

Configure OSPF NSF and BGP NSF on the aggregatisters (resetting peers to RR can be done heedtesraccess routers are configured).
Configure OSPF NSF and BGP NSF on the customesacoeters (edge routers).

Reset BGP peers so that all peers that are NSHieapdl negotiate the capability.

Configure all dual-RP routers for SSO.

N oo g M 0w N PR

Review customer NSF capability. If BGP is used leetwvthe SP edge and the customer network and apgerss NSF, configure BGP NSF
on customer router and reset the BGP session.

The detailed configuration commands to implemenEM$SO are shown in the example below.

Step-by-Step Implementation Procedures

This section provides a sample deployment andahiessof CLI configuration commands used to impleti¢SF/SSO.

It is worth mentioning a couple of operational reoparticular to the Cisco 7500 and 12000 SeriegdReu

Cisco 7500 Series Router Operational Notes

When a SSO switchover occurs, the new slave (dldegavill remain in ROMMON for a period of 5 mineg before beginning its boot sequence.
This is by design. The slave on the Cisco 7500iKerthe Cisco 12000) cannot boot without the hélthe master. The master provides a subset
image over the bus to partially boot the RP. ThimiBute period is designed to allow the newly aetRP time to do normal recovery activities
while minimizing any impact from the processor-img&e task of loading the subset image on the slave

When the slave does come back online, traffic neinterrupted a second time as the slave is recteah¢o the bus. This traffic interrupt should
be less than or equal to the original traffic lapsn switchover.

Cisco 12000 Series Router Operational Notes
Upon switchover, the new slave (old active) stast®oot process immediately. Because the processor boot independently, there is no need to
wait until the active processor is less busy.

No traffic loss occurs when the slave comes badiken

Configuration

The first configuration step is to enable BGP ghaloestart for NSF awareness on all top-level exfflectors. The IGP must also be NSF-aware.
OSPF awareness is on by default so no configuraioequired. Note that the act of configuring B@Bceful restart on the route reflectors will
have no effect on traffic. Use the following comrdan

Rout er (confi g) #router bgp <as nunber>

Rout er (confi g-router)#bgp graceful -restart

Next, Enable OSPF NSF on the aggregation layeerstor this site (if relevant Cisco 10S Softwaesed devices exist)

Rout er (confi g) #router ospf <process id>
Rout er (confi g-rout er) #nsf
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Use the same commands to enable BGP and OSPFignastért on all customer access layer or edgerswithin the site:

Rout er (confi g) #router ospf <process id>
Rout er (confi g-rout er) #nsf

Rout er (confi g) #router bgp <as nunber>
Rout er (confi g-router)#bgp graceful -restart

At this point, the routers will be in one of thentlesirable” configuration states. OSPF NSF wilbperational, but BGP NSF will not yet be
operational, because the BGP peers have not yetrbset. Given the steps to configure NSF/SSO sthiation is unavoidable, so the next steps
should be performed in a timely manner to ensdtdl &SO/NSF operational state.

Next, the BGP peers will need to be reset. TygBealice Provider point-of-presence designs haveraant aggregation routers. In this case, it is
easiest to issugear ip bgp * on one aggregation layer router, wait for therngdo reestablish, then isstiear ip bgp * on the other aggregation
layer router. This would catch all the BGP RR pderghe first site that was configured. As addi@blocations are configured, it is not necessary
to once again reset the BGP RR peers to the bit¢hiaive already been reset usitegr ip bgp *. Optionally, BGP peers can be reset individually
but it is important to ensure all BGP peers gaaxcgful restart capability.

Next, All aggregation and access layer routershiage dual processors should be configured for Realucy Mode SSO.

For the Cisco 7500 Series Router, the hardware raadummands need to be configured.

rout er #conf t
rout er (confi g) #har dwar e- nodul e sl ot 6 i mage di skO: <i nage- nane>
rout er (confi g) #har dwar e- nodul e sl ot 7 i mage di skO: <i nage- nane>

Note: The slots will vary based on whether the router Gisco 7507 or Cisco 7513

For both types of routers, use the following comdsato configure SSO:
rout er #conf t

rout er (confi g) #r edundancy

rout er (confi g-red)#nmode sso

Configuring SSO will reset the slave automaticaNyp. traffic loss will occur during the reset foetiisco 12000 Series Routers. For Cisco 7500
Series Routers, the slave reset will cause trlfis for a short duration when the slave comes batike.

Finally, the NSF/SSO configuration should be vedfon each router.

For OSPF, the following command should reflect tH8F has been enabled:

router>sh ip ospf | inc Non-Stop

Non-Stop Forwarding enabled

For BGP, each peer should be viewed for the folhgwine:

Graceful Restart Capability: advertised and received

The capability should be both advertised and rexkiif it is not received, then either the othed efithe peer has not been configured for BGP
Graceful restart, or the peer has not been reset.
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Finally, the commaneh redundancy should reflect that the router is running in SSadet

router>sh red
Redundant System I nfornation:
Avai | abl e systemuptinme = 12 m nutes
Swi t chovers system experienced 0
St andby failures 0
Last switchover reason = none
Har dwar e Mode Dupl ex
Confi gured Redundancy Mode SSO
Oper ati ng Redundancy Mode = sso
Mai nt enance Mode = Di sabl ed
Up

Conmmuni cati ons

SUMMARY AND BENEFITS

During the last few years, network availability Heecome an increasingly important topic for bothvige Providers and Enterprises. Cisco has
responded with a comprehensive strategy for higlilaility networking that includes Cisco 10S Soéing HA infrastructure and Cisco Nonstop
Forwarding with Stateful Switchover and the variooisting protocol extensions for graceful restag.users and vendors gain more deployment
experience with such enhancements, further refingneill be made to the protocols themselves ardnéy in which networks are deployed.

Cisco has implemented SSO as a Cisco 10S Softwhmestructure capability. Cisco SSO actually pregid¢apabilities beyond the maintenance
of Layer 2 connectivity. It also manages statellaha& supporting platform and infrastructure. Maining Layer 2 connectivity is simply the most
outwardly visible of the services it provides.

In summary, Cisco continues to provide innovatieattires that address the needs of customers. he BA strategy is simple: To target all
potential causes of downtime and offer featuresction, best practice design recommendations, pedational procedures to increase MTBF
and reduce MTTR. Cisco NSF/SSO is deployable tadagxisting hardware. It minimizes network routjmgtocol reconvergence and associated
traffic bursts and CPU increases. And it will impeadhe measured availability of networks as welha&suser perception of reliability.

RELATED STANDARDS AND DRAFTS
The mechanisms used to provide continuous forwgriinhe event of a route processor switchovenateompletely standardized. Relevant
documents are listed below.

The Cisco implementation for BGP follows the spieation described in draft-ietf-idr-restart-nn.tXhe latest version at the time of this writing
was draft-ietf-idr-restart-10 and is a proposetdad.

The Cisco implementation for OSPF follows the sfieation described in the following IETF drafts:

« draft-nguyen-ospf-lis-04 2004-01-07 In IESG proaggs-see tracker
« draft-nguyen-ospf-oob-resync-04 2004-01-07 In Ig8QGcessing—see tracker
 draft-nguyen-ospf-restart-04 2004-01-07 In IESGcpssing—see tracker

The current standard for OSPF Hitless Restart i§ B623 Graceful OSPF Restart. Cisco provides figumation option for support of RFC 3623
or for the Cisco draft version. Sh#p://www.cisco.com/en/US/products/sw/iosswrel roducts_feature_gquide09186a00805e8fbd.html
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The current standard for OSPF Hitless Restart i§ B&23 Graceful OSPF Restart. The Cisco implemienté currently (at the time of this
writing) not interoperable with RFC 3623.

The Cisco NSF implementation for I1S-IS (IETF op)idollows the specification described in RFC 384&sRurt Signaling for Intermediate System
to Intermediate System (IS-IS) A Cisco specificedtd implementation is also supported and confidple.

The Cisco implementation for LDP follows the spiegifion described in RFC 3478, Graceful Restartihaeism for Label Distribution Protocol.

GLOSSARY
Autonomous System

Cisco Express Forwarding

Convergence

eBGP

Forwarding Information Base

iBGP

Interior Gateway Protocol (IGP)

Nonstop Forwarding

NSF-capable router

NSF-aware router

NSF-unaware router

Routing Information Base

Route Selection Process

Stateful Switchover

Technically, a group of routers under a common adstrative control. Practically, a group of routers
that share a commonly configured autonomous systenber in their BGP configuration.

Cisco Express Forwarding is a further optimizatdthe FIB, which allows very fast switching of IP
packets. Distributed Cisco Express Forwardingvaraation of Cisco Express Forwarding that runs on
line cards.

The point at which every router on the network feaeived and processed all routing information from
its peer routers.

BGP peering connections between routers in diffem@tonomous systems.

The Forwarding Information Base (FIB) is an optiedzouting table formed by examining the RIB and
selecting only the best paths to any particuladdBtination. If load sharing or load balancingriatded,
multiple best paths may be selected.

BGP peering connections between routers in the sanomomous system

A protocol—typically OSPF, IS-IS or EIGRP—run witham autonomous system to provide next-hop
reachability information.

Cisco Nonstop Forwarding (NSF) refers to abilityaafouter to maintain forwarding state and recogeer
routing protocols in the background during a rquigcessor switchover. Because Cisco made extensions
to BGP, OSPF and IS-IS, Cisco NSF is a handy teroollectively refer to those extensions.

A router that has implemented NSF, and will corgino forward packets after a RP failure. Note: Any
NSF-capable router will also be NSF-aware. HoweaeiNSF-aware router need not be NSF-capable.

A router that has implemented the necessary changhs routing protocols to assist NSF-capable
neighbors.

Refers to a router that is not an NSF-aware raésgarbuter — refers to a router that is experiegd®iP
switchover.

The aggregate collection of all routing informataimout a router. The Routing Information Base (RIB)
may contain multiple references to different IPtufegions.

The process by which Border Gateway Protocol (B&Hcts the best routes to particular destinations
using all available information obtained from pedtiso known as best-path selection.

Cisco Stateful Switchover (SSO) is the process bighvinformation about platform, infrastructure
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and Layer 2 connectivity is shared between duakrptocessors. SSO also enables the maintenance
of Layer 2 connectivity across a route processatcoaver.
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