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CISCO IOS HIGH AVAILABILITY
CURBS DOWNTIME WITH FASTER RELOADS AND UPGRADES

For Single Processor Routing and Switching Systems

Cisco 10S ® Software has been enhanced to meet demand for high  er network service availability. Two features, Warm Reload
and Warm Upgrade, improve system reboot times and | ower the impact of upgrades and software faults.

Cisco continually enhances Cisco I0S Softwareitniehte or reduce the impact of potential causedoefntime and to meet customers’
requirement for access to applications, systentsdaita from anywhere, anytime

The recent introduction of the Warm Reload caphédind the release of Warm Upgrade capability asenples of Cisco 10S Software
enhancements that improve network service avaitwliil non-redundant systems, particularly for netkvproducts with a single processor.

This document provides a brief overview of thesdfees.

COLD/WARM/HOT

Before discussing these features themselveshéljgul to describe the terminology used througttbatCisco 10S High Availability program.

The adjectives ‘Cold’, ‘Warm’, or ‘Hot’ are used tienote the readiness of the system and its commteassume the network services
functionality and the job of forwarding packetsheir destination. These terms will appear in coofion with Cisco Nonstop Forwarding (NSF)
with Stateful Switchover (SSO), within output fraBisco 10S Software ‘show’ commands, such as ‘shimddncy states’, and with many high
availability feature descriptions. Each term isdugeconvey the technical underpinnings, whichaumd the amount of internal state information
saved to allow increasingly faster switchover cgregontinuous packet forwarding. The terms are méigelefined as:

« Cold: Cold redundancy refers to the degree of resijighat has been traditionally provided by a redumdgstem. A redundant system is ‘cold’
when no state information is maintained betweerbtekup or standby system and the system it offertection to.

 Warm: Warm redundancy refers to a degree of resilidseyond cold standby system. In this case, the dghirsystem has been partially
prepared, but does not have all of the state irdition known by the primary system, so that it Gketover immediately. Some additional
information must be determined or gleaned frontthfic flow or the peer network devices to hanpéeket forwarding.

« Hot: Hot redundancy refers to a degree of resilienbgmne the redundant system is fully capable of hiagdhe traffic of the primary system id.
Substantial state information has been saved,esndtwork service is continuous, and the traffievfis minimally or not affected.

In the case of a single-processor, non-redundate¢isythe termvarm refers to the fact that Cisco |I0S Software isqaded and partially prepared
to resume packet forwarding. However, the systeraiistialized, so all software state pertaininghework services must be reacquired and
prepared as with a ‘cold’ reboot. A more detaileddtiption of each feature follows.

WARM RELOAD

The Cisco I0S Software Warm Reload feature allovgslOS Software to reload without Read Only Meyndionitor (ROMMON) intervention.
Essentially, the image restores the read-write filata a previously saved copy in the RAM and restaxecution of the Cisco 10S Software.

A significant reduction in downtime is achieved aease this avoids the lengthy time for a flash tdVR&opy and image self-decompression.
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The benefit of this method is realized for situation which it might be necessary or beneficialdload the router or switch. This might involve
some instance where a software problem has rentlezesystem non-functional or sub-optimal.

Warm Reload works by saving the initialized Cis@s|Software data segment at the ‘cold’ boot-up fieeitds changed. When an exception occurs
or when a Warm Reload is requested via command#ieeface (CLI), the saved data segment is redtanel control is passed (jump) to the start
of the Cisco 10S Software text segment.

The major gain from Warm Reload is its ability tgphss the image copy from flash to the RAM andsthtesequent software image decompression
step. Enabling the feature causes the text andaelyddata segments to remain in the memory, thd-werite data segment is restored upon request
or software crash, the bss and heap are rebuiltpestessing is restarted. The network then reagegeand traffic resumes as with any reload.

The difference between a cold reboot and Warm Rledlustrated in Figures 1 and 2. Figure 1 shéwestraditional cold boot process. Execution
is halted, the image is loaded (read in from flasRAM) and decompressed, the system is bootetihlined, and execution begins.

The red line around the outside of the figure desdtite network service downtime, which extends filoentime execution is first halted to the time
execution is resumed.

Figure 1.  Reload Process prior to the introduction of Warm Reload Figure 2. Reload Process subsequent to the introduction of Warm Reload
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Figure 2 has an added step: “Save Data Segmeritdwiiog a cold boot, the data segment is retaimethé memory. When a Warm Reload is
triggered, the system is halted and reinitializethg the in-memory data segment. The system talkg®e-cut’ to initialization, and the load and
compress step is bypassed.

Note: Prior to invoking a Warm Reload, a ‘cold’ rebootshhappen with the Warm Reload feature configusedhat the “Save Data Segment
step has occurred.

An added benefit is protection from the case wiieeesystem has been configured to load an image feonovable media (i.e. ATA flash disk),
and the media is subsequently removed. Without WRetnad, the system might fail and would not comekito a fully operational state if it
cannot locate the image it needs to load. With WRBioad, there is less chance for an error inditigtion. In most cases, the system will re-
initialize using the in-memory data segment.
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Table 1 shows a comparison of the time taken td bobt versus the time taken to perform a Warmalé\ significant reduction in downtime can
be attained.

Table 1. Sample Warm Reload Times

Cold Reboot Time Warm Reload Time Reduction in Downtime % Improvement
Cisco 7206 NPE G1 Router 3 minutes, 43 seconds 32 seconds 3 minutes, 11 seconds 86%

(0:223s)
Cisco 7204 NPE 400 Router 2 minutes, 4 seconds 21 seconds 1 minute, 43 seconds 83%

(0:124s)

*Times vary for each configuration

Warm Reload Details

The Warm Reload feature has been designed andesmgthto accommodate and anticipate problems thwato® encountered by enabling such a
feature. To guard against any possibility of ROMMEiidte corruption due to software anomaly, an firaieinard limit is placed on the number of
consecutive Warm Reload attempts. If reached, ythiem falls back to a ‘cold’ reboot. In additioimérs are maintained to detect software crash
conditions that occur within a specified time a#ié?Warm Reload. This acts as another safeguardfariggered, the system falls back to a ‘cold’
reboot. The integrity of the saved data segmewtiigied and/or protected prior to invoking the \WaReload. Finally, the software conditions that
result in a Warm Reload are only those that areveoé-induced anomalies. When appropriate, a drdstfile and core are saved as with the
current ‘cold’ reboot. Other conditions that maydagised by a hardware-related fault result in &l'aeboot.

Memory Use

Enabling Warm Reload will have an impact on thelaltee memory. The available memory for the hardwwaill be reduced by the size of the
reserved Warm Reload storage area. The amountmbnyerequired will depend upon the size of the reaitke initialized data for the image plus
the space necessary for Warm Reload control stest®n average, this will equal 1-2MB.

If the user disables Warm Reload later, the mertadtgn by the Warm Reload storage will be releaseldnaade available to the Cisco 10S
Software memory manager.

Warm Reload Feature Availability

Cisco I0S Warm Reload has been available in theodi®S Software Release 12.2S and 12.3T familieedReleases 12.2(18)S and 12.3(2)T,
respectively. For additional information, pleassitvi

http://www.cisco.com/go/ios

Cisco IOS Software is packaged in feature setssiiygport specific hardware. For updated informatinrhardware support, please visit Cisco
Feature Navigator at:
http://www.cisco.com/go/fn/

This application dynamically updates the list gpgarted hardware, when hardware support is addetthédfeature.

Warm Reload Configuration Example
Rout er #(confi g) warmreboot count 10 uptime 10

Rout er#(config) exit

!

Rout er # show war m r eboot
War m Reboot is enabl ed
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If the reload command is issued after configuratibthe warm-reboot global command, a ‘cold’ rebait occur. Thus, to reload the system
without overriding the warm-reboot functionalitypexify the warm keyword with the reload commande thss task to perform a Warm Reload.

Router# rel oad warm at 10: 30

WARM UPGRADE
Faster upgrades can be achieved by extendingrdtegt used by Warm Reload. For Warm Upgrade teeddiOS Software image should be
preloaded, then existing operation halted, androbtransferred to the new, in-memory Cisco I0St8afe version.

Cisco I0S Warm Upgrade builds on the capabilityfegh with Warm Reload. It introduces an optiopatameter to the reload CLI command to
allow the network administrator to specify the nashéhe Cisco 10S Software image to load.

For example:
Router# reload warmfile di sk2:c7200-js-ne. 122-18. S3

Figure 3. Warm upgrade process
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After this command is issued, the router will caog to forward packets and load the new imagenrgmory. As illustrated in Figure 3, the system
does not halt nor perform a cold reboot, but insleads and then decompresses the new Cisco IQ@aéBefimage, while packet forwarding
continues. After the new image is fully loaded anelpared, execution is halted, and control is feansd to the new image for initialization and
execution.

Again, Warm Upgrade results in less downtime toragdg the Cisco IOS Software than a traditional o£bbhis means less impact on network
services, end users, and business planned softygrades. With Warm Upgrade the downtime associatgdCisco IOS Software upgrade can be
reduced from 3—-4 minutes to approximately 30 sesond

TEST RESULTS
To illustrate the difference in downtime and theifive effect Warm Upgrade can have in a netwoikc@€ran tests to demonstrate the time
required for an upgrade and for traffic forwardingesume. The results of the tests are shown leTa

A network test bed simulated a headend router 80th OSPF routing destinations. Traffic was semach of the routed subnets, and the headend
router under test was upgraded to a newer vergi@isoo 10S Software. Table 2 illustrates the tiraegarious stages of recovery.

Table 2. Warm Upgrade Test Results
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Without Warm Upgrade With Warm Upgrade

Reload start 0:00 0:00
Packet loss seen 0:00 0:27
Reload complete 2:50 1:00
OSPF adjacency restored 3:20 1:30
Traffic flow restored to all 500 destinations 3:35 1:35

*Cumulative times

As seen in Table 1, traffic loss with Warm Upgraslaot seen until 27 seconds after the upgrade @mdris issued and tld®wntime as a result
of the upgrade is decreased from 3:35 secondsto 1 minute, 8 seconds (1:35 - 0:27 = 1:08)The impact to serviceis reduced by 2 minutes,
27 seconds or 68% .

SUMMARY

Cisco recognizes that reduction of any and all miidesources of network service downtime is impnttto customers. Therefore, Cisco 10S High
Availability strategy is very simple: innovate aadhance Cisco 10S Software to eliminate or redhedrpact of all potential causes of downtime.
This strategy has given rise to the Warm Reloadvdadn Upgrade features which improve availabilitysimgle-processor, non-redundant systems.

Cisco SYSTEMS

®

Corporate Headquarters European Headquarters Americas Headquarters Asia Pacific Headquarters
Cisco Systems, Inc. Cisco Systems International  Cisco Systems, Inc. Cisco Systems, Inc.
170 West Tasman Drive BV 170 West Tasman Drive 168 Robinson Road
San Jose, CA 95134-1706 Haarlerbergpark San Jose, CA 95134-1706 #28-01 Capital Tower
USA Haarlerbergweg 13-19 USA Singapore 068912
WWW.CiSCO.com 1101 CH Amsterdam WWW.CiSCO.com WWW.CiSCO.com
Tel: 408 526-4000 The Netherlands Tel: 408 526-7660 Tel: +65 6317 7777

800 553-NETS (6387) WWW-europe.cisco.com Fax: 408 527-0883 Fax: +65 6317 7799
Fax: 408 526-4100 Tel: 31 020 357 1000

Fax: 31 0 20 357 1100

Cisco Systems has more than 200 offices in thevatig countries and regions. Addresses, phone ntenaed fax numbers are listed on
the Cisco Web site at www.cisco.com/go/offices

Argentina « Australia « Austria « Belgium ¢ BrazilBulgaria « Canada ¢ Chile « China PRC « Colombi@osta Rica ¢ Croatia ¢ Cyprus
Czech Republic « Denmark ¢ Dubai, UAE ¢ Finlandrari€e « Germany ¢ Greece * Hong Kong SAR ¢ Hungdndia ¢ Indonesia ¢ Ireland
Israel « Italy » Japan ¢ Korea ¢ Luxembourg ¢ Malays Mexico *« The Netherlands « New Zealand « Nyw Peru ¢ Philippines  Poland
Portugal « Puerto Rico * Romania ¢ Russia * Saudibfa « Scotland * Singapore * Slovakia ¢ Slovenouth Africa « Spain « Sweden
Switzerland « Taiwan ¢ Thailand « Turkey « Ukraménited Kingdom ¢ United States  Venezuela ¢ Wagh  Zimbabwe

Copyright© 2004 Cisco Systems, Inc. All rights reserved. CCIP, C@8PCiscaPowered Network mark, Cisco Unity, Follow Me Browsing, FormShamed StackWise are
trademarks of Cisco Systems, Inc.; Changing the Way\e, Live, Play, and Learn, and iQuick Study are sermiegks of Cisco Systems, Inc.; and Aironet, ASIST, BPX,
Catalyst, CCDA, CCDP, CCIE, CCNA, CCNP, Cisco, thsc@ Certified Internetwork Expert logo, Cisco 10S, thedBilOS logo, Cisco Press, Cisco Systems, Cisco Systems
Capital, the Cisco Systems logo, Empowering the InteBeeteration, Enterprise/Solver, EtherChannel, EthecBwiast Step, GigaStack, Internet Quotient, I0S,MPI®
Expertise, the iQ logo, iQ Net Readiness Scorecard, $igram, Linksys, MGX, MICA, the Networkers logo, NetwodkiaAcademy, Network RegistralPacket, PIX, Post-
Routing, Pre-Routing, RateMUX, Registrar, ScriptSh&leleCast, SMARTnet, StrataView Plus, Stratm, Svtobe, TeleRouter, The Fastest Way to Increase Yamérit
Quotient, TransPath, and VCO are registered trademafsad Systems, Inc. and/or its affiliates in the ethiBtates and certain other countries.

All other trademarks mentioned in this document or Webasiethe property of their respective owners. The useeofvtird partner does not imply a partnership relationship
between Cisco and any other company. (0402R) 204025_ETMG_SH_09.04

Printed in the USA


http://www.cisco.com/go/offices

	WHITE PAPER 
	CISCO IOS HIGH AVAILABILITYCURBS DOWNTIME WITH FASTER RELOADS AND UPGRADES
	COLD/WARM/HOT
	WARM RELOAD
	Warm Reload Details
	Memory Use
	Warm Reload Feature Availability
	Warm Reload Configuration Example

	WARM UPGRADE
	TEST RESULTS
	SUMMARY


