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Presentation Notes
For More Information on Cisco’s Information Classification, please visit:�http://wwwin.cisco.com/infosec/policies/info_class.shtml
Information Classification Examples:
Cisco Public Information
Personal e-mail, press releases, billboards, non-entitled website information
Cisco Public
Business e-mail, internal website information, most business documents 
Cisco Highly Confidential—Controlled Access
Security information, employee HR information, strategic planning, limited financial forecasting
Cisco Restricted—Redistribution Prohibited
Mergers and acquisitions, corporate financial information
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QoS Techtorial Agenda

Introduction to QoS
Michael Lin/Sid Nag

Campus QoS Design 
Kevin Turek

WAN and Branch QoS Design
Steve Short 

Network Management
Sid Nag 

Summary & Closure
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What Is Quality of Service? 
To the end user

User’s perception that their applications are 
performing properly
Voice -

 

No drop calls, no static
Video -

 

High quality, smooth video
Data -

 

Rapid response time

To The Network Manager 
Maximize network bandwidth utilization while 
meeting performance expectations 
Control Delay -

 

The finite amount of time it takes 
a packet to reach the receiving endpoint 
Jitter -The difference in the end-to-end delay 
between packets.
Packet Loss -

 

relative measure of the number of 
packets that were not received compared to the 
total number of packets transmitted.
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•

 

Optimize bandwidth 
utilization for Video, 
Voice & Data apps.

•

 

Drives productivity 
by enhancing service-

 
levels to mission-

 
critical applications

•

 

Helps maintain network 
availability 
in the event of 
DoS/worm attacks

Why Enable QoS?   

Quality of
Service

Network Availability

Security
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Quality of Service Operations
 How does it work & essential elements

CLASSIFICATION 
AND MARKING

QUEUEING AND 
DROPPING

POST-QUEUING 
OPERATIONS

Classification & Marking:
The first element to a QoS policy is to classify/identify the traffic that is to be treated differently.  
Following classification, marking tools can set an attribute of a frame or packet to a specific value. 

Policing:
Determine whether packets are conforming to administratively-defined traffic rates and take 
action accordingly. Such action could include marking, remarking

 

or dropping a packet.

Scheduling (including Queuing & Dropping):
Scheduling tools determine how a frame/packet exits a device. Queueing algorithms are activated 
only when a device is experiencing congestion and are deactivated when the congestion clears.

Link Specific Mechanisms (Shaping, Fragmentation, Compression, Tx Ring)
Offers network administrators tools to optimize link utilization

Presenter
Presentation Notes
In this illustration, the packages on the conveyer belt represent data packets moving through the network. Now let’s take a closer look at how advanced QoS features help ensure each one of the packets is delivered in a timely, efficient manner.
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QoS
 Deployment Principles
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How Is QoS Optimally Deployed?
1.

 
Strategically define the business objectives to 
be achieved via QoS

2.
 

Analyze the service-level requirements of the various 
traffic classes to be provisioned for

3.
 

Design and test the QoS policies prior to production-
 network rollout

4.
 

Roll-out the tested QoS designs to 
the production-network in phases, 
during scheduled downtime

5.
 

Monitor service levels to ensure 
that the QoS objectives are being met

Presenter
Presentation Notes
QoS technologies are the enablers for business/organizational objectives. Therefore, the way to begin a QoS deployment is not to activate QoS features simply because they exist, but to start by clearly defining the objectives of the organization.
Then the application service levels need to be understood so that policies can be designed to provide these service levels.
“In theory, theory and practice are the same”; there is no substitute for testing. Thorough testing should be performed to verify that the proposed designs function properly in combination with all other features enabled within the routing/switching infrastructure.
Once the QoS designs have been finalized and PoC tested, it is vital ensure that the networking team thoroughly understand the QoS features and syntax before enabling features on production networks. Such knowledge is critical for both rollout and subsequent troubleshooting of QoS-related issues. Furthermore, it is recommended to schedule network downtime in order to rollout QoS features. While QoS is required end-to-end, it does not have to be deployed end-to-end at a single instance. A pilot network-segment can be selected for an initial deployment, and pending observation, the rollout can be expanded in stages to encompass the entire enterprise. A rollback strategy is always recommended, to address unexpected issues arising from the QoS deployment. 
Implementing a QoS solution is not a one-time task that is complete upon policy deployment. A successful QoS policy rollout is followed by ongoing monitoring of service levels and periodic adjustments and tuning of QoS policies. Short-term monitoring is useful for verifying that the deployed QoS policies are having the desired end-to-end effect. Long-term monitoring (trending) is needed to determine whether the provisioned bandwidth is still adequate for the changing needs of the enterprise. For example, upgrading to a newer version of an application may cause the provisioned bandwidth to be exceeded, as would the addition of new users. Furthermore, business objectives or economic climates themselves may change, and periodically the overall ranking of priority of applications may need revision. As business conditions change, the enterprise may need to adapt to these changes and may be required to begin the QoS deployment cycle anew, by redefining their objectives, tuning and testing corresponding designs, rolling these new designs out and monitoring them to see if they match the redefined objectives.
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General QoS Design Principles
Clearly define the organizational objectives 

Protect voice? Video? Data? 
DoS/worm mitigation?

Assign as few applications as possible to be treated as 
“mission-critical”
Seek executive endorsement of the QoS objectives 
prior to design and deployment 
Determine how many classes of traffic are required to 
meet the organizational objectives

More classes = More granular service-guarantees 
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How Many Classes of Service Do I Need?
 Example Strategy for Expanding the Number of Classes of Service over Time

4/5 Class Model

Scavenger

Critical Data

Call Signaling

Realtime

8 Class Model

Critical Data

Video

Call Signaling

Best Effort

Voice

Bulk Data

Network Control

Scavenger

11 Class Model

Network Management

Call Signaling
Streaming Video

Transactional Data

Interactive-Video

Voice

Best Effort

IP Routing

Mission-Critical Data

Scavenger

Bulk Data

Time  

Best Effort

Presenter
Presentation Notes
Many enterprises aren’t ready to deploy a complex 11-Class Model
5-Classes is the minimum recommended model for provisioning QoS for Voice, Video and Data
Some of these classes can be gradually split into more granular classes, as shown in the diagram
Classification recommendations remain the same, but multiple DSCPs can be combined into a single queuing class
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QoS Technologies Review
QoS Overview

Classification Tools

Policing

Scheduling Tools

Shaping Tools 

Link-Specific Tools

Signalling Tools (RSVP)

AutoQoS Tools

Management Tools

Presenter
Presentation Notes
Cisco provides a complete toolset of QoS features and solutions for addressing the diverse needs of voice, video, and data applications. Cisco QoS technology lets complex networks control and predictably service a variety of networked applications and traffic types. Small to medium businesses and enterprises benefit from deploying Cisco QoS on their networks. Bandwidth, delay, jitter, and packet loss can be effectively controlled. By ensuring the desired results, the QoS features lead to efficient, predictable services for business-critical applications. 
Not only is Cisco’s QoS feature set very rich with tools, but also includes important new features, such as AutoQoS, which significantly simplifies deployment
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Classification Tools –
 

Layer 2
 Ethernet 802.1Q Class of Service

802.1p user priority field also 
called Class of Service (CoS)

Different types of traffic are 
assigned different CoS values

CoS 6 and 7 are reserved for 
network use

TAG
4 Bytes

Three Bits Used for CoS
(802.1p User Priority)

Data FCSPTSADASFDPream. Type

802.1Q/p

 
Header

PRI VLAN IDCFI

Ethernet Frame

1

2

3

4

5

6

7

0 Best Effort Data

Bulk Data

Critical Data

Call Signaling

Video

Voice

Routing

Reserved
CoS Application

Presenter
Presentation Notes
802.1Q/p Class of Service—Ethernet frames can be marked at Layer 2 with their relative importance by setting the 802.1p User Priority bits of the 802.1Q header. Only three bits are available for 802.1p marking. Therefore, only 8 classes of service (0-7) can be marked on Layer 2 Ethernet frames. 
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Classification Tools –
 

Layer 3
 IP Precedence and DiffServ Code Points 

IPv4: Three most significant bits of ToS byte are called IP 
Precedence (IPP)—other bits unused
DiffServ: Six most significant bits of ToS byte are called 
DiffServ Code Point (DSCP)—remaining two bits used for 
flow control
DSCP is backward-compatible with IP precedence

7 6 5 4 3 2 1 0

ID Offset TTL Proto FCS IP SA IP DA DataLenVersion 
Length

ToS
Byte

DiffServ Code Point (DSCP) IP ECN

IPv4 Packet

IP Precedence Unused
Standard IPv4

DiffServ Extensions

Presenter
Presentation Notes
• IP Type of Service Byte—As Layer 2 media often changes as packets traverse from source to destination, a more ubiquitous classification would occur at Layer 3. The second byte in an IPv4 packet is the Type of Service (ToS) byte. The first three bits of the ToS byte alone are referred to as the IP Precedence (IPP) bits. These same three bits, in conjunction with the next three bits, are known collectively as the DSCP bits. 

The IP Precedence bits, like 802.1p CoS bits, allow for only 8 values of marking (0-7). 
IPP values 6 and 7 are generally reserved for network control traffic (such as routing).
IPP value 5 is recommended for voice.
IPP value 4 is shared by video conferencing and streaming video.
IPP value 3 is for voice-control.
IPP values 1 and 2 can be used for data applications.
IPP value 0 is the default marking value.
Many enterprises find IPP marking to be overly restrictive and limiting, favoring instead the 6-Bit/64-value DSCP marking model.
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Classification Tools
 MPLS EXP Bits

Packet Class and drop precedence inferred from EXP (three-
bit) field

RFC3270 does not recommend specific EXP values for 
DiffServ PHB (EF/AF/DF)

Used for frame-based MPLS

0                   1                   2                   3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

Label                          EXP S       TTL

MPLS Shim Header

EXP

Payload

Frame Encapsulation

3 2 1 0

MPLS EXP S

Layer-2 Header
Label Header
Label Header

Label 
Stack



© 2008 Cisco Systems, Inc. All rights reserved. Cisco Public 15
Session_ID
Presentation_ID

Classification Tools
 DSCP Per-Hop Behaviors

IETF RFCs have defined special keywords, called Per-Hop 
Behaviors, for specific DSCP markings
EF: Expedited Forwarding (RFC3246)

(DSCP 46)

CSx: Class Selector (RFC2474)
Where x corresponds to the IP Precedence value (1–7)
(DSCP 8, 16, 24, 32, 40, 48, 56)

AFxy: Assured Forwarding (RFC2597)
Where x corresponds to the IP Precedence value 
(only 1–4 are used for AF Classes)

And y corresponds to the Drop Preference value (either 1 or 2 or

 

3)
With the higher values denoting higher likelihood of dropping

(DSCP 10/12/14, 18/20/22, 26/28/30, 34/36/38)

BE: Best Effort or Default Marking Value (RFC2474)
(DSCP 0)

Presenter
Presentation Notes
 • Differentiated Services Code Points (DSCPs) and Per-Hop Behaviors (PHBs)—DSCP values can be expressed in numeric form or by special keyword names, called Per-Hop Behaviors. There are four broad classes of DSCP markings: Best Effort (BE or DSCP 0), Class Selectors (CS1-CS7, which are identical to IPP values 1-7), Assured Forwarding PHBs (AFxy), and Expedited Forwarding (EF).
There are four Assured Forwarding classes, each of which begin with the letters “AF” followed by two numbers. The first number corresponds to the Class Sector/IP Precedence level of the AF group and can range from 1 through 4. The second number refers to the level of Drop-Preference within each AF class and can range from 1 (lowest drop preference) through 3 (highest drop preference). 
DSCP values can be expressed in decimal form or with their PHB keywords; for example DSCP EF is synonymous with DSCP 46, also DSCP AF31 is synonymous with DSCP 26.
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Classification Tools
 Network-Based Application Recognition

Stateful and dynamic inspection

ToS Source
IP Addr

Dest
IP Addr

Src
Port Sub-Port/Deep InspectionDst

Port
Protocol

Identifies over 90 applications and protocols TCP and 
UDP port numbers

Statically assigned

Dynamically assigned during connection  establishment

Non-TCP and non-UDP IP protocols

Data packet inspection for matching values

TCP/UDP Packet Data AreaIP Packet

Presenter
Presentation Notes
While the majority of data applications can be identified by using Layer 3 or Layer 4 criteria (i.e. discrete IP addresses and/or well-known TCP/UDP ports), there are applications that cannot be identified such criteria alone. This may be due to legacy limitations, but more likely due to deliberate design. 
For example, peer-to-peer media-sharing applications deliberately negotiate dynamic ports with the objective of penetrating firewalls. 
When Layer 3 or 4 parameters are insufficient to positively identify an application, then Network-Based Application Recognition (NBAR) may be a viable alternative solution. 
NBAR identifies application layer protocols by matching them against a Protocol Description Language Module (PDLM), which is essentially an application signature. NBAR’s deep-packet classification engine examines the data payload of stateless protocols against PDLMs. 
There are over 70 PDLMs embedded into IOS 12.2 code. Furthermore, since PDLMs are modular, they can be added to system without upgrading requiring an IOS upgrade
NBAR is Cisco Express Forwarding (CEF) dependent, and performs deep-packet classification only on the first packet of a flow; the remainder of the packets belonging to the flow is then CEF switched. 
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Policing Tools
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Policing Tools
 RFC 2697 Single Rate Three Color Policer

Action Action

Overflow

B<Tc B<Te

Conform Exceed Violate

CBS EBS

CIR

Yes Yes

No No

Action

Packet of

 
Size B

EBS=Excess BW Scheduler; CBS Committed Burst size
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Policing Tools
 RFC 2698 Two Rate Three Color Policer

ActionAction

B>Tp B>Tc

ExceedViolate

PBS CBS

PIR

Yes Yes

No No

Conform

Action

Packet of

 
Size B

CIR

PIR=Peak Information Rate; PBS –

 

Priority based Schedulling
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Scheduling Tools
 Queuing Algorithms

Congestion can occur at any point in the network where 
there are speed mismatches
Routers use Cisco IOS-based software queuing

Low-Latency Queuing (LLQ) used for highest-priority traffic 
(voice/video)
Class-Based Weighted-Fair Queuing (CBWFQ) used for guaranteeing 
bandwidth to data applications

Cisco Catalyst switches use hardware queuing

Voice

Video

Data 33

2 2

1 1

Presenter
Presentation Notes
Scheduling tools refer to the set of tools that determine how a frame/packet exits a device. Whenever packets enter a device faster than they can exit it (as with speed mismatches) then a point of congestion, or bottleneck, can occur. Devices have buffers that allow for scheduling higher-priority packets to exit sooner than lower priority ones, which is commonly called queuing. Queueing algorithms are activated only when a devices is experiencing congestion and are deactivated when the congestion clears. 
Scheduling tools include:
Class-Based Weighted-Fair Queueing
Low-Latency Queueing
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Scheduling Tools
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Time

Bandwidth 
Utilization100%

Tail Drop

Three Traffic Flows 
Start at Different Times

Another Traffic Flow
Starts at This Point

TCP Global Synchronization: 
The Need for Congestion Avoidance

•

 

All TCP Flows Synchronize in Waves
•

 

Synchronization Wastes Available Bandwidth



© 2008 Cisco Systems, Inc. All rights reserved. Cisco Public 23
Session_ID
Presentation_ID

312302021201

TAIL DROP

3

3

3

WRED

01

0

1

0

3

Queue

Scheduling Tools
 Congestion Avoidance Algorithms

Queueing algorithms manage the front of the queue
which packets get transmitted first

Congestion avoidance algorithms manage the tail of the 
queue

which packets get dropped first when queuing buffers fill
Weighted Random Early Detection (WRED)

WRED can operate in a DiffServ-compliant mode
Drops packets according to their DSCP markings

WRED works best with TCP-based applications, like data

Presenter
Presentation Notes
Queueing buffers are finite in capacity and act very much like a funnel for water being poured into a small opening. However, if water is continually entering the funnel much faster than it exits, then eventually the funnel will being overflowing from the top. When queuing buffers begin overflowing from the top, packets may be dropped either as they arrive (tail-drop) or selectively before all buffers are filled. Selective dropping of packets when the queues are filling is referred to as congestion avoidance. Congestion avoidance mechanisms work best with TCP-based applications, as selective dropping of packets causes the TCP windowing mechanisms to 'throttle-back' and adjust the rate of flows to manageable rates. 
Congestion avoidance mechanisms are complementary to queuing algorithms; queuing algorithms manage the front of a queue, congestion avoidance mechanisms manage the tail of the queue. Therefore, congestion avoidance mechanisms indirectly affect scheduling.
Congestion avoidance algorithms include WRED and DSCP-Based WRED (which selectively drops according to the ‘Drop-Preference bit’ as defined in the Assured-Forwarding PHB standard – RFC 2597)
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Scheduling Tools
 DSCP-Based WRED Operation

Average
Queue
Size

100%

0

Drop
Probability

Begin
Dropping

AF13

Drop All
AF11

Max Queue
Length

(Tail Drop)

Drop All
AF12

Drop All
AF13

Begin
Dropping

AF12

Begin
Dropping

AF11

50%

AF = (RFC 2597) Assured Forwarding
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Congestion Avoidance

RFC3168: IP Explicit Congestion Notification

ECT Bit:
ECN-Capable Transport

CE Bit:
Congestion Experienced

7 6 5 4 3 2 1 0

ID Offset TTL Proto FCS IP SA IP DA DataLenVersion
Length

ToS
Byte

DiffServ Code Point (DSCP) CE

IPv4 Packet

ECT

•
 

IP Header Type of Service (ToS) Byte 
•

 
Explicit Congestion Notification (ECN) Bits
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Traffic Shaping

Policers typically drop traffic

Shapers typically delay excess traffic, smoothing bursts 
and preventing unnecessary drops

Very common on Non-Broadcast Multiple-Access (NBMA) network 
topologies such as Frame-Relay and ATM

With Traffic Shaping

Without Traffic Shaping
Line
Rate

Shaped
Rate

Traffic Shaping Limits the Transmit Rate to a Value Lower than Line Rate

Presenter
Presentation Notes
• Policing and Shaping Tools—Both policers and shapers usually identify traffic violations in an identical manner; however, their main difference is the manner in which they respond to violations:
A policer typically drops traffic. 
A shaper typically delays excess traffic using a buffer to hold packets and shape the flow when the data rate of the source is higher than expected. 
NMBA networks, like ATM and Frame-Relay, typically have varying physical link-speed access rates on either end of the WAN circuit (e.g. WAN Aggregators may be T3 or higher speeds, while Remote Branches may be only T1 or slower speeds)
to accommodate such physical speed mismatches, logical PVC shaping is required in order to guarantee service levels (bursting to port speed may work *most* of the time, but no guarantees can be made unless Shaping is activated on individual PVCs)
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Shaping Tools/Link Specific 
Tools
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Link-Specific Tools
 Link-Fragmentation and Interleaving

Serialization delay is the finite amount of time required to 
put frames on a wire

For links ≤ 768 kbps serialization delay is a major factor affecting 
latency and jitter

For such slow links, large data packets need to be fragmented and 
interleaved with smaller, more urgent voice packets

Voice

Voice DataDataDataData

DataSerialization

 
Can Cause

Excessive Delay 

With Fragmentation and Interleaving Serialization Delay Is Minimized

Presenter
Presentation Notes
Link Fragmentation and Interleaving Tools—With slow-speed WAN circuits, large data packets take an excessively long time to be placed onto the wire. This delay is referred to as serialization delay, and can easily cause a VoIP packet to exceed its delay and/or jitter threshold. There are two main tools to mitigate serialization delay on slow links: Multilink PPP Link-Fragmentation and Interleaving (MLP LFI) and Frame-Relay Fragmentation (FRF.12). 
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Link-Specific Tools
 IP RTP Header Compression

cRTP Reduces L3 VoIP BW by:

~ 20% for G.711

~ 60% for G.729
2–5 Bytes

RTP Header

 
12 Bytes

Voice

 
Payload

IP Header

 
20 Bytes

UDP Header

 
8 Bytes

Presenter
Presentation Notes
• Compression Tools—Compression techniques, such as compressed Real-Time Protocol (cRTP), minimize bandwidth requirements and are highly useful on slow-links. At 40 bytes total, the header portion of a VoIP packet is considerably large and can account for nearly two-thirds or the entire packet. To avoid the unnecessary consumption of available bandwidth, cRTP can be used on a link-by-link basis. cRTP compresses IP/UDP/RTP headers from 40 bytes to between 2 and 5 bytes. 
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Handset

Multimedia Server

Multimedia 
Station

Handset

Reserve 16K

 
BW on this Line

I Need 16K

 
BW and

 
100 msec 

Delay

This App Needs

 
16K BW and

 
100 msec Delay

Signaling Tools
 Resource Reservation Protocol (RSVP)

RSVP QoS 
services

Guaranteed service
Mathematically provable 
bounds 
on end-to-end datagram 
queuing delay/bandwidth

Controlled service
Approximate QoS from 
an unloaded network for 
delay/bandwidth

RSVP provides the 
policy to WFQ and LLQ
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interface Multilink1
ip address 10.1.61.1 255.255.255.0

ip tcp header-compression iphc-format
load-interval 30

service-policy output QoS-Policy

ppp multilink
ppp multilink fragment-delay 10

ppp multilink interleave

interface Serial0

–bandwidth 256

–Ip address 10.1.61.1 
255.255.255.0

–auto qos voip

Configures each 
switch or router

•
 

LAN and WAN -
 

Routers & switches

•
 

One single command enables 
Cisco QoS for VoIP on a 
port/interface/PVC!

Cisco AutoQoS  Phase 1 –
 

‘Automatic 
QoS for VoIP Traffic’

 
(AutoQoS -

 
VoIP)
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1.

 

Application classification
•

 

Example:  automatically discovering applications 
and providing appropriate QoS treatment

2.

 

Policy generation 
•

 

Example: auto-generation of initial and 
ongoing QoS policies 

3.

 

Configuration 
•

 

Example:

 

providing high level business 
knobs, and multi-device / domain 
automation for QoS

4.

 

Monitoring and reporting 
•

 

Example:

 

generating intelligent, automatic 
alerts and summary reports

5.

 

Consistency
•

 

Example:

 

enabling automatic, seamless 
interoperability among all QoS features and 
parameters across a network topology –

 

LAN, MAN, 
and WAN

Cisco AutoQoS –
 

Automating the Key 
Elements of QoS Deployment
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QoS for Convergence
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Voice QoS Requirements
 End-to-End Latency

Delay Target

Avoid the 
“Human Ethernet”

Time (msec)
0 100 200 300 400

CB Zone

Satellite Quality

Fax Relay, BroadcastHigh Quality

500 600 700 800

ITU’s G.114 Recommendation: ≤
 

150msec One-Way Delay

Hello? Hello?

Presenter
Presentation Notes
Latency can cause voice quality degradation if it is above 200 ms. If the end-to-end voice latency becomes too long (for example, 250 ms), the conversation begins to sound like two parties talking on over a satellite link or even a CB radio. The ITU standard for VoIP (G.114) states that a 150 ms one-way delay budget is acceptable for high voice quality. 

The Cisco Technical Marketing Team has shown that there is a negligible difference in voice quality scores using networks built with 200 ms delay budgets.

With respect to jitter, there are adaptive jitter buffers within Cisco IP Telephony devices. However, these can usually only compensate for 20 to 50 ms of variations in delay.
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Voice QoS Requirements
 Elements That Affect Latency and Jitter

Campus Branch Office

IP WAN

PSTN

End-to-End Delay (Must Be ≤
 

150 ms)

20–50 ms

Jitter Buffer

Fixed
(6.3 μs/Km) +

 
Network Delay

 
(Variable)

Propagation

 
and Network

Variable

Serialization

Variable

Queuing

G.729A: 25 ms

CODEC

Presenter
Presentation Notes
This time period is termed the “end-to-end delay” and can be broken into two areas: fixed network delay and variable network delay:

 Fixed network delay includes encoding/decoding time (for voice and video), as well as the finite amount of time required for the electrical/optical pulses to traverse the media en route to their destination.
 Variable network delay generally refers to network conditions, such as congestion, that may affect the overall time required for transit.
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Voice QoS Requirements
 Packet Loss Limitations

Cisco DSP codecs can use predictor algorithms to 
compensate for a single lost packet in a row

Two lost packets in a row will cause an audible clip 
in the conversation

Voice

1

Voice

2

Voice

3

Voice

4

Voice

1

Voice

2

Voice

3

Voice

4

Voice

3

Voice

3

Voice

3

Voice

3 Reconstructed Voice Sample

Presenter
Presentation Notes
Packet loss causes voice clipping and skips. The industry standard codec algorithms used in Cisco Digital Signal Processor (DSP) can correct for up to 30 ms of lost voice. 
Cisco VoIP technology uses 20-ms samples of voice payload per VoIP packet. Therefore, for the codec correction algorithms to be effective, only a single packet can be lost during any given time. If two consecutive packets are dropped, there will be an audible clip in the voice conversation.
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Voice QoS Requirements
 Provisioning for Voice

Latency ≤ 150 ms

Jitter ≤ 30 ms

Loss ≤ 1%

17–106 kbps guaranteed 
priority bandwidth per call

150 bps (+ Layer 2 overhead) 
guaranteed bandwidth for 
Voice-Control traffic per call

CAC must be enabled

Smooth
Benign
Drop sensitive
Delay sensitive
UDP priority

Voice
One-Way

Requirements

Presenter
Presentation Notes
Voice quality is directly affected by all three QoS quality factors: loss, delay, and delay variation. 
Loss causes voice clipping and skips. The industry standard codec algorithms used in Cisco Digital Signal Processor (DSP) can correct for up to 30 ms of lost voice. Cisco VoIP technology uses 20 ms samples of voice payload (by default) per VoIP packet. Therefore, for the codec correction algorithms to be effective, only a single VoIP packet can be lost during any given time. If two successive VoIP packets are lost, the 30ms correctable window is exceeded and voice quality will be audibly affected. 
Delay can cause voice quality degradation if it is above 200 ms. The ITU standard for VoIP (G.114) states that a 150 ms one-way delay budget is acceptable for high voice quality. 
With respect to delay variation, there are adaptive jitter buffers within Cisco IP Telephony devices that can usually only compensate for 20 to 50 ms of jitter. These jitter buffers are dynamically adaptive, so there is no defined and absolute limit for jitter that will hold true for all circumstances. However, testing has shown that when jitter consistently exceeds 30 ms, then voice quality degrades significantly.
The bandwidth consumed by VoIP streams is calculated by adding the packet payload and all headers (in bits), then multiplying by the packet rate per second (default of 50 packets per second). The Service Parameters menu in Cisco CallManager Administration can be used to adjust the packet rate.
A more accurate method for provisioning VoIP is to include the Layer 2 overhead.
For Cisco IP phones, the control traffic required is approximately 150 bps per phone (not including layer 2 overhead). 
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“P”

 

and “B”

 

Frames
128–256 Bytes

“I”

 

Frame
1024–1518 

Bytes

“I”

 

Frame
1024–1518

Bytes

15pps

30pps

450Kbps

32Kbps

Video QoS Requirements
 Video Conferencing Traffic Example (384kbps)

“I” (infra) frame is a full sample of the video
“P” (predictive) & “B” (Bi-dir)frames use quantization via 
motion vectors and prediction algorithms
Key point is that dealing with large bursty I frames
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Video QoS Requirements
 Video Conferencing Traffic Packet Size Breakdown

65–128 Bytes 
1%

129–256 Bytes 
34%513–1024 Bytes 

20%

1025–1500 Bytes 
37%

257–512 Bytes 
8%
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Video QoS Requirements
 Provisioning for Interactive Video

Latency ≤ 150 ms

Jitter ≤ 30 ms

Loss ≤ 1%

Minimum priority bandwidth 
guarantee required is:

Video-stream + 10–20% 

e.g., a 384 kbps stream could 
require up to 460 kbps of 
priority bandwidth

CAC must be enabled

Video
One-Way

Requirements

Bursty
Drop sensitive
Delay sensitive
UDP priority

Presenter
Presentation Notes
Video conferencing has the same loss, delay, and delay variation requirements as voice, but the traffic patterns of video conferencing are radically different from voice. For example, video conferencing traffic has varying packet sizes and extremely variable packet rates.
The video conferencing rate is the sampling rate of the video stream, not the actual bandwidth the video call requires. In other words, the data payload of the video conferencing packets are filled with 384 kbps worth of video samples. The headers of the IP, UDP, and RTP packets (40 bytes per packet) need to be included in IP/VC bandwidth provisioning, as does the Layer 2 overhead of the media in use. Testing has shown a conservative rule of thumb for IP/VC bandwidth provisioning is to assign a Low-Latency Queuing bandwidth equivalent to the IP/VC rate plus 20%. For example, a 384 kbps IP/VC stream would be adequately provisioned with an LLQ of 460 kbps.
Note	Cisco's LLQ algorithm has been implemented to include a default burst parameter equivalent to 200 ms worth of traffic. Testing has shown that this burst parameter is adequate and does not require additional tuning.
33% LLQ Rule: To achieve the goal of convergence, namely allowing voice, video and data applications to transparently share a single network, it is important not to assign the dominant share of the bandwidth to Real-Time applications, such as voice and video. Testing has shown that when more then 33% of WAN links are dedicated for voice and video conferencing, then data application response times deteriorate significantly. Therefore, a conservative and successfully deployed recommendation is to limit the sum of all LLQ traffic to 33%.
It is important to recognize, though, that this is a best-practice rule of thumb and not a mandate. When specific objectives and constraints exist that do not allow for this design rule, then the administrator must design according to the individual needs of the enterprise.
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Data QoS Requirements
 Application Differences

Oracle                                            SAP R/3

0–64

 
Bytes

1024–1518

 
Bytes 

512–1023

 
Bytes

253–511

 
Bytes

128–252

 
Bytes

65–127

 
Bytes

1024–1518

 
Bytes

512–1023

 
Bytes 

253–511

 
Bytes

128–252 Bytes
65–127 Bytes

0–64 Bytes

Presenter
Presentation Notes
Data applications vary greatly from one to another
Contrast is show between two popular ERP (Enterprise Resource Planning) Mission-Critical applications: Oracle and SAP
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Data QoS Requirements 
Version Differences

Client Version
VA01 
# of

 

Bytes

SAP GUI Release 3.0 F 14,000

SAP GUI Release 4.6C, No Cache 57,000

SAP GUI Release 4.6C, with Cache 33,000

SAP GUI for HTML, Release 4.6C 490,000

SAP Sales Order

 
Entry Transaction

0

100,000

200,000

300,000

400,000

500,000

SAP GUI,
Release

3.0F

SAP GUI,
Release

4.6C, with
Cache

SAP GUI,
Release
4.6C, no
Cache

SAP GUI
(HTML),
Release

4.6C 

Same Transaction Takes Over 35 Times 
More Traffic from One Version of an 
Application to Another

Presenter
Presentation Notes
Data applications vary greatly between versions of the same application

An Example:
An enterprise has as SAP R/3 as its mission-critical application. The task most typically performed by users in the remote offices is the Create Sales Order transaction (VA01). This transaction entails 14 kB of data, which translates to 112 kbps of required bandwidth to ensure a response time of less than 1 second. If SAP is provisioned as a mission-critical application receiving 25% of the link's capacity, then a link size of approximately 512 kbps is required to provide this service-level.

However, if the enterprise chooses to run a newer version of SAP (4.6c) in an uncompressed HTML format, the VA01 transaction would then require 490 kB per transaction. If link and bandwidth-provisioning remained unchanged, then the new end-user response time would be approximately 32 seconds per transaction. Clearly this is a case where QoS alone is insufficient to accommodate required service-levels given the nature of the data traffic.
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Data QoS Requirements 
Provisioning for Data (Cont.)

Use four/five main traffic classes:
Mission-critical apps—business-critical client-server applications

Transactional/interactive apps—foreground apps: client-server apps or 
interactive applications

Bulk data apps—background apps: FTP, e-mail, backups, 
content distribution

Best effort apps—(default class)

Optional: Scavenger apps—peer-to-peer apps, gaming traffic

Additional optional data classes include internetwork-control 
(routing) and network-management

Most apps fall under best-effort, make sure that adequate 
bandwidth is provisioned for this default class

Presenter
Presentation Notes
Locally-Defined Mission-Critical: The Locally-Defined Mission-Critical class is one of the most misunderstood data classes specified in the QoS Baseline. Under the QoS Baseline model, all traffic classes (with the exclusion of Scavenger and Best-Effort) are considered “critical” to the enterprise. The term “Locally-Defined” is used to underscore the purpose of this class, namely for each enterprise to have a premium class of service for a select few Transactional/Interactive applications that have the highest business priority for them. For example, an enterprise may have provisioned Oracle, SAP, BEA, and DLSw+ within their Transactional/Interactive class. However, the majority of their revenue may come from SAP applications, and therefore they may want to give this transactional application an even higher level of priority using the Locally-Defined Mission-Critical class. Because the admission criteria for this class is non-technical, the decision of which applications should be assigned to this class can easily become an organizationally- and politically-charged debate. It is recommended that executive endorsement for application assignments to the Locally-Defined Mission-Critical class be obtained, as the potential for QoS deployment derailment exists without such an endorsement.
Scavenger: The Scavenger class is intended for providing deferential services, or “less-than Best-Effort” to certain applications. Applications assigned to this class have little or no contribution to the organizational objectives of the enterprise and are typically entertainment-oriented in nature. These include: Peer-to-Peer Media Sharing applications (KaZaa, Morpheus, Groekster, Napster, iMesh), Gaming applications (Doom, Quake, Unreal Tournament), and any entertainment video applications. Assigning a minimal bandwidth queue to Scavenger traffic forces it to be squelched to virtually nothing during periods of congestion, but allows it to be available if bandwidth is not being used for business purposes, such as might occur during off-peak hours.
(Data QoS notes continued on next slide…)
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Data QoS Requirements 
Provisioning for Data

Different applications have different 
traffic characteristics

Different versions of the same 
application can have different traffic 
characteristics

Classify data into four/five 
data classes model:

Mission-critical apps

Transactional/interactive apps

Bulk data apps

Best effort apps

Optional: Scavenger apps

Data

Smooth/bursty
Benign/greedy
Drop insensitive
Delay insensitive
TCP retransmits

Presenter
Presentation Notes
Best-Effort Class: The Best-Effort class is the default class for all data traffic. Only if an application has been selected for preferential/deferential treatment will it be removed from the default class. Because many enterprises have several hundred, if not thousands, of data applications running over their networks, adequate bandwidth needs to be provisioned for this class as a whole to handle the sheer volume of applications that will default to it. It is recommended that at least 25% of a WAN link's bandwidth be reserved for the default Best-Effort class.
Bulk Data: The Bulk data class is intended for applications that are relatively non-interactive and drop-insensitive. Such applications include: FTP, E-mail, backup operations, database synchronizing or replicating operations, video content distribution, and any other type of application where a user is not typically waiting for the completion of a specific operation (i.e. background operations). The advantage of provisioning bandwidth to Bulk data applications, rather than applying policing policies to them, is that Bulk applications can dynamically take advantage of unused bandwidth and thus speed up their operations during non-peak periods. 
Transactional/Interactive: The Transactional/Interactive class is a combination to two similar types of applications: transactional client-server applications and interactive messaging applications. The response-time requirement separates transactional client-server applications from generic client-server application. With transactional client-server applications (such as SAP, PeopleSoft, and DLSw+), the user is waiting for the operation to complete before proceeding. E-mail is not considered a transactional client-server application, as most E-mail operations happen in the background and users usually do not notice several hundred millisecond delays in mailspool operations. 
(Data QoS notes continued on next slide…)
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Scavenger-Class 
What Is the Scavenger Class?

The Scavenger class is an Internet 2 Draft Specification 
for a “less than best effort” service
There is an implied “good faith” commitment for the 
“best effort” traffic class

It is generally assumed that at least some network resources 
will be available for the default class

Scavenger class markings can be used to distinguish 
out-of-profile/abnormal traffic flows from in-profile/
normal flows

The Scavenger class marking is CS1, DSCP 8 
Scavenger traffic is assigned a “less-than-best effort”
queuing treatment whenever congestion occurs
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QoS for Security
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Business Security Threat Evolution
 Expanding Scope of Theft and Disruption
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Boot Viruses

Sophistication of Threats

Next Gen
Infrastructure 

Hacking, Flash 
Threats, 

Massive Worm 
Driven DDoS,

 

Negative 
Payload Viruses, 

Worms, and 
Trojans

Global
Impact

Regional
Networks
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Multi-Server 
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Blended Threat 
(Worm+ Virus+ 
Trojan), Turbo 
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1—The Enabling   
Vulnerability

Impact of an Internet Worm
 Anatomy of a Worm: Why It Hurts

2—Propagation 
Mechanism

3—Payload

2—Propagation 
Mechanism

Presenter
Presentation Notes
Availability of Computing Resources impacted by the presence of the worm on the end systems
Availability of Networking Resources impacted by the propagation of the worm  
Sapphire/Slammer
Average packet loss at the height of infections was 20%
Country of South Korea lost almost all Internet service for period of time
Financial ATMs were affected due to network instability
SQL Slammer overwhelmed some airline ticketing systems
Over the course of just 2 days over 300,000 hosts were infected – with damages totaling in the hundreds of millions of dollars.
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Impact of an Internet Worm
 Direct and Collateral Damage
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L3VPN
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Campus Branch
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Secondary Data Center
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End Systems

 
Overloaded

Control Plane
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Data Plane
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QoS Tools and Tactics for Security
 QoS for Self-Defending Networks

Control plane policing

Data plane policing (Scavenger-Class QoS)

NBAR for known-worm policing
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CONTROL PLANE POLICING
(Alleviating DoS Attack)

SILENT MODE

 

(Reconnaissance Prevention)

Processor

 
Switched 
Packets

OUTPUT 
from the Control 

Plane
INPUT 
to the 

Control Plane

Control Plane
Management 
SNMP, Telnet ICMP IPv6 Routing Updates Management 

SSH, SSL …..

PACKET

 
BUFFER

OUTPUT 
PACKET 
BUFFER

CEF/FIB LOOKUP

A
C

L

U
R

PF

N
A

T

CEF Input Forwarding Path

Control Plane Policing
 Overview
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Policing and Remarking (if necessary)

Normal/Abnormal Threshold

Data Plane Policing (Scavenger-Class QoS)
 Part 1: First Order Anomaly Detection

All end systems generate traffic spikes, but worms create 
sustained spikes
Normal/abnormal threshold set at approx 95% confidence
No dropping at campus access-edge! Only remarking
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Data Plane Policing (Scavenger-Class QoS)
 Part 2: Second Order Anomaly Reaction

Queuing only engages if links become congested
When congestion occurs, drops will also occur

Scavenger-class QoS allows for increased intelligence in the 
dropping decision

“Abnormal”

 

traffic flows will be dropped aggressively
“Normal”

 

traffic flows will continue to receive network service

Police

Queuing Will Engage When Links Become Congested
and Traffic Previously Marked as Scavenger Is Dropped Aggressively

WAN/VPN links will likely congest first
Campus uplinks may also congest



© 2008 Cisco Systems, Inc. All rights reserved. Cisco Public 54
Session_ID
Presentation_ID 54545454

NBAR Known-Worm Policing
 NBAR vs. Code Red Example

First released in May 2001

Exploited a vulnerability in 
Microsoft IIS and infected 360,000 
hosts in 14 hours

Several strains (CodeRed, 
CodeRedv2, CodeRed II, 
Code,Redv3, CodeRed.C.)

Newer strains replaced home 
page of Web servers and caused 
DoS flooding-attacks

Attempts to access a file 
with “.ida” extension

class-map match-any CODE-RED
match protocol http url “*.ida*”
match protocol http url “*cmd.exe*”
match protocol http url “*root.exe*”

DATA

Frame IP Packet

ToS/
DSCP

Source
IP

Dest
IP

TCP Segment

Src
Port

Dst
Port

Data Payload

*HTTP GET/*.ida*

Branch
Switch

Branch
Router

Presenter
Presentation Notes
Description 
With the ip nbar custom command, users can specify their own match criteria to identify TCP- or UDP-based applications across a range of ports, as well as on specific ports, in addition to the protocols and applications identified natively by NBAR or via downloaded PDLMs imported to NBAR.  The user can specify a string or value to match at a specified byte offset within the packet payload.  More than 30 custom PDLMs can be created and given user-defined names with the ip nbar custom command. 

Benefits: 
NBAR User-Defined Application Classification enables NBAR users to specify their own criteria to match a string or numeric value inside the data packet to identify application traffic. 
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Network Management Tools
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SNMP MIB
 Cisco-Class-Based-QoS-MIB

Primary accounting mechanism for QoS:
Policing, Classification, Shaping, Queuing, Congestion avoidance

Long-term QoS monitoring
Cisco QoS Policy Manager

Only accounts on configured QoS behaviour
Does not inspect packets for TOS/DSCP

Provides equivalent statistics to “Show policy-map interface”
Counters can not be reset

Navigation is complex

Supported platforms:
All routers (only policing and marking on 7600)

Cat6K running IOS native (only policing and marking)

not supported on Cat2xxx/3xxx/4xxx 
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Flow Data Exported 
to Management Application

NetFlow

NetFlow answers the who, 
what, when, where, and how 
network traffic is flowing

Provides flow information Per Class 
of Service (TOS)

Provides pre and post policy QoS 
classification

Flows are defined by
seven keys:

Source IP address

Destination

 

IP

 

address

Source port

Destination port

Layer 3 protocol

TOS byte (DSCP)

Input interface (ifIndex)

7 Identifiers Other Data
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NetFlow Enabled
Device

Traffic

•Input Interface

•TOS byte (DSCP)

•Layer 3 protocol

•Destination port

•Source port

•Destination IP address

•Source IP address

•Input Interface

•TOS byte (DSCP)

•Layer 3 protocol

•Destination port

•Source port

•Destination IP address

•Source IP address

Create a flow from the packet
attributes

…

152811000Address, ports…

Bytes/packetPacketsFlow Information

…

152811000Address, ports…

Bytes/packetPacketsFlow Information

NetFlow Cache
Inspect 
Packet

What Is a Traditional IP Flow

1.

 

Inspect a packet’s seven key fields and identify the values 

2.

 

If the set of key field values is unique create a flow record 
or cache entry

3.

 

When the flow terminates export the flow to the collector

NetFlow
Export 

Packets

Reporting

1

2

3
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Network Management Tools
 Network-Based Application Recognition

Stateful and dynamic inspection

ToS Source
IP Addr

Dest
IP Addr

Src
Port Sub-Port/Deep InspectionDst

Port
Protocol

Identifies over 90 applications and protocols TCP and 
UDP port numbers

Statically assigned

Dynamically assigned during connection  establishment

Non-TCP and non-UDP IP protocols

Data packet inspection for matching values

TCP/UDP Packet Data AreaIP Packet

Presenter
Presentation Notes
While the majority of data applications can be identified by using Layer 3 or Layer 4 criteria (i.e. discrete IP addresses and/or well-known TCP/UDP ports), there are applications that cannot be identified such criteria alone. This may be due to legacy limitations, but more likely due to deliberate design. 
For example, peer-to-peer media-sharing applications deliberately negotiate dynamic ports with the objective of penetrating firewalls. 
When Layer 3 or 4 parameters are insufficient to positively identify an application, then Network-Based Application Recognition (NBAR) may be a viable alternative solution. 
NBAR identifies application layer protocols by matching them against a Protocol Description Language Module (PDLM), which is essentially an application signature. NBAR’s deep-packet classification engine examines the data payload of stateless protocols against PDLMs. 
There are over 70 PDLMs embedded into IOS 12.2 code. Furthermore, since PDLMs are modular, they can be added to system without upgrading requiring an IOS upgrade
NBAR is Cisco Express Forwarding (CEF) dependent, and performs deep-packet classification only on the first packet of a flow; the remainder of the packets belonging to the flow is then CEF switched. 
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Round Trip
Time

Network
Jitter

Dist. of
Stats ConnectivityPacket

Loss

FTP DNS DHCP TCPJitter ICMP UDPDLSW HTTP

Network
Performance
Monitoring

Service Level 
Agreement

(SLA)
Monitoring

Network
Assessment

MPLS
Monitoring

VoIP 
MonitoringAvailability Trouble

Shooting

Protocols

Measurement Metrics

Applications

IP Server

MIB Data
Active Generated Traffic

DestinationSource

Defined Packet Size,
Spacing COS and Protocol

IP Server

Responder

LDP H.323 SIP RTP

IPSLA
Cisco IOS.

IPSLA
Cisco IOS. IPSLA

Measurement Technology: IP SLAs

Radius Video

Cisco IOS.

Presenter
Presentation Notes
Make sure we are up to date on the soon part.
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What are IP SLAs?

IP SLA is an active probing and monitoring feature 
in Cisco IOS

Wide protocol and applications coverage: 
UDP, TCP, ICMP, HTTP, DNS, DHCP, FTP,…

Microsecond granularity

Use it through SNMP or CLI

Already in Cisco IOS (available on most platforms 
and interfaces type)

Presenter
Presentation Notes
Used to be called RTR, renamed SAA in 12.0(5)T; we call it “IP SLAs Engine 1”.
New “IP SLAs Engine 2” is a major code rewrite to improve speed and memory usage. Introduced initially in 12.2(15)T2, 12.3(3) and 12.2(25)S, and is therefore present in all later trains. Also planned for 12.0(32)SY and 12.2(18)SXG. 
First phase of new CLI appears originally in 12.3(14)T, next phase for 12.4(6)T. MIBs are unchanged.
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Q and A
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AT-A-GLANCE 
SUMMARIES
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Reference Materials
 DiffServ Standards

RFC 2474 “Definition of the Differentiated Services Field 
(DS Field) in the IPv4 and IPv6 Headers” http://www.apps.ietf.org/rfc/rfc2474.html

RFC 2475 “An Architecture for Differentiated Services”
http://www.ietf.org/rfc/rfc2475.txt

RFC 2597 “Assured Forwarding PHB Group” http://www.ietf.org/rfc/rfc2597.txt

RFC 2697 “A Single Rate Three Color Marker” http://www.ietf.org/rfc/rfc2697.txt

RFC 2698 “A Two Rate Three Color Marker” http://www.ietf.org/rfc/rfc2698.txt

RFC 3246 “An Expedited Forwarding PHB 
(Per-Hop Behavior)”
http://www.ietf.org/rfc/rfc3246.txt
Configuration Guidelines for DiffServ Service Classes 
http://www.ietf.org/rfc/rfc4594.txt

http://www.apps.ietf.org/rfc/rfc2474.html
http://www.ietf.org/rfc/rfc2475.txt
http://www.ietf.org/rfc/rfc2597.txt
http://www.ietf.org/rfc/rfc2697.txt
http://www.ietf.org/rfc/rfc2698.txt
http://www.ietf.org/rfc/rfc3246.txt
http://www.ietf.org/rfc/rfc4594.txt
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Reference Materials
 Cisco AutoQoS Documentation

AutoQoS VoIP for the Cisco Catalyst 2950
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat2950/12120ea2/2950scg/swqos.htm#wp1125412

AutoQoS VoIP for the Cisco Catalyst 2970
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat2970/12220se/2970scg/swqos.htm#wp1231112

AutoQoS VoIP for the Cisco Catalyst 3550
http://www.cisco.com/univercd/cc/td/doc/product/lan/c3550/12120ea2/3550scg/swqos.htm#wp1185065

AutoQoS VoIP for the Cisco Catalyst 3750
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat3750/12220se/3750scg/swqos.htm#wp1231112

AutoQoS VoIP for the Cisco Catalyst 4550
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat4000/12_2_18/config/qos.htm#1281380

AutoQoS VoIP for Cisco IOS Routers (Cisco IOS 12.2(15)T)
http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122t/122t15/ftautoq1.htm

AutoQoS Enterprise for Cisco IOS Routers (Cisco IOS 12.3(7)T)
http://www.cisco.com/univercd/cc/td/doc/product/software/ios123/123newft/123t/123t_7/ftautoq2.htm

http://www.cisco.com/univercd/cc/td/doc/product/lan/cat2950/12120ea2/2950scg/swqos.htm#wp1125412
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat2970/12220se/2970scg/swqos.htm#wp1231112
http://www.cisco.com/univercd/cc/td/doc/product/lan/c3550/12120ea2/3550scg/swqos.htm#wp1185065
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat3750/12220se/3750scg/swqos.htm#wp1231112
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat4000/12_2_18/config/qos.htm#1281380
http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122t/122t15/ftautoq1.htm
http://www.cisco.com/univercd/cc/td/doc/product/software/ios123/123newft/123t/123t_7/ftautoq2.htm
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Solution Reference Network Design 
Guides Enterprise QoS Design Guide

http://www.cisco.com/go/
srnd
QoS Design Overview
Campus QoS Design
WAN QoS Design
Branch QoS Design
MPLS VPN (CE) 
QoS Design

http://www.cisco.com/go/srnd
http://www.cisco.com/go/srnd
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Reference Materials
 Cisco Press Book: End-to-End QoS Design

ISBN: 1587051761
Publish Date: Nov 2004

LAN
Catalyst 2950
Catalyst 3550
Catalyst 2970/3560/3750
Catalyst 4500
Catalyst 6500

WAN/Branch
Leased Lines
Frame Relay
ATM
ATM-to-FR SIW
ISDN
NBAR for Worm Policing

VPN
MPLS (for Enterprise Subscribers)
MPLS (for Service Providers)
IPSec (Site-to-Site)
IPSec (Teleworker)

http://www.ciscopress.com/title/1587051761

http://www.ciscopress.com/title/1587051761
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Recommended Reading

Continue your Networkers at 
Cisco Live learning experience with 
further reading from Cisco Press

Check the Recommended Reading 
flyer for suggested books

Available Onsite at the Cisco Company Store
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Complete Your Online 
Session Evaluation

Cisco values your input

Give us your feedback—we read 
and carefully consider your scores 
and comments, and incorporate 
them into the content program 
year after year

Go to the Internet stations located 
throughout the Convention Center 
to complete your session 
evaluations

Thank you!
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