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COMPARING THE DELIVERY OF MULTICAST MUSIC-ON-HOLD O VER
PERMANENT VIRTUAL CIRCUIT SWITCHED NETWORKS AND MPL S
NETWORKS USING GRE TUNNELS

The convergence of voice and data over existing dat  a circuits has led enterprise network managers to ¢ onsider
whether to continue the deployment of hub-and-spoke circuit-switched services supported in-house, or t o opt for a
service-provider-managed Multiprotocol Label Switch ing (MPLS) IP VPN-based solution. Many enterprises  are
adopting the latter, only to find that where they h and off support of a network management infrastruct ure through
managed customer edge devices, they must manage com  plex generic routing encapsulation (GRE) tunnelsre  quired
to provide support for enterprise multicast (MCAST) traffic across non-MCAST-aware MPLS networks. This paper
concentrates on one MCAST application-voice over IP (VolP) music on hold (MOH). It compares a typical Frame
Relay deployment of centralized Cisco © CallManager MCAST MOH against that of MCAST MOH th  rough GRE tunnels
traversing non-MCAST-aware MPLS service provider ne  tworks. It then highlights some current research in to
providing direct MCAST support over MPLS.

INTRODUCTION

Providing the ability to use existing data connettifor voice traffic and to effectively gain “feg intra-office calling (on-net), VoIP has
become a dominant enterprise business driver.

Many enterprise network managers have found thretsaan be further reduced through the deploymferdrdralized media convergence
servers (MCSs), such as Cisco CallManager. Thra@agéful codec selection, MCSs can deliver “tollHgy&avoice to low-bandwidth
remote sites. However, the support of traffic eegiing policies to ensure quality of service (Qg&rantees to routing protocols, the
call setup, and the calls themselves—while ensutiagpackets are not marked “discard-eligible”reey/tcross the service provider
network—becomes excessively complex.

VoIP must be able to deliver standard private bnamahange (PBX) services, such as MOH (Cisco Cai@er Version 3.1 or higher).
MOH is being increasingly used as an enterprise&katiag tool, and is becoming a crucial technologpport area. MOH streams

music from an MOH server (typically the MCS) to th@ice interfaces of on-net (IP-connected) andneff{PSTN-connected) callers that
have been placed on hold. In an MOH environmengngkier the on-net party places the other partyotah, the Cisco CallManager
service requests the MOH server to stream Real-Pro&ocol (RTP) packets to the “on-hold” interfalheough the preconfigured
multicast address (MOH). MOH typically uses the PGM 11 codec (A-law/(u-law), which can achieve a@®score of 4.1; this codec
has a 64-kbps payload (80 kbps, including IP heddéxr.729a (A-law/(p-law) can be used, but bec#use voice-optimized codec, its
representation of music is poor. The solution teroeme the requirement of 64 to 80 kbps per MOHianstleam is to implement
MCAST and deliver a single G.711 MOH stream to ang remote location..
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MCAST MOH DELIVERY VIA HUB-AND-SPOKE FRAME/TDM INTE RNETWORKS

Figure 1. A Typical Hub-and-Spoke Centralized Cisco CallManager Topology

The following illustrates the operation of MCAST Midrom a centralized MCS to remote site phones.ghoplicity, it is assumed that
standard IP connectivity is available across acisternetwork, that the IP telephony devices ateiman initial setup state and are set to
autoconfigure, and that any traffic shaping shosvtoisupport the MOH, whose source is the MCSnativork design diagrams,
configuration, and “show” command output are takkem the Berkeley Group test network: Cisco 362Q@26unning I0S 12.2.6i (LD)
Enterprise Plus, File Name:c3620-js-mz.122-6i.l#600-js-mz.122-6i.bin IP.

This section follows a pathway from the IP handlsedugh the LAN/WAN infrastructure toward the MC$€b CallManager. On
installation of an IP telephony handset, the MC&oisfigured to register the phone’s MAC addresstaedirmware type (Cisco IP Phone
7960, for example) [ADMIN]. The handset has nontitdéFlash memory, where it stores firmware imaged user-defined preferences.
The phone, once plugged into an 802.1af-compligstdCswitch, runs a bootstrap that loads this imagealizing its software and
hardware. The phone is physically connected toitclsyort that has a VLAN membership configuratinforming the phone that it is in
the voice VLAN (in this example, vlan 16):

nt erf ace Fast Et hernet 0/ x
switchport access vlan 2

switchport trunk encapsul ati on dot 1q
switchport trunk native vlan 2
switchport node trunk

switchport voice vlian 16

nterface Vlanl6é

i p address 10.212.224.4 255.255.240.0
i p pi msparse-dense- node

ipignp

The phone proceeds with a Dynamic Host Configunaiootocol (DHCP) request for an IP address; i itistance, a service provided by
the Cisco CallManager. The phone broadcasts faH@mserver, which, in this centralized MCS modghassed by the switch to the site
router. The router has an IP helper address statdimelper addresses facilitate connectivity byvianding certain broadcasts to a target
server; use of IP helper statements should beddrtit ensure that broadcast traffic does not fthedenterprise wide-area circuit) that
forwards broadcasts to the Cisco CallManager, haghhone will receive a DHCP IP address allocatithin this allocation, DHCP
scope Option 150 is set, which indicates to thenpttbe IP address of the server running the Trivial Transfer Protocol (TFTP) service
(TFTP is a User Datagram Protocol [UDP]-based fofrthe FTP service). The phone then pulls the d@elad via TFTP from the MCS.
If the firmware version stated within the load does match the phone’s current version, it pulks tiew one from the MCS. Once the
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new firmware is installed, the phone resets itaetf re-enters the process. Having the latest fimawenow pulls a CNF file (*.cnf.xml
extension). For each phone that is manually condigwn the Cisco CallManager, a separate CNF &exlethis provides the
communications details between the phone and M@$, as:

« Ethernet port numbers
¢ Time zone information
« Directory/service URLs
Cisco CallManager cluster information

The file is created with the device name of thernghd®hones always start with SEP, then the MACes#diunless changed in the Cisco
CallManager. A typical file name is SEPO00B5F7FFAZS.xml (autoregistration phones use the SEPDetadilxml file). The phone is
now ready to participate in the IP telephony inimasture.

To ensure that a single media MOH stream is dadtvethe LAN devices (including the edge routerptigh which data will pass must
participate within the multicast environment. Fig&rillustrates the Frame Relay environment disigs this paper. The MCS server
connects to a switch, which, in addition to any \WWL.Aonfiguration, runs IP Multicast routing and Rraal-Independent Multicast (PIM)
in sparse-dense mode, while the local router rBrigllilticast routing and PIM in sparse-dense modagivith Internet Group
Management Protocol (IGMP), a Layer 3 communicatiprotocol developed to enable internetworking clevito establish host
memberships in particular multicast groups on glsinetwork. This protocol allows a host to infoitslocal router, using the “Host
Membership Reports” feature, that it wants to nee@nessages addressed to a specific multicast dirugaby, Boyle]. The router runs
IP Multicast routing and IP PIM sparse-dense madamy physical interface that must participate witimast (PIM is in either sparse or
dense mode, but the interface can be configuréahteard sparse mode, dense mode, or both). IniaddiGMP snooping or Cisco
Group Management Protocol is used on the Layeriises to constrain the flooding of multicast amdduicast data from participating
switches. The router also performs IP Precedenge@ecess control lists (ACLs), shown below:

class-map match-all voip-rtp

mat ch access-group 102
access-list 102 permt udp any any range 16384 32767
route-map Set-1P-QoS pernmt 20

match i p address 102

set ip precedence critical

Access-list 102 indicates that ports 16384 to 32787 been allocated for UDP. Although 16383 appf&aguently, the Cisco
CallManager only uses even integers (Figure 3—Baskiddst Port number), so only 8191 ports are dgtused. These ports, matched
via the ACL to the route map, set the IP Precedeatiee in the Type of Service (ToS) field withirett? datagram. In this example, the
value is set to critical (5). The classificatiomge is 0—7, where 0 (the default) is the lowest aiglthe highest priority, which allows for
classification and prioritization of traffic. Theuter at the hub again runs IP Multicast routind BhPIM sparse-dense mode on any
physical interface that must participate in muliicand also acts as a rendezvous point for theteeRIM routers, receiving from these
routers the JOIN messages for the multicast treis ifidicates that PIM sparse mode uses an expigitest approach. PIM sparse mode
is especially useful where you require more preciserol, especially in relation to large volumédr Multicast traffic compared to the
available bandwidth. PIM sparse mode is particulachlable, because packets only go where neededha state is only created within
the routers as needed. The cost of this extra@astadditional complexity, as PIM sparse modesussepecial router called a rendezvous
point to connect the multicast tree (flow sour@ejite router next to the recently joined receiver.
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Figure 2.  Frame Relay Internetwork
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Many registration and configuration details haveécentered into a MCS, such as Cisco CallManagemovide full VolIP services. This
paper concentrates on the management details eeguirdeliver MOH. These details are entered thiiargadministration page
(Figure 3), which must hold entries for at least:

* MOH server name <name>

¢ Device pool <name>

* Maximum half duple stream <integer>

« Maximum multicast connections <integer>

* Run flag <yes/no>

¢ Multicast audio services enabled <?>

* Base multicast IP address <IP address>

¢ Base port number <integer>

* Increment multicast on <port/IP> (IPMCAST recommetioht Increment Multicast on IP Address is sebidigis is subjective,
dependent on the enterprise configuration of thation-based call admission control of the MOH MJAsrver)

» Audio source <file name>

Figure 3. MOH Server Configuration
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In addition to these configurations, a media resegroup (MRG) must be configured. An MRG is a ¢afjigroup of media resources
available in a prioritized order. MRGs are ordesed contained within an MRG list (MRGL). The MRGi allocated to the IP telephony
phones and media gateways (typically an H.323 gatesuch as a router with a PSTN channelized ISDN80ule) via the “Device
Pool” configuration on the Cisco CallManager. Dgriall initiation, the MCS will set up the call tugh a process of dial mappings. Any
buttons pressed on the phone create TCP signalarg®interpreted by the MCS. For example, if dlmetiween Extensions 1000 and
1200 is in progress and Extension 1000 (an IP pholaees Extension 1200 in “User Hold” (“Network Idbis invoked when a user is
placed in hold by another feature, such as caikfex), the Cisco CallManager signals the IP ph@&xension 1200) via the Skinny
protocol to perform an IGMP join for the multicd8©OH group if this phone is an IP phone, or infortims media gateway for non-IP
phones. The IP phone (Extension 1200) or gatevgmats the network that it wishes to receive theticagt stream associated with the
MOH server configuration; PIM is used to forwardsthtream from the MOH server’s first-hop routeotigh the WAN or PSTN to
Extension 1200. If another extension in the samaedir office now places an internal call on hol@, $ame process is followed, but the
local switch and router know via IGMP/PIM that afisting stream is already being forwarded, so ayafithe existing stream is
forwarded from the local branch office switch. Wttha holding phone resumes the call, an “IGMP Lé&aignal indicates that the
multicast traffic is no longer required for thassen. Hence, two privately addressed enterprigel&phony systems with no public IP
interface (but connected to the PSTN) can sti#lriatt at the voice level and would receive MOHia $ame way a POTS phone would.

The multicast traffic across the Frame Relay peenawirtual circuit (PVC) operates at Layer 2. Tmclude this section, the following
command output is given from the lab network. Tddasisted of multiple remote routers connecteddniaklines, encapsulated as Frame
Relay, to a hub router. The hub router consistedmiysical interfaces and y virtual interfaces arad the rendezvous point toward
which the remote sites sent their JOIN messages:

Multicast Source:

BGCORE. ROUTER# sh ip pimrp

Group: 239.255.255. 254, RP: 10.200.0.1, v2, vl, next RP-reachable in 00:00: 18
Goup: 239.1.1.105, RP: 10.200.0.1, v2, vl1, next RP-reachable in 00:01:13
Goup: 239.1.1.100, RP: 10.200.0.1, v2, vl1, next RP-reachable in 00:01:17

G oup: 239.83.100.109, RP: 10.200.0.1, v2, vl1, next RP-reachable in 00:00: 54

Shown below are the results of the command shawgute [MROUTE] at the multicast destination, whiibplays the multicast route
table and shows that the remote site router isgi@ating in a multicast group for the MOH (239.1.05) configured in the Cisco
CallManager’'s MOH server configuration.

BHPLC. ROUTER#show i p nroute

I'P Multicast Routing Table

Fl ags*: D - Dense, C - Connected

Qutgoing interface flags: H - Hardware sw tched

(*Sone flags renmoved for sinplicity)

Timers: Uptime/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde
(*, 239.1.1.105), 7w0d/00:02:27, RP 10.200.0.1, flags: DC
Incoming interface: Null, RPF nbr 0.0.0.0

Qutgoing interface list:

Fast Et her net 0/ 0. 16, Forwar d/ Spar se- Dense, 7w0d/ 00: 00: 00

The implementation of non-MCAST-aware MPLS nodémoutuces an additional level of complexity to thiscess.
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MCAST MOH DELIVERY VIA MPLS IP VPN INTERNETWORKS

MPLS VPNs [RFC2547, RFC3031] allow multiple custosnesing the same RFC 1918 address space, todntegct their sites
transparently through a service provider netwodcHEVPN appears to its users as a private netwepgarate from all other networks;
within a VPN, each site can send IP packets toodingr site in the same VPN. To achieve this, edeN 6 associated with one or more
VPN routing/forwarding instances (VRFs). A VRF cmts of a separate IP routing table and deriveddCisxpress Forwarding3 table for
each VRF, together with a set of interfaces thatthis forwarding table, thus preventing informatleing transmitted outside the VPN.
This use of separate route tables allows the sBnagldiressing scheme to be used without duplicabeess problems [MPLS]. The
provider edge routers use Multiprotocol Border @atg Protocol (MP-BGP) to distribute VPN routinganfation using the MP-BGP
extended communities. Cisco Express Forwardingsisadable, distributed, Layer 3 IP switching sautiand a critical component of the
Cisco tag switching (MPLS) architecture.

An MPLS infrastructure consists of three main desit the customer edge device (local-circuit teatiim and use of Layer 2 or Layer 3
MPLS; determines if the device is a router or adu)i the provider edge device and the provideiage\Figure 4 shows a typical MPLS
internetwork and the demarcation between the dsvice

Note: MPLS networks are generally provided to the emisegmarket as a wires-only service, whereby thierprise manages the
customer edge and injects traffic into the seryimevider-managed core or as a complete manageits€¢GE2CE). In the CE2CE
model, the enterprise would be required to negotiath the service provider regarding the suppbiaP modules within the customer
edge, as this could affect the service providet’d ® the enterprise. In the event that a servieijdler is unwilling to support these
modules, a customer premises equipment (CPE) denageneed to be introduced.

Figure 4. MPLS Demarcation
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The customer edge node is MPLS-unaware, and rallteaffic to the provider edge node or nodesstatic routes or by participating in
an Internal Gateway Protocol (IGP) with the providdge. The customer edge router(s) can be coefiguith a default route to the
provider edge (shown below) or can operate an k&R as Routing Information Protocol (RIP).

Static default route example:

iproute 0.0.0.0 0.0.0.0 Serial0/0

IGP (RIP) example:

router rip

version 2

redistribute bgp 1 netric transparent
network 10.0.0.0

network 150.1.0.0

no aut o- sunmary
|

As stated earlier, the provider edge nodes cottimtlistribution of VPN routing information througiire use of VPN route target
communities:

ip vrf berkel eyHones I'Note 1
rd 1: 20 I'Note 2
route-target export 1:20 !Note 3
route-target inport 1:20 !Note 3

Note:
1. Configures a VRF routing table
2. Creates routing and forwarding table

3. Creates a lit of import and/or export route éargpmmunities for the specific VRF

Figure 5 shows an example of separate VPNSs teredrat a provider edge node. This can be done myptgrservice providers to
achieve separation between customers, but alsbebBdrkeley Group to achieve separation betweamautous business units. VPNs
can be terminated in several ways:

¢ Intranet VPN—Connects sites within an organization

* Managed network—A dedicated VPN is established bystrvice provider to manage customer edge routers
« Simple VPN—Every site can communicate with everyeotite

« Extranet VPN—Connects different organizations ieeuse way

« Overlapping VPN—Some sites participate in more thaé simple VPN

« Central services VPN—AIl sites can communicate wehtral servers, but not with each other

« Access VPN—VPDialN provides dialup access into thet@mer network
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Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com
Page 7 of 17



Figure 5. Intranet and Central Services VPNs
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A central services site operating within multipleNs can be achieved by the provider edge impontialjiple route targets from the
required VRFs:

ip cef3

!

ip vrf berkel eyG oup
rd 1:30
route-target export 1:10
route-target inport 1:10
route-target inport 1:20
route-target inport 1:30

!

ip vrf berkel eyHones

rd 1: 20

route-target export 1:20
route-target inport 1:20

!

ip vrf berkel eyCrosby

rd 1:30

route-target export 1:30

route-target inport 1:30

Having configured the VRF instances and the IGIBRHBs used to distribute the VRF information betwpsovider edge neighbors:

router bgp 1
no synchroni zation
bgp | 0g- nei ghbor - changes
redistribute rip
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nei ghbor 192. 168. 254. 254 renote-as 1

nei ghbor 192. 168. 254. 254 updat e- sour ce LoopbackO
nei ghbor 192. 168. 255. 253 renote-as 1

nei ghbor 192. 168. 255. 253 updat e- sour ce LoopbackO
nei ghbor 192. 168. 255. 254 renote-as 1

nei ghbor 192. 168. 255. 254 updat e- sour ce LoopbackO
no aut o- summary

address-fam |y ipvd vrf berkel eyG oup
redi stribute connected

redistribute rip

no aut o- summary

no synchroni zation
exit-address-famly

address-fam |y ipv4 vrf berkel eyHones
redi stribute connected

redistribute rip

no aut o- summary

no synchroni zati on
exit-address-famly

address-fam |y ipv4 vrf berkel eyCrosby
redi stribute connected

redistribute rip

no aut o- summary

no synchroni zati on

exit-address-famly

address-fam |y vpnv4

nei ghbor 192. 168. 254. 254 activate

nei ghbor 192. 168. 254. 254 send- conmmuni ty extended
nei ghbor 192. 168. 255. 253 activate

nei ghbor 192. 168. 255. 253 send- communi ty extended
nei ghbor 192. 168. 255. 254 activate

nei ghbor 192. 168. 255. 254 send- conmmuni ty extended
no aut o- summary

exit-address-famly

interface Serial 1/0

description serial to P.SP.2

ip address 192.168. 20. 2 255. 255. 255.0
ip router isis

tag-switching ip

no fair-queue

serial restart-delay O

interface Serial1/1
description serial to CE. CH EDGBASTON
ip vrf forwarding berkel eyCrosby
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i p address 150.1.40.1 255. 255.255.0
serial restart-delay O

interface Seriall/2

description serial to CE BH PLC

ip vrf forwarding berkel eyHores

i p address 150.1.50.1 255. 255.255.0
serial restart-delay O

interface Serial1l/3

description serial to CE BG CORE

ip vrf forwarding berkel eyG oup

i p address 150.1.10.1 255. 255.255.0
serial restart-delay O

Finally, to maintain a connection through the pdevinodes, the provider edges interact througlotpol such as Intermediate System-
to-Intermediate System (ISIS):

router isis
net 49.0002. 0000. 0000. 0002. 00
is-type level-1
metric-style w de

The output below shows the results of the comméaoevsp route vrf vrf-name from the connected praviddge node. This displays the
IP routing table associated with the central sexwiite berkeleygroup(s) VRF and can be seen immbarting IP routes for both
berkeleyHomes and berkeleyCrosby VRFs:

PE. SP. 1#show i p route vrf berkel eyG oup

Codes: C - connected, S - static, | - IGRP, R- RIP, M- nobile, B- BG, D- EIGRP, EX - EIGRP external,
O- OSPF, |A - COSPF inter area, Nl - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2, E1 - OSPF
external type 1, E2 - OSPF external type 2, E- EGP, i - ISIS L1 - IS ISlevel-1, L2 - IS IS level-2,

ia- IS I1Sinter area, * - candidate default, U - per-user static route, o - ODR P - periodic dowl oaded

static route
Gateway of last resort is not set
172.16.0.0/30 is subnetted, 1 subnets
B 172.16.1.0 [200/1] via 192.168.254.253, 00:44:59
10.0.0.0/8 is variably subnetted, 9 subnets, 2 masks
B 10.200.0.0/20 [200/1] via 192.168. 254,253, 00: 44:59
B 10.219.0.0/20 [200/1] via 192.168. 254,253, 00:43:29
B 10.221.0.0/20
[20/1] via 150.1.30.2 (berkel eyCrosby), 00:44:59, Serial0/1
B 10.212.254.1/32 [200/1] via 192.168. 254, 253, 00: 44: 59
B 10.223.254.1/32
[20/1] via 150.1.20.2 (berkel eyHonmes), 00:44:59, Serial0/2
B 10.223.0.0/20
[20/1] via 150.1.20.2 (berkel eyHonmes), 00:45:00, Serial0/2
B 10.221.254.1/32
[20/1] via 150.1.30.2 (berkel eyCrosby), 00:45:00, Serial0/1
B 10.219.254.1/32 [200/1] via 192.168. 254,253, 00: 43: 30
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B 10. 200. 254. 1/ 32 [200/1] via 192.168. 254, 253, 00: 45: 01
150.1.0.0/24 is subnetted, 5 subnets

150.1.20.0 is directly connected, 00:44:46, Serial0/2
150.1.30.0 is directly connected, 00:44:46, Serial0/1
150. 1. 10. 0 [200/0] via 192.168. 254, 253, 00: 45: 01
150. 1. 50. 0 [200/0] via 192.168. 254,253, 00: 45: 01
150. 1. 40.0 [200/0] via 192.168. 254,253, 00: 45: 01

T 0 ® W @

The following output shows the results of the comchahow ip route from the connected multicast smgrstomer edge node. This
displays the IP routing table on this customer edgéer and shows that this router has routed wilaér sites redistributed by the
provider edge iBGP into the customer edge IGP (RIP)

CE. BG CORE#sh ip route

Codes: C - connected, S - static, | - IGRP, R- RP, M- nobile, B- BG, D- EIGRP, EX - ElIGRP external,
O- OSPF, |A - COSPF inter area, Nl - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2, E1 - OSPF
external type 1, E2 - OSPF external type 2, E- EGP, i - ISIS L1 - IS ISlevel-1, L2 - IS IS level-2,
ia- IS ISinter area

* - candidate default, U - per-user static route, o - ODR
P - periodic downl oaded static route
Gateway of last resort is 0.0.0.0 to network 0.0.0.0
172.16.0.0/30 is subnetted, 1 subnets
C 172.16.1.0 is directly connected, TunnelO
10.0.0.0/8 is variably subnetted, 9 subnets, 2 masks
10.200.0.0/20 is directly connected, Ethernet0/0
10.219.0.0/20 [120/1] via 150.1.10.1, 00:00:01, Serial0/0
10.221.0.0/20 [120/1] via 150.1.10.1, 00:00:01, Serial0/0
10.212.254.1/32 [120/1] via 150.1.10.1, 00:00:01, Serial0O/0
10.223.254.1/32 [120/1] via 150.1.10.1, 00:00:01, Serial0O/0
10.223.0.0/20 [120/1] via 150.1.10.1, 00:00:01, Serial0/0
10.221.254.1/32 [120/1] via 150.1.10.1, 00:00:01, Serial0O/0
10.219.254.1/32 [120/1] via 150.1.10.1, 00:00:01, Serial0O/0
10. 200. 254.1/32 is directly connected, LoopbackO
150.1.0.0/24 is subnetted, 5 subnets
150.1.20.0 [120/1] via 150.1.10.1, 00:00:02, Serial0/0
150.1.30.0 [120/1] via 150.1.10.1, 00:00:02, Serial0/0
150.1.10.0 is directly connected, Serial0/0
150.1.50.0 [120/1] via 150.1.10.1, 00:00:02, Serial0/0
150.1.40.0 [120/1] via 150.1.10.1, 00:00:02, Serial0/0
0.0.0.0/0 is directly connected, Serial0/0 is directly connected

O XV VXV VIV OO

0O XIVAD

@

This proves that we have Layer 3 connectivity fremad to end across the service provider’'s core Mit&ork. We can now look to
support the MCAST MOH. This will be achieved thrbufye configuration of the multicast services, efote, and the building of GRE
tunnels.

A GRE [RFC2784] tunnel is a logical router intedabat forwards IP (or other network protocols sastOpen Systems Interconnection
[OSI] network layer, XNS, VINES, DECnet (Phase I¥pollo Domain, Ethertalk (Appletalk), and Novetiaffic.
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Figure 6.  MOH MCAST over MPLS-Based GRE Tunnels
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The switch and router configuration for multicasthie same as for a circuit switched environméset;Liayer 3 multicast is now passed
through the GRE tunnel, which is built with theléaling configuration on the customer edge routerGBE):

Multicast Source:

CE. BG CORE#
!
ip multicast-routing
|
interface LoopbackO
descripti on managenent interface
i p address 10.200.254.1 255. 255. 255. 255
no i p directed-broadcast
|
interface Tunnel O
description BHPLC GRE tunnel for MCAST MOH
ip address 172.16. 1.1 255.255. 255. 252
no i p directed-broadcast
i p pi msparse-dense- node
tunnel source LoopbackO
tunnel destination 10.212.254.1
|
ip nroute 10.212.0.0 255.255.0.0 Tunnel 0
ip nmoute 10.212.254.1 255. 255. 255. 255 Tunnel 0

CE. BG CORE# sh ip route
Gateway of last resort is 0.0.0.0 to network 0.0.0.0

172.16.0.0/30 is subnetted, 1 subnets
C 172.16.1.0 is directly connected, Tunnel O
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Multicast Destination:

CE. BH. PLC#
!
ip multicast-routing
!
interface LoopbackO
description managenent interface
i p address 10.212.254.1 255. 255. 255. 255
!
interface Tunnel O
description GRE tunnel for MCAST MOH
ip address 172.16.1.2 255. 255. 255. 252
i p pi msparse-dense- node
tunnel source LoopbackO

tunnel destination 10.200.254.1

!
ip nroute 10.200.0.0 255.255.0.0 Tunnel O
ip nroute 10.200.254.1 255. 255. 255. 255 Tunnel 0

From the multicast source, all multicast traffic RHPLC is sent to the GRE tunnel. If additionahae sites require MCAST MOH,
additional tunnels can be created to support tfiéns. creates a hub-and-spoke internetwork, withctirgral site that provides the

multicast source acting as the hub.

To test the GRE tunnels, standahdw ip route commands and Internet Control Message Protoc®lACping can be used; however,
specializednroute commands such akow ip mroute can be run [MROUTE]. Although the test lab bergefifrom a Cisco CallManager
and IP telephony handsets, initial GRE configuratias tested with a multicast traffic generatorfares. The results of the IP Multicast

Routing Table are shown below:

CE. BG CORE#sh ip nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C -
- SPT-bit set, J - Join SPT, X -

Connected, L - Local,
Proxy Join Tiner Running

Qutgoing interface flags: H - Hardware sw tched
Timers: Uptinme/ Expires
Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.255.255.250), 00:02:10/00:02: 51,
Incomng interface: Null, RPF nbr 0.0.0.0
Qutgoing interface list:

Tunnel 0, Forwar d/ Spar se- Dense, 00: 02: 10/ 00: 00: 00

Et her net 0/ 0, For war d/ Spar se- Dense, 00: 02: 10/ 00: 00: 00
(*, 239.1.1.105), 00:02:42/00:02:59, RP 10.220.0.1,
Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface list:
Tunnel 0, Forwar d/ Spar se- Dense,
Et her net 0/ 0, For war d/ Spar se- Dense,

RP 0.0.0.0,

flags:

00: 02: 42/ 00: 00: 00
00: 02: 42/ 00: 00: 00

P -

flags:

Pruned, R - RP-bit set, F - Register flag, T

DijCc

DJjCc
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The following command enables the enterprise ndtwmanager to see information such as source, ddistin and joined interface for
multicast traffic:

CE. BG. CORE#debug i p npacket 239.1.1.105

*Dec 8 16:57:52: |P: s=10.200.224.61 (Ethernet0/0) d=239.1.1.105 (Tunnel 0) |en 64, nforward
*Dec 8 16:57:52: |P: s=10.200.224.61 (Ethernet0/0) d=239.1.1.105 (Tunnell) |en 64, nforward
*Dec 8 16:57:52: |P: s=10.200.224.61 (Ethernet0/0) d=239.1.1.105 (Tunnel Q) len 177, nforward

Although the configuration of the GRE tunnels iktigely simple, troubleshooting and ongoing networanagement support should not
be overlooked. One of the major obstacles to oveecm early GRE deployment is the issue of recersbuting or GRE tunnel flapping
[TUNFLAP]. This is generally a misconfiguration thife tunnel router, which results in the routerratiing to route to the tunnel
destination via the tunnel interface itself, or parary instability caused by route flapping elsexgheithin the network:

01:11: 39: 9%.| NEPROTO 5- UPDOM\: Li ne protocol on Interface Tunnel O, changed state to up
01:11: 48: 9%UN-5- RECURDOM\: Tunnel O tenporarily disabled due to recursive routing

01:11: 49: 9%. NEPROTO 5- UPDOM\: Li ne protocol on Interface Tunnel O, changed state to down
01:12: 49: 9%.| NEPROTO 5- UPDOM\: Li ne protocol on Interface Tunnel 0, changed state to up
01:12:58: %UN-5- RECURDOM\: Tunnel O tenporarily disabled due to recursive routing
01:12:59: 9%. NEPROTO 5- UPDOM\: Li ne protocol on Interface Tunnel O, changed state to down

Another major issue with GRE that must be considletahe initial design stage is scalability. Eaith that requires MCAST MOH
requires its own GRE tunnel and tunnel interfadeljireg to configuration and support complexity.

FUTURE TECHNOLOGIES AND SOLUTIONS
Much work is being undertaken within the indusioy future support of multicast over MPLS. This papevers software-based and
hardware-based support.

Software-Based

Cisco mVRF/mVPN

Service providers generally want to ensure trarsmar between customer multicast streams and cpabidy. Multicast VPN (mVPN)

is a high-level terminology for technologies, sashmVRF, that essentially permit this privacy (slgps in the night implementation, but
the service provider is still required to run medst in the core). Cisco has released the mVPNispl(based on draft-rosen-vpn-
mcast.txt, currently draft-rosen-vpn-mcast-07.RO[SEN]), supported since Cisco IOS® Release 12.8(28at enables this capability.
At each provider edge, the service provider createlulticast Tunnel Interface (MTI) and MulticasPM VRF for each customer. The
MTI encapsulates customers’ multicast packets wiitisi own multicast packet with a destination grthgat is unique for a particular
customer, and in which all provider edges (thataavare of that particular customer) participatee $hrvice provider core does not need
to know the multicast groups of each customergast they know only the necessary informationfangporting the encapsulated
multicast packets [Brunetto], [Morrow], [Bunn]. MaiMPLS-based Cisco Powered networks have now imgiéed this technology
[Brunetto].

Hardware-Based

“GRE-in-a-Box”

The MPLS Forum’s MPLS User Group (MUG) is currerdigcussing the subject of multicast support ove®L8&. One of the areas to be
promoted is “GRE-in-a-Box.” Liaising with vendorsch as Riverstone Networks, MUG members will disdhe feasibility of an
affordable hardware solution, which, with minimuonéiguration via a Web-based interface, will sugporterprise GRE tunnels.
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SUMMARY

Businesses adopt technologies that provide conyeetitivantage and the use of convergence to detiuéiimedia applications. Voice, in
particular, has sparked massive interest withierpnises. During any review of convergence bendfits enterprise network manager
should consider the role of its department withia tompany, as well as the company’s mission. fitisess was undertaken at
Berkeley; from this review, the decision was mamledlectively outsource WAN management to a thadypservice provider, which
enabled Berkeley, internally, to concentrate ondlévery of business systems. While initially retant to outsource, it has paid
dividends in reducing the internal reactive troshieoting (through good network design while implatmg the new network, and
through the service provider network support ijsaifd has enabled the team to concentrate on cbhsaad development of new systems
and technologies that will enable Berkeley to pdevieal business benefits to the group. If an priser network management team
decides that selective outsourcing is an apprdsatmatches its business model, and if during timeergence program the team seeks to
benefit from the use of MPLS-based technologiestéam should make sure that all of the capalsilthiat their current infrastructure
provides can be delivered over the new platformyelsas understand what additional changes twelslior management need to be
incorporated. This is one of the most importanesthe enterprise network has faced for many y@éescan all learn and benefit from
the experiences we face.
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