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QuickStart Guide 

Cisco IOS Performance Monitor and Mediatrace 
Quick Start Guide 

Introduction 

Performance monitor is a Cisco IOS® Software feature that, measures user traffic performance, generates alerts 

based on thresholds, and reports through multiple management interfaces.  

Mediatrace is a Cisco IOS Software feature that discovers the routers and switches along the path of an IP flow. 

Mediatrace can dynamically configure and retrieve general node information as well as flow-specific metrics 

leveraging the performance monitor feature.  

This document is a guide for quickly getting started with the Cisco IOS Software performance monitor and 

mediatrace video monitoring features for Medianet1. This document can be utilized in two different ways. It can be 

read without attempting any configuration, sample configurations and output have been included so that you may 

gain understanding of the feature set. The document also assumes that you may want to run a proof of concept or 

for learning purposes in a lab environment before deployment in a production environment and equipment 

requirements have been included as a starting point for such endeavors. 

Lab Exercises—Equipment Requirements 

Table 1 lists the minimum requirements for equipment, topology, and management systems. Implementors can 

freely add network nodes and end systems to align with their environments and needs.  

Table 1.  Basic Equipment Requirements 

Item Quantity Notes 

Cisco IOS Software router or switch 
with performance monitor and 
mediatrace software 

2 Currently, these features are available on the Cisco® routers and switches. To learn 
the exact platforms and requirements that support these features, please check the 
medianet datasheet.  

Traffic impairment device  1 A general x86 PC can be used with a free Cisco WAN-Bridge Live-CD2. For more 
complex and custom impairments, refer to Linux netem network emulation 
documentation3.  

                                                 
1 Enterprise Medianet—Cisco Systems. Available at http://www.cisco.com/web/solutions/medianet/index.html#~three. 
2 Cisco WAN Bridge. Available at http://code.google.com/p/wanbridge/. 
3 netem | The Linux Foundation. Available at http://www.linuxfoundation.org/collaborate/workgroups/networking/netem. 

http://www.cisco.com/en/US/prod/collateral/routers/ps10536/data_sheet_c78-612429.html
http://www.cisco.com/web/solutions/medianet/index.html
http://code.google.com/p/wanbridge/
http://www.linuxfoundation.org/collaborate/workgroups/networking/netem
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Item Quantity Notes 

Real-Time Transport Protocol (RTP) 
and TCP traffic generator and sink 

● 1 generator 

● 1 sink 

The generator and sink are used to generate and receive traffic for both mediatrace 
and performance monitor to monitor.  

● Examples of RTP generators include: 

● Cisco IP phones 

●  Cisco TelePresence® products 

●  Tandberg video conferencing equipment 

●  video LAN client4 

●  Cisco Video Service-Level Agreement (SLA) Assessment Agent (VSAA) tool, 

● packETH Ethernet packet generator5 

● Cisco IOS IPSLA Video Operation (IPSLA VO) 

Examples of RTP sinks include: 

● Cisco IP phones 

●  Cisco TelePresence 

●  Tandberg video conferencing equipment 

●  video LAN client 

●  Cisco VSAA tool 

● Cisco IOS IPSLA VO. 

(Optional) Simple Network 
Management Protocol (SNMP) trap 
receiver 

1 Performance monitor can send alerts using SNMP traps.  

Examples include: Net-SNMP6. 

(Optional) Syslog server 1 Performance monitor can send alerts using syslog. 

Examples include: 

● Syslog-ng7 

● Microsoft Windows TFTPD328 

● Kiwi Syslog Server9. 

(Optional) Cisco IOS NetFlow collector 1 Performance monitor can export flow statistics using Cisco IOS NetFlow Version 9. 

Examples include ActionPacked LiveAction, Plixer Scrutinizer 

(Optional) SNMP browser 1 Performance monitor can present flow statistics using SNMP MIBs. 

 

Figure 1 shows the most basic topology that will be needed for a quick start implementation. In the topology, note 

that, the two monitoring points (R1 and R2) are on either side of the impairment device. This arrangement allows 

the monitoring points to provide before and after impairment perspectives. The management devices (syslog, 

SNMP, etc.) and infrastructure items such as the Cisco Unified Communications Manager and the authentication, 

authorization, and accounting (AAA) server are not shown in the topology because their exact location is not 

important, and only IP connectivity is required.  

Figure 1.   Basic Topology 

 

                                                 
4 VideoLAN: VLC Media Player—Open Source Multimedia Framework and Player. Available at http://www.videolan.org/vlc/. 
5 packETH—Ethernet Packet Generator. Available at http://packeth.sourceforge.net/. 
6 Net-SNMP. Available at http://www.net-snmp.org/. 
7 Syslog server | Syslog-ng. Available at http://www.balabit.com/network-security/syslog-ng/. 
8 TFTPD32: An Open Source TFTP Server/Service for Windows—TFTP Server. Available at http://tftpd32.jounin.net/. 
9 Kiwi Enterprises—Kiwi Syslog Server Overview. Available at http://www.kiwisyslog.com/kiwi-syslog-server-overview/. 

http://www.actionpacked.com/
http://www.plixer.com/
http://www.videolan.org/vlc/
http://packeth.sourceforge.net/
http://www.net-snmp.org/
http://www.balabit.com/network-security/syslog-ng/
http://tftpd32.jounin.net/
http://www.kiwisyslog.com/kiwi-syslog-server-overview/
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For the purpose of providing a variety of tangible examples, the basic topology has been augmented with multiple 

end systems, as shown in Figure 2. The IP addressing and dial numbers shown in the figure match the examples 

used in this document. The basic configurations for the routers can be found in Appendix A.  

Figure 2.   Test Topology 

 

Performance Monitor 

The performance monitor performs measurements on a specified set of traffic that is traversing a single router. 

The measurement point can be in a particular direction (ingress or egress) and on specific interfaces. By 

comparing the results of multiple measurement points, it is possible to create a storyline of the flow’s progress 

within the network. In Figure 1, with R1 reporting 0 percent loss for the Cisco TelePresence System flow, and R2 

reporting 10 percent loss for the same flow, the operator could conclude that there is a problem in between R1 

and R2. Alternatively, had both R1 and R2 reported no loss, the network operator would have verified that there is 

no packet loss in the span between R1 and R2.  

A performance monitor deployment should consider the following elements: 

● What traffic: Which applications and traffic should be monitored and shown within the network? 

● What information: What information should be gathered about the traffic flows? 

● Where to monitor: Which routers and switches will have measurement points? On a router, which 

interface and in which direction will the measurement occur? 

● Service targets: Does traffic need to be measured against any specific service-level agreements (SLAs)? 

● Where to send information: How will the flow metrics be made available to network management 

software? 

IOS Netflow and NBAR for high level traffic monitoring 

The performance monitor configuration model allows sets of traffic to be matched with specific measurements and 

alerting actions. The network operator should work in collaboration with the application owners to choose traffic 

selection criteria, decide what items to monitor, and specify alarm conditions. A cycle of application discovery may 
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be needed to choose traffic selection criteria, or even to discover which applications have a network footprint and 

whether their performance is important to measure.  

Here, we illustrate a combination of Cisco IOS NetFlow and Software Network-Based Application Recognition 

(NBAR) is used to initially discover the traffic flows in the topology represented in Figure 2 to aid in the traffic 

selection configuration. Flexible NetFlow has been configured with the NBAR option on R1 as shown in Figure 3.  

Netflow has been used to obtain general statistics that identify what types of traffic exist on the network. In the 

next section performance monitor is used to gather more detailed statistics for media sessions. 

Figure 3.   Traffic Discovery with Flexible NetFlow Configuration 

flow record discovery 

 match ipv4 dscp 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 match interface input 

 collect ipv4 source mask 

 collect ipv4 destination mask 

 collect transport tcp flags 

 collect interface output 

 collect counter bytes 

 collect counter packets 

 collect timestamp sys-uptime first 

 collect timestamp sys-uptime last collect application name 

! 

flow monitor discovery 

 record discovery 

 cache timeout active 60 

! 

interface Vlan1000 

 ip flow monitor discovery input 

! 

interface FastEthernet0/0 

 ip flow monitor discovery input 

! 

 

After applying this configuration, you can see the traffic that is traversing R1 and various identifying parameters 

such as differentiated services code point (DSCP) values, IP protocol type (TCP or UDP), and port ranges (Figure 

4). Identifying markers that allow you to name applications is an important part of application profiling. For 

example, you can see that the Cisco TelePresence traffic is marked as DSCP 0x20 (CS4), and the video phone 

traffic is marked as 0x22 (AF41).  
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Figure 4.   Output of Flexible NetFlow Cache (Truncated for Readability) 

1861-AA0213#show flow monitor discovery cache forma t table 

IPV4 SRC ADDR    IPV4 DST ADDR    TRNS SRC PORT  TR NS DST PORT  INTF INPUT  IP DSCP  IP PROT  intf out put app name  

===============  ===============  =============  == ===========  ==========  =======  =======  ======== === ============= 

10.1.3.5         10.1.160.19              27682          16544  Vl1000      0x20          17  Fa0/0       nbar unknown       

10.1.3.3         10.1.160.3                5445          20018  Vl1000      0x22          17  Fa0/0       nbar skype         

10.1.160.3       10.1.3.3                 20018           5445  Fa0/0       0x22          17  Vl1000      nbar skype         

10.1.3.5         10.1.160.19              26533          23671  Vl1000      0x20          17  Fa0/0       nbar unknown       

10.1.160.19      10.1.3.5                 23671          26533  Fa0/0       0x20          17  Vl1000      nbar unknown       

10.1.3.5         10.1.160.19              27683          16545  Vl1000      0x20          17  Fa0/0       nbar unknown       

10.1.160.19      10.1.3.5                 16545          27683  Fa0/0       0x20          17  Vl1000      nbar unknown       

10.1.1.16        10.1.3.15                   80           2178  Fa0/0       0x28           6  Vl1000      nbar http          

10.1.3.15        10.1.1.16                 2178             80  Vl1000      0x00           6  Fa0/0       nbar http          

10.1.180.5       232.1.1.1                54083           1234  Fa0/0       0x28          17  Vl1000      nbar unknown       

10.1.160.19      10.1.3.5                 23670          26532  Fa0/0       0x20          17  Vl1000      nbar unknown       

10.1.3.3         10.1.160.3               24600          20016  Vl1000      0x00          17  Fa0/0       nbar unknown       

10.1.3.3         10.1.160.3                5446          20019  Vl1000      0x00          17  Fa0/0       nbar unknown       

10.1.3.3         10.1.1.10                 3389          34860  Vl1000      0x00           6  Fa0/0       nbar unknown       

10.1.3.3         10.1.1.18                41985           2000  Vl1000      0x18           6  Fa0/0       nbar skinny        

10.1.1.18        10.1.3.3                  2000          41985  Fa0/0       0x18           6  Vl1000      nbar skinny        

10.1.1.10        10.1.3.3                 34860           3389  Fa0/0       0x00           6  Vl1000      nbar unknown       

10.81.74.42      10.1.3.5                 45210            443  Fa0/0       0x00           6  Vl1000      nbar secure-
http   

10.1.3.5         10.81.74.42                443          45210  Vl1000      0x00           6  Fa0/0       nbar secure-
http   

10.1.1.16        10.1.3.15                 5002           2180  Fa0/0       0x28          17  Vl1000      nbar unknown       

10.1.3.2         10.81.74.34              20310          29052  Vl1000      0x22          17  Fa0/0       nbar unknown       

10.81.74.34      10.1.3.2                 20310          29254  Fa0/0       0x22          17  Vl1000      nbar skype         

10.81.74.34      10.1.3.2                 29052          20310  Fa0/0       0x22          17  Vl1000      nbar unknown       

10.1.3.2         10.1.1.18                49222           5060  Vl1000      0x18           6  Fa0/0       nbar unknown       

10.1.1.18        10.1.3.2                  5060          49222  Fa0/0       0x18           6  Vl1000      nbar unknown       

10.1.3.2         10.81.74.34              29254          20310  Vl1000      0x22          17  Fa0/0       nbar skype         

10.1.3.15        10.1.1.16                 2181           5003  Vl1000      0x00          17  Fa0/0       nbar unknown       

10.1.3.5         10.1.160.19              26532          23670  Vl1000      0x20          17  Fa0/0       nbar unknown       

10.1.3.15        10.1.1.16                 2175            443  Vl1000      0x00           6  Fa0/0       nbar secure-
http   

10.1.1.16        10.1.3.15                  443           2175  Fa0/0       0x00           6  Vl1000      nbar secure-
http   

10.1.160.19      10.1.3.5                 16544          27682  Fa0/0       0x20          17  Vl1000      nbar unknown       

10.1.160.3       10.1.3.3                 20016          24600  Fa0/0       0x2E          17  Vl1000      nbar unknown       

10.1.3.5         10.1.160.19              27682          16544  Vl1000      0x20          17  Fa0/0       nbar unknown 

 

To create monitoring criteria, the interesting traffic needs to be described to the performance monitor. The 

description can be in many forms, including application names using Cisco IOS Network Based Application 

Recognition (NBAR, access-control lists (ACLs) composed of IP addresses and Layer 4 port numbers, and 

Differentiated Services Code Point (DSCP) values.  

Performance monitor—Inline Configuration Method 

Performance monitor allows two major methods of configuration; these follow the same model but provide different 

balances between flexibility and simplified configuration. The configuration in Figure 5 uses the inline method, 

employing a default metric collection profile.  
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Figure 5.   Inline Configuration Example 

interface FastEthernet0/0 

 service-policy type performance-monitor inline input 

  match  dscp cs5 cs4 af41  ef  

   flow monitor inline 

    record default-rtp 

   react 1 transport-packets-lost-rate 

    threshold value gt 10.00 

    alarm severity error 

    action syslog 

 

Even this simple configuration can be divided into the five deployment elements mentioned earlier, as shown in 

Table 2. 

Table 2. Details of Inline Configuration Example 

Deployment Element Configuration Note 

What traffic? match dscp cs5 cs4 ef af41 All traffic that is marked with DSCP EF or AF41 will be subject 
to measurement. 

What information? flow monitor inline 

 record default-rtp 

The default-rtp record defines best practice metrics for 
collecting RTP traffic. In this example, EF (voice over IP 
[VoIP]), CS5 (IP video camera), CS4 (Cisco TelePresence), 
and AF41 (video conferencing) traffic are using RTP packet 
formatting. 

The flow record is the only mandatory configuration in the 
inline configuration model. All other items have defaults. 

Where to measure? Interface FastEthernet0/0 

 service-policy type performance-traffic inline input 

The policy is applied in the input direction on FastE0/0, and it 
is from this perspective that the matching and measurements 
will occur. 

What service targets? react 1 rtp-lost-fraction 

    threshold value gt 10.00 

    alarm severity error 

    action syslog 

[Optional] 

One of the metrics collected by default-rtp is the rtp-lost-
fraction value. The react code creates a threshold that will 
declare a severity-level error alarm and generate a syslog if 
the RTP loss is greater than 10%. 

Where to send 
information? 

action syslog A NetFlow exporter may have been configured under the 
monitor stanza. However, no periodic export method is 
configured in this example.  

If a syslog server is configured, then the alert will be sent when 
the alarm is triggered as well as when it is cleared (for 
example, here the alarm is triggered when the rtp-lost-fraction 
value exceeds 10%, and the alarm is cleared when it falls 
below 10% again). 

Additionally, a MIB is available for polling flow statistics 
and alerts.  

 

Two prepackaged flow records are shipped with the performance monitor: default-rtp and default-tcp. The default-

rtp record is shown in Figure 6. 

Figure 6.   Detail of Prepackaged default-rtp Flow Record 

1861-AA0213# show flow record type performance-monitor default-rtp  

Load for five secs: 43%/39%; one minute: 39%; five minutes: 35% 

Time source is NTP, 21:59:41.106 EST Tue Mar 1 2011 

flow record type performance-monitor default-rtp: 

  Description:        VM default RTP record 
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  No. of users:       6 

  Total field space:  98 bytes 

  Fields: 

    match ipv4 protocol 

    match ipv4 source address 

    match ipv4 destination address 

    match transport source-port 

    match transport destination-port 

    match transport rtp ssrc 

    collect routing forwarding-status 

    collect ipv4 dscp 

    collect ipv4 ttl 

    collect transport packets expected counter 

    collect transport packets lost counter 

    collect transport packets lost rate 

    collect transport event packet-loss counter 

    collect transport rtp jitter mean 

    collect transport rtp jitter minimum 

    collect transport rtp jitter maximum 

    collect interface input 

    collect interface output 

    collect counter bytes 

    collect counter packets 

    collect counter bytes rate 

    collect counter packets dropped 

    collect timestamp interval 

    collect application media bytes counter 

    collect application media bytes rate 

    collect application media packets counter 

    collect application media packets rate 

    collect application media event 

    collect monitor event 

 

Basic Observation of Traffic 

In the test network for CS4, CS5, EF, and AF41, the set of RTP video traffic listed in Table 3 is traversing R1. 

Table 3. Comparison of RTP Statistics Between R2 and R1 

DSCP Traffic 

EF Voice-only traffic 

CS4 Cisco TelePresence audio and video 

CS5 IPTV (not RTP based), video surveillance RTP stream, and video surveillance TCP stream. 

AF41 Video telephony and conferencing 

 

Performance traffic can now discover and measure the performance of the voice and video flows coming into R1 

on FastE0/0. Note that in the case of DSCP CS5 traffic, some traffic flows do not use the RTP format.  
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The operator can display the results of the traffic analysis in a variety of ways using different sets of filters. To see 

traffic analysis of the set of traffic from the CP-7985 to the soft phone, the operator can query the system based on 

the IP addresses. 

Figure 7.   Measurements for Traffic Coming from Video Phone 

1861-AA0213# show performance monitor status ip 10.1.160.3/32 any 

Load for five secs: 39%/37%; one minute: 42%; five minutes: 40% 

Time source is NTP, 22:11:49.715 EST Tue Mar 1 2011 

 

Match: ipv4 src addr = 10.1.160.3, ipv4 dst addr = 10.1.3.3, ipv4 prot = udp, 
trns src port = 20018, trns dst port = 5445, SSRC = 12649152 

 Policy: inline, Class: inline, Interface: FastEthernet0/0, Direction: input 

  

  

 *counter flow                                       : 10 

  counter bytes                                      : 2167456 

  counter bytes rate                           (Bps) : 7224 

 *counter bytes rate per flow                  (Bps) : 7224 

 *counter bytes rate per flow min              (Bps) : 6927 

 *counter bytes rate per flow max              (Bps) : 7637 

  counter packets                                    : 8972 

 *counter packets rate per flow                      : 29 

  counter packets dropped                            : 0 

  routing forwarding-status reason                   : Unknown 

  interface input                                    : Fa0/0 

  interface output                                   : Vl1000 

  monitor event                                      : false 

  ipv4 dscp                                          : 34 

  ipv4 ttl                                           : 56 

  application media bytes counter                    : 1988016 

  application media packets counter                  : 8972 

  application media bytes rate                 (Bps) : 6626 

 *application media bytes rate per flow        (Bps) : 6626 

 *application media bytes rate per flow min    (Bps) : 6328 

 *application media bytes rate per flow max    (Bps) : 7039 

  application media packets rate               (pps) : 29 

  application media event                            : Normal 

 *transport rtp flow count                           : 10 

  transport rtp jitter mean                   (usec) : 6128 

  transport rtp jitter minimum                (usec) : 1 

  transport rtp jitter maximum                (usec) : 7208 

 *transport rtp payload type                         : 97 

  transport event packet-loss counter                : 1 

 *transport event packet-loss counter min            : 0 

 *transport event packet-loss counter max            : 1 

  transport packets expected counter                 : 8974 
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  transport packets lost counter                     : 2 

 *transport packets lost counter minimum             : 0 

 *transport packets lost counter maximum             : 2 

  transport packets lost rate                  ( % ) : 0.02 

 *transport packets lost rate min              ( % ) : 0.00 

 *transport packets lost rate max              ( % ) : 0.02 

 

Match: ipv4 src addr = 10.1.160.3, ipv4 dst addr = 10.1.3.3, ipv4 prot = udp, 
trns src port = 20016, trns dst port = 24600, SSRC = 11600626 

 Policy: inline, Class: inline, Interface: FastEthernet0/0, Direction: input 

*counter flow                                       : 10 

  counter bytes                                      : 2996400 

  counter bytes rate                           (Bps) : 9988 

 *counter bytes rate per flow                  (Bps) : 9988 

 *counter bytes rate per flow min              (Bps) : 9833 

 *counter bytes rate per flow max              (Bps) : 10006 

  counter packets                                    : 14982 

 *counter packets rate per flow                      : 49 

  counter packets dropped                            : 0 

  routing forwarding-status reason                   : Unknown 

  interface input                                    : Fa0/0 

  interface output                                   : Vl1000 

  monitor event                                      : false 

  ipv4 dscp                                          : 46 

  ipv4 ttl                                           : 56 

  application media bytes counter                    : 2696760 

  application media packets counter                  : 14982 

  application media bytes rate                 (Bps) : 8989 

 *application media bytes rate per flow        (Bps) : 8989 

 *application media bytes rate per flow min    (Bps) : 8850 

 *application media bytes rate per flow max    (Bps) : 9006 

  application media packets rate               (pps) : 49 

  application media event                            : Normal 

 *transport rtp flow count                           : 10 

  transport rtp jitter mean                   (usec) : 955 

  transport rtp jitter minimum                (usec) : 0 

  transport rtp jitter maximum                (usec) : 5225 

 *transport rtp payload type                         : 0 

  transport event packet-loss counter                : 0 

 *transport event packet-loss counter min            : 0 

 *transport event packet-loss counter max            : 0 

  transport packets expected counter                 : 14982 

  transport packets lost counter                     : 0 

 *transport packets lost counter minimum             : 0 

 *transport packets lost counter maximum             : 0 

  transport packets lost rate                  ( % ) : 0.00 
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 *transport packets lost rate min              ( % ) : 0.00 

 *transport packets lost rate max              ( % ) : 0.00 

 

… 

 

In the show performance monitor status output, the statistics are organized into sections according to the 

measurement layer. Because the IP phone is sending voice and video, you see two RTP flows,SSRC=11600626 

and SSRC=12649152. The phone is sending audio over a well-known payload type,(PT=0 is PCMU10, so you can 

identify which flow is audio and which flow is video (PT=97 is video in this case). RTP statistics are being collected 

and the traffic happens to be RTP, packet loss and jitter are collected. Specifically, you can see that the video flow 

has incurred several packet losses, and the audio flow has none. 

To see the traffic matching statistics and applied policies, use the show policy-map type performance-monitor 

command structure. Note the match statements and match rate for the inline policy (Figure 8).  

Figure 8.   The show policy-map type performance-monitor Traffic for Inline Configuration Example 

1861-AA0213#show policy-map type performance-monitor interface fastEthernet 0/0 

Load for five secs: 39%/37%; one minute: 39%; five minutes: 41% 

Time source is NTP, 22:28:39.349 EST Tue Mar 1 2011 

 

 FastEthernet0/0  

 

  Service-policy performance-monitor input: inline 

 

    Class-map: inline (match-any) 

      2221087 packets, 2170027639 bytes 

      30 second offered rate 10970000 bps, drop rate 0 bps 

      Match:  dscp cs4 (32) af41 (34) cs5 (40) ef (46) 

        2221087 packets, 2170027639 bytes 

        30 second rate 10970000 bps 

      media-monitoring: 

       flow monitor inline 

        record default-rtp 

       monitor parameters 

        interval duration 30 

        timeout 10 

        history 10 

        flows 8000 

       monitor metric rtp 

        min-sequential 5 

        max-dropout 5 

        max-reorder 5 

        clock-rate default 90000 

        ssrc maximum 5 

       react 1 transport-packets-lost-rate 

                                                 
10 IANA RTP Parameters. Available at http://www.iana.org/assignments/rtp-parameters. 

http://www.iana.org/assignments/rtp-parameters
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        threshold value gt 10.00 

        alarm type discrete 

        alarm severity error 

        action syslog 

 

    Class-map: class-default (match-any) 

      18200 packets, 1770469 bytes 

      30 second offered rate 4000 bps, drop rate 0 bps 

      Match: any  

Measurement Intervals 

The performance monitor posts measurements in regularly spaced monitor intervals. The default monitor interval 

is 30 seconds, but the interval can be changed on a per-class basis. As shown in Figure 9, at the end of each 

monitor interval, the measurements can be aggregated and then evaluated against configured thresholds. If 

NetFlow export is configured, the information is then sent to the NetFlow collector. Finally, the information is added 

to the historical interval database. Up to 60 monitor intervals can be stored on the router. The number of monitor 

intervals is also configurable, with the default being 10 intervals. Information about the monitor intervals is 

available through the command-line interface (CLI), Cisco IOS Web Services Management Agent (WSMA)11, and 

a MIB12.  

Figure 9.   Performance Monitor Information Flow 

 

 

                                                 
11 Cisco IOS Network Management Configuration Guide, Release 12.4T: Web Services Management Agent (Cisco IOS Software 
Release 12.4 T)—Cisco Systems. Available at 
http://www.cisco.com/en/US/docs/ios/netmgmt/configuration/guide/nm_cfg_wsma_ps6441_TSD_Products_Configuration_Guide
_Chapter.html. 
12 P. Gili, CISCO-FLOW-MONITOR-MIB. 

http://www.cisco.com/en/US/docs/ios/netmgmt/configuration/guide/nm_cfg_wsma_ps6441_TSD_Products_Configuration_Guide_Chapter.html
http://www.cisco.com/en/US/docs/ios/netmgmt/configuration/guide/nm_cfg_wsma_ps6441_TSD_Products_Configuration_Guide_Chapter.html
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The historical data can be accessed using the show performance monitor history command structure as shown in 

Figure 10. By default, this command gives information from the latest historical interval. With the interval option, all 

stored intervals can be displayed.  

Figure 10.   The show Output for Historical Intervals for a Specific RTP Flow 

1861-AA0213#show performance monitor history interv al all ssrc 7078506 

Load for five secs: 53%/50%; one minute: 44%; five minutes: 42% 

Time source is NTP, 22:38:49.582 EST Tue Mar 1 2011  

 

 

Codes: *   - field is not configurable under flow r ecord 

       NA  - field is not applicable for configured  parameters 

 

Match: ipv4 src addr = 10.1.160.3, ipv4 dst addr = 10.1.3.3, ipv4 prot = udp, trns src port = 20022, t rns dst port = 5445, 
SSRC = 7078506 

 Policy: inline, Class: inline, Interface: FastEthe rnet0/0, Direction: input 

  

  start time                                           22:38:12     22:37:42     22:37:12     22:36:42      22:36:12     
22:35:42     

                                                       ============ ============ ============ ======== ==== ============ 
=========== 

 *history bucket number                              : 1            2            3            4            5            6            

 *counter flow                                       : 1            1            1            1            1            1            

  counter bytes                                      : 215400       229338       212247       222859       209657       230138       

  counter bytes rate                           (Bps ) : 7180         7644         7074         7428         6988         7671         

 *counter bytes rate per flow                  (Bps ) : 7180         7644         7074         7428         6988         7671         

 *counter bytes rate per flow min              (Bps ) : 7180         7644         7074         7428         6988         7671         

 *counter bytes rate per flow max              (Bps ) : 7180         7644         7074         7428         6988         7671         

  counter packets                                    : 899          900          895          899          898          900          

 *counter packets rate per flow                      : 29           30           29           29           29           30           

  counter packets dropped                            : 0            0            0            0            0            0            

  routing forwarding-status reason                   : Unknown      Unknown      Unknown      Unknown      Unknown      
Unknown      

  interface input                                    : Fa0/0        Fa0/0        Fa0/0        Fa0/0        Fa0/0        Fa0/0        

  interface output                                   : Vl1000       Vl1000       Vl1000       Vl1000       Vl1000       Vl1000       

  monitor event                                      : false        false        false        false        false        false        

  ipv4 dscp                                          : 34           34           34           34           34           34           

  ipv4 ttl                                           : 56           56           56           56           56           56           

  application media bytes counter                    : 197420       211338       194347       204879       191697       212138       

  application media packets counter                  : 899          900          895          899          898          900          

  application media bytes rate                 (Bps ) : 6580         7044         6478         6829         6389         7071         

 *application media bytes rate per flow        (Bps ) : 6580         7044         6478         6829         6389         7071         

 *application media bytes rate per flow min    (Bps ) : 6580         7044         6478         6829         6389         7071         

 *application media bytes rate per flow max    (Bps ) : 6580         7044         6478         6829         6389         7071         

  application media packets rate               (pps ) : 29           30           29           29           29           30           

  application media event                            : Normal       Normal       Normal       Normal       Normal       Normal       

 *transport rtp flow count                           : 1            1            1            1            1            1            

  transport rtp jitter mean                   (usec ) : 5118         5700         4802         5455         4571         4209         

  transport rtp jitter minimum                (usec ) : 10           22           34           5            8            2            

  transport rtp jitter maximum                (usec ) : 24111        19032        130884       65370        84207        24704        

 *transport rtp payload type                         : 97           97           97           97           97           97           

  transport event packet-loss counter                : 0            0            1            0            0            0            

 *transport event packet-loss counter min            : 0            0            1            0            0            0            

 *transport event packet-loss counter max            : 0            0            1            0            0            0            

  transport packets expected counter                 : 899          900          898          899          898          900          
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  transport packets lost counter                     : 0            0            3            0            0            0            

 *transport packets lost counter minimum             : 0            0            3            0            0            0            

 *transport packets lost counter maximum             : 0            0            3            0            0            0            

  transport packets lost rate                  ( % ) : 0.00         0.00         0.33         0.00         0.00         0.00         

 *transport packets lost rate min              ( % ) : 0.00         0.00         0.33         0.00         0.00         0.00         

 *transport packets lost rate max              ( % ) : 0.00         0.00         0.33         0.00         0.00         0.00         

 

Lab evaluation—Impairment 

In these examples the lab setup utilized NETEM for injecting errors into the path to better illustrate how 

performance monitoring functions. This section documents the specific NETEM configuration used for these 

examples and is optional. The policy shown in Figure 3 is also applied to R1, and the impairment device (netem) is 

configured to delay packets by 100 milliseconds (ms) and introduce a jitter of 50 ms and a loss of 15 percent 

(Figure 11). 

Figure 11.   The netem Command on a Linux PC to Impair Traffic Exiting eth1.3514 

tc qdisc add dev eth1.3514 root netem delay 100ms 50ms \ 

 distribution normal loss 15%  

 

You can validate the impairment by performing pings between R2 and R1 (Figure 12). 

Figure 12.   Ping Between R2 and R1 to Validate Impairment 

3845-AA0216#ping 10.1.3.130 

 

Type escape sequence to abort. 

Sending 5, 100-byte ICMP Echos to 10.1.3.130, timeout is 2 seconds: 

.!!!! 

Success rate is 80 percent (4/5), round-trip min/avg/max = 60/110/172 ms 

 

You can see the different points of view by comparing the outputs at R2 and R1, as shown in Figure 13 and 

Figure 14.  

Figure 13.   Observation on R2 (3845-AA0216) Upstream of Impairment 

3845-AA0216#show performance monitor history ssrc 723756496 

Match: ipv4 src addr = 10.81.74.34, ipv4 dst addr = 10.1.3.2, ipv4 prot = udp, 
trns src port = 20310, trns dst port = 30308, SSRC = 723756496 

 Policy: inline, Class: inline, Interface: FastEthernet0/0/0, Direction: input 

… 

  transport packets lost counter                     : 0            

 *transport packets lost counter minimum             : 0            

 *transport packets lost counter maximum             : 0            

  transport packets lost rate                  ( % ) : 0.00         

 *transport packets lost rate min              ( % ) : 0.00         

 *transport packets lost rate max              ( % ) : 0.00 
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Figure 14.   Observation on R1 (1861-AA0213) Downstream of Impairment 

1861-AA0213#show performance monitor history ssrc 723756496 

Match: ipv4 src addr = 10.81.74.34, ipv4 dst addr = 10.1.3.2, ipv4 prot = udp, 
trns src port = 20310, trns dst port = 30308, SSRC = 723756496 

 Policy: inline, Class: inline, Interface: FastEthernet0/0, Direction: input 

… 

  transport packets lost counter                     : 785          

 *transport packets lost counter minimum             : 785          

 *transport packets lost counter maximum             : 785          

  transport packets lost rate                  ( % ) : 14.38        

 *transport packets lost rate min              ( % ) : 14.38        

 *transport packets lost rate max              ( % ) : 14.38 

 

If we compare the metrics side by side, it is obvious that there is problem in between R2 and R1, as shown in 

Table 4, with the results shown in Figure 15. 

Table 4. Comparison of RTP Statistics Between R2 and R1 

R2 R1 

transport packets lost rate                  ( % ) : 14.38  transport packets lost rate                  ( % ) : 0.00   

Figure 15.   Effects of Packet Drops on Video Conferencing Unit behind R1 

 

Thresholds and Alarms 

The policy (Figure 3) applied in the network included a threshold set to trigger an alarm and report it through 

syslog if the loss exceeded 10 percent. With the impairment, this threshold has certainly been crossed (see the 

transport packets lost rate values in), and syslog messages are generated as shown in Figure 16. The TCA 

RAISE keyword in the message indicates the creation of a threshold-crossing alarm (TCA).  

Figure 16.   Alarm Declared on the Basis of Loss Percentage 

Mar  2 00:04:15.932: %PERF_TRAFFIC_REACT-3-ERRSET: TCA RAISE.  

Detailed info: Threshold value crossed - current value 15.14% 

Flow info: src ip 10.81.74.34, dst ip 10.1.3.2 
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           src port 20310, dst port 30308 

           ssrc 723756496  

Policy info: Policy-map inline, Class inline, Interface FastEthernet0/0, 
Direction input 

React info: id 1, criteria transport-packets-lost-rate, severity error, alarm 
type discrete, threshold range (10.00%, 100.00%] 

 

When the impairment is removed, as shown in Figure 17, the alarm is cleared as well. The TCA CLEAR keyword 

indicates the clearing of an existing alarm (Figure 18). A history of the measurements is available in the historical 

intervals records, and the record of the alarm is available through syslog. 

Figure 17.   The netem Command on a Linux PC to Fix Impairment of Traffic Exiting eth1.3514 

tc qdisc add dev eth1.3514 root netem delay 0ms 0ms distribution normal loss 0% 
limit 30000 

 

Figure 18.   Alarm Cleared by Removing the Impairment 

Mar  2 00:05:45.984: %PERF_TRAFFIC_REACT-3-ERRCLEAR: TCA CLEAR.  

Detailed info: Threshold value crossed - current value 0.00% 

Flow info: src ip 10.81.74.34, dst ip 10.1.3.2 

           src port 20310, dst port 30308 

           ssrc 723756496  

Policy info: Policy-map inline, Class inline, Interface FastEthernet0/0, 
Direction input 

React info: id 1, criteria transport-packets-lost-rate, severity error, alarm 
type discrete, threshold range (10.00%, 100.00%] 

 

Flexible Traffic Selection and Policies 

Performance monitor can take measurements based on very specific classes of traffic. The Cisco Common 

Classification Policy Language13 (C3PL) is used for configuring performance monitoring policy, and the class-

map14 structure is used describe which traffic to monitor. This infrastructure allows the operator to select traffic 

based on combinations of Layer 3 and Layer 4 fields, DSCP values, deep packet inspection values, and many 

other criteria. Figure 19 shows several examples of class maps that use different methods to match various types 

of traffic. Class maps are also used to describe traffic for quality-of-service (QoS) policies. The class maps created 

for QoS can be reused by the performance monitor.  

Figure 19.   Class-Map Examples 

class-map match-all voip 

 match protocol rtp audio  

! 

class-map match-all DSCP-CS5 

 match dscp cs5  

                                                 
13 Cisco Common Classification Policy Language (Support)—Cisco Systems. Available at 
http://www.cisco.com/en/US/docs/routers/access/cisco_router_and_security_device_manager/24/software/user/guide/C3PL.html
. 
14 Cisco IOS Quality of Service Solutions Command Reference: A through C (Support)—Cisco Systems. Available at 
http://www.cisco.com/en/US/docs/ios/qos/command/reference/qos_a1.html#wp1013312. 

http://www.cisco.com/en/US/docs/routers/access/cisco_router_and_security_device_manager/24/software/user/guide/C3PL.html
http://www.cisco.com/en/US/docs/ios/qos/command/reference/qos_a1.html
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! 

class-map match-all DSCP-EF 

 match dscp ef 

! 

class-map match-all voip-dpi 

 match protocol rtp audio  

! 

class-map match-all telepresence-dpi 

 match protocol telepresence-media 

! 

class-map match-all IPVS-traffic 

 match ip dscp cs5  

 match access-group name fromIPVScamera 

! 

ip access-list extended fromIPVScamera 

 permit ip host 10.1.160.28 any 

 

The class maps determine what traffic is monitored, but the measurements themselves are determined by the flow 

records. The performance monitor flow record is an extension of the flow records available through the Flexible 

NetFlow (FNF) feature15. The flow records allow specific metrics to be collected and data aggregation policies to 

be configured. This same record definition is used to organize the information into NetFlow exports for the 

NetFlow collector.  

There are two built-in performance monitor flow records. However, operators may want to create their own 

records, mixing, adding, and deleting metrics as necessary. Figure 20 shows the two default flow records, and 

Figure 21 shows the configuration of a completely new performance monitor flow record.  

Figure 20.   Configuration of a Custom Performance Monitor Flow Record 

3845-AA0216#show flow record type performance-monitor default-tcp 

flow record type performance-monitor default-tcp: 

  Description:        VM default TCP record 

  No. of users:       2 

  Total field space:  66 bytes 

  Fields: 

    match ipv4 protocol 

    match ipv4 source address 

    match ipv4 destination address 

    match transport source-port 

    match transport destination-port 

    collect routing forwarding-status 

    collect ipv4 dscp 

    collect ipv4 ttl 

    collect transport round-trip-time 

    collect transport event packet-loss counter 

                                                 
15 Cisco IOS Flexible NetFlow Technology White Paper (Cisco IOS NetFlow)—Cisco Systems. Available at 
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/ps6965/prod_white_paper0900aecd804be1cc.html. 

http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/ps6965/prod_white_paper0900aecd804be1cc.html
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    collect interface input 

    collect interface output 

    collect counter bytes 

    collect counter packets 

    collect counter bytes rate 

    collect counter packets dropped 

    collect timestamp interval 

    collect application media bytes counter 

    collect application media packets rate 

    collect application media event 

    collect monitor event 

 

3845-AA0216#show flow record type performance-monitor default-rtp  

flow record type performance-monitor default-rtp: 

  Description:        VM default RTP record 

  No. of users:       5 

  Total field space:  98 bytes 

  Fields: 

    match ipv4 protocol 

    match ipv4 source address 

    match ipv4 destination address 

    match transport source-port 

    match transport destination-port 

    match transport rtp ssrc 

    collect routing forwarding-status 

    collect ipv4 dscp 

    collect ipv4 ttl 

    collect transport packets expected counter 

    collect transport packets lost counter 

    collect transport packets lost rate 

    collect transport event packet-loss counter 

    collect transport rtp jitter mean 

    collect transport rtp jitter minimum 

    collect transport rtp jitter maximum 

    collect interface input 

    collect interface output 

    collect counter bytes 

    collect counter packets 

    collect counter bytes rate 

    collect counter packets dropped 

    collect timestamp interval 

    collect application media bytes counter 

    collect application media bytes rate 

    collect application media packets counter 

    collect application media packets rate 

    collect application media event 

    collect monitor event 
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Figure 21.   Configuration of a Custom Performance Monitor Flow Record 

1861-AA0213(config)#flow record type performance-mon enhan-tcp-rtp     

1861-AA0213(config-flow-record)#flow record type performance-monitor enhan-tcp-
rtp 

1861-AA0213(config-flow-record)#description basic RTP and TCP stats            

1861-AA0213(config-flow-record)#match ipv4 source address 

1861-AA0213(config-flow-record)#match ipv4 destination address 

1861-AA0213(config-flow-record)#match transport source-port 

1861-AA0213(config-flow-record)#match transport destination-port 

1861-AA0213(config-flow-record)#match transport rtp ssrc 

1861-AA0213(config-flow-record)#collect routing forwarding-status 

1861-AA0213(config-flow-record)#collect ipv4 ttl minimum 

1861-AA0213(config-flow-record)#collect ipv4 ttl maximum 

1861-AA0213(config-flow-record)#collect transport packets lost counter 

1861-AA0213(config-flow-record)#collect transport packets lost rate 

1861-AA0213(config-flow-record)#collect transport round-trip-time 

1861-AA0213(config-flow-record)#collect transport event packet-loss counter 

1861-AA0213(config-flow-record)#collect transport event packet-loss counter 

1861-AA0213(config-flow-record)#collect transport packets lost counter 

1861-AA0213(config-flow-record)#collect transport packets lost rate 

1861-AA0213(config-flow-record)#collect transport round-trip-time 

1861-AA0213(config-flow-record)#collect transport event packet-loss coun 

1861-AA0213(config-flow-record)#collect transport event packet-loss counter  

1861-AA0213(config-flow-record)#end 

 

The flow records are placed in a flow monitor similar to Flexible Netflow. The flow monitor allows the association of 

the flow record with a flow exporter if the data needs to be exported to a NetFlow collector. The flow monitor can 

be configured in a global configuration mode if it is to be used across different sets of traffic, or it can be 

configured inline in a policy map as explained here.  

The flow monitor, of which the flow record is a part, and the class maps are brought together with threshold 

configuration in the performance monitor policy map. The policy map can be configured inline as shown in Figure 

3, or for more complex configurations, or configurations applied to multiple points, a global performance monitor 

policy map may be more appropriate.  

In Figure 2, the test topology was shown with video surveillance and video-based telephony applications being run 

over the network. In the case of video surveillance, the video traffic may be RTP based or HTTP based depending 

on the type of client. Additionally, for RTP-based video surveillance, the Cisco Video Surveillance 2500 IP Camera 

uses a dynamic RTP payload type (PT = 96) and a nonstandard video encoding rate (30 kHz). For the jitter 

calculation to be accurate, you need to inform the performance monitor feature of this change. Because video 

surveillance and IP-based video telephony serve different business needs and have different sensitivities, the 

thresholds will be different. The configuration in Figure 22 accommodates these unique requirements.  

Be sure to remove the input inline policy map from Fast0/0 before applying the new input performance 

monitor policy.  
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Figure 22.   Figure 22 Complex Performance Monitor Policy 

class-map match-all voice-EF 

 match  dscp ef  

class-map match-all video-conf-AF41 

 match  dscp af41  

class-map match-all IPVS-traffic 

 match ip dscp cs5  

 match access-group name fromIPVScamera 

! 

ip access-list extended fromIPVScamera 

 permit ip host 10.1.160.28 any 

! 

flow record type performance-monitor enhan-tcp-rtp 

 description basic rtp only stats 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 match transport rtp ssrc 

 collect routing forwarding-status 

 collect ipv4 ttl minimum 

 collect ipv4 ttl maximum 

 collect transport packets lost counter 

 collect transport packets lost rate 

 collect transport round-trip-time 

 collect transport event packet-loss counter 

 collect transport rtp jitter mean 

 collect transport rtp jitter minimum 

 collect transport rtp jitter maximum 

 collect interface input 

 collect counter packets 

 collect timestamp interval 

 collect application media packets counter 

 collect monitor event 

! 

policy-map type performance-monitor voice-vc-ipvs-1 

 class voice-EF 

   flow monitor inline 

    record default-rtp 

   react 1 rtp-jitter-average 

    threshold value gt 50000 

    alarm severity alert 

    action syslog 

   react 2 transport-packets-lost-rate 

    threshold value gt 10.00 

    alarm severity alert 
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    action syslog 

 class IPVS-traffic 

   flow monitor inline 

    record enhan-tcp-rtp 

   monitor parameters 

    interval duration 10 

   monitor metric rtp 

    clock-rate 96 30000 

   react 1 transport-packets-lost-rate 

    threshold value gt 2.00 

    alarm severity alert 

    action syslog 

 class video-conf-AF41 

   flow monitor inline 

    record default-rtp 

   react 1 transport-packets-lost-rate 

    threshold value gt 2.00 

    alarm severity alert 

    action syslog 

   react 2 rtp-jitter-average 

    threshold value gt 50000 

    alarm severity alert 

    action syslog 

! 

interface FastEthernet0/0 

 service-policy type performance-monitor input voice-vc-ipvs-1 

 service-policy type performance-monitor output voice-vc-ipvs-1 

 

Mediatrace 

With mediatrace, a network node or endpoint discovers the network path that a particular existing flow is taking or 

the path that a new flow would take at this moment. As mediatrace discovers the nodes it also collects statistics 

from them. 

Three possible levels of data collection are available: 

● Hops: Mediatrace requests will collect only the network hops and interfaces for that path. 

● System: Adds collection of health information for the network nodes on top of hops information. 

● Perf-mon: The highest level. Adds collection hop by hop of flow specific information collected by the 

performance monitoring feature discussed earlier (loss, jitter and latency). After the information is collected, 

the data is composed into a single report at the requesting node. In the topology in Figure 1, the operator 

can make a request on R1 for the loss information regarding the Cisco TelePresence System flow.  
 

There are also two methods to invoke a mediatrace: 

● Command line—executed by a user it runs a one time path discovery and collection of data and reports 

the data at the CLI. 
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● Configured—created in configuration mode and allows for periodic collection of statistics with an interval 

and a duration. Collected data is stored in a history buffer on the router for later display using the CLI. 
 

By way of example the following three sections show sample output for the three levels of information collection 

run from the command line. 

Mediatrace Poll—Hops Information 

As mentioned earlier, mediatrace can follow a particular flow’s path and gather various layers of information.  

The example in Figure 23 shows a mediatrace hops request that performs only path discovery. The mediatrace is 

initiated on router VXR-AA0310 upstream of R2, and you can see that R2 and R1 are in the media path, and also 

that the ingress and egress interfaces are on the mediatrace enabled routers. 

A network node does require minimum code levels and mediatrace capability to be enabled. When there are 

nodes in the media path that are not medianet capable or enabled the mediatrace does pass transparently 

through those nodes. In the example three mediatrace hops are reported, but analysis of the time-to-live (TTL) 

field of those hopsshows that between hop zero and hop one the TTL incremented by five. The conclusion is that 

there where four additional router hops that did not report mediatrace data. This illustrates how  end-to-end 

support for mediatrace is handled.  

The mediatrace command requires a path-specifier that identifies the source and destination IP addresses of the 

mediatrace packet. These addresses can be identical to those of a media stream of interest, can be fictional, or 

can be addresses of routers. The addresses specified must be from the two subnets between which media traffic 

is being verified for, and must be routable to and from the device where the mediatrace is run. In most instances 

the trace would be run on a router or switch which is the first hop from the media endpoint and the addresses of 

the actual endpoints would be utilized. 

In the following example since only hop information is desired, it is not necessary to specify the port information as 

no stream specific information is collected.  

Figure 23.   Mediatrace poll CLI command and output for hops information 

VXR-AA0310#mediatrace poll path-specifier source 10.1.160.3 destination 10.1.3.3 
hops   

Started the data fetch operation. 

Waiting for data from hops. 

This may take several seconds to complete... 

Data received for hop 0 

Data received for hop 1 

Data received for hop 2 

Data fetch complete. 

Results: 

Data Collection Summary: 

  Request Timestamp: 01:20:51.109 EST Wed Mar 2 2011 

  Request Status: Completed 

  Number of hops responded (includes success/error/no-record): 3 

  Number of hops with valid data report: 3 

  Number of hops with error report: 0 
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  Number of hops with no data record: 0 

Detailed Report of collected data: 

    Number of Mediatrace hops in the path: 3 

 

    Mediatrace Hop Number: 0 (host=VXR-AA0310, ttl= 255) 

      Reachability Address: 10.10.3.10 

      Ingress Interface: None 

      Egress Interface: Gi0/3 

 

    Mediatrace Hop Number: 1 (host=3845-AA0216, ttl= 250) 

      Reachability Address: 10.1.162.2 

      Ingress Interface: Fa0/0/0 

      Egress Interface: Fa0/0/1 

 

    Mediatrace Hop Number: 2 (host=1861-AA0213, ttl= 249) 

      Reachability Address: 10.1.3.130 

      Ingress Interface: Fa0/0 

      Egress Interface: Vl1000 

Mediatrace Poll—System Information 

Figure 24 provides an example in which a system poll is run. In a system poll, in addition to performing node and 

interface discovery, statistics from the interfaces are collected. Mediatrace uses SNMP internally to collect this 

information from the router, and the snmp community configuration command needs to be applied. In this 

example, you can see that 1861-AA0213 on Fa0/0 has reported some errors.  

Figure 24.   Mediatrace System Poll 

VXR-AA0310#mediatrace poll path-specifier source 10.1.160.3 destination  10.1.3.3  
system  

Started the data fetch operation. 

Waiting for data from hops. 

This may take several seconds to complete... 

Data received for hop 0 

Data received for hop 1 

Data received for hop 2 

Data fetch complete. 

Results: 

Data Collection Summary: 

  Request Timestamp: 01:26:36.107 EST Wed Mar 2 2011 

  Request Status: Completed 

  Number of hops responded (includes success/error/no-record): 3 

  Number of hops with valid data report: 3 

  Number of hops with error report: 0 

  Number of hops with no data record: 0 

Detailed Report of collected data: 

    Number of Mediatrace hops in the path: 3 
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    Mediatrace Hop Number: 0 (host=VXR-AA0310, ttl=255) 

      Metrics Collection Status: Success 

      Reachability Address: 10.10.3.10 

      Ingress Interface: None 

      Egress Interface: Gi0/3 

      Metrics Collected: 

        Collection timestamp: 01:26:36.106 EST Wed Mar 2 2011 

        Octet input at Ingress (Bytes): NOT COLLECTED            

        Octet output at Egress (MB): 1971.980163                 

        Pkts rcvd with err at Ingress (pkts): NOT COLLECTED      

        Pkts errored at Egress (pkts): 0                         

        Pkts discarded at Ingress (pkts): NOT COLLECTED          

        Pkts discarded at Egress (pkts): 0                       

        Ingress i/f speed (bps): NOT COLLECTED                   

        Egress i/f speed (mbps): 1000.000000                     

 

    Mediatrace Hop Number: 1 (host=3845-AA0216, ttl=250) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.162.2 

      Ingress Interface: Fa0/0/0 

      Egress Interface: Fa0/0/1 

      Metrics Collected: 

        Collection timestamp: 01:26:36.114 EST Wed Mar 2 2011 

        Octet input at Ingress (MB): 2725.193495                 

        Octet output at Egress (MB): 2330.624295                 

        Pkts rcvd with err at Ingress (pkts): 0                  

        Pkts errored at Egress (pkts): 0                         

        Pkts discarded at Ingress (pkts): 0                      

        Pkts discarded at Egress (pkts): 0                       

        Ingress i/f speed (kbps): 100000.000                     

        Egress i/f speed (kbps): 100000.000                      

 

    Mediatrace Hop Number: 2 (host=1861-AA0213, ttl=249) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.3.130 

      Ingress Interface: Fa0/0 

      Egress Interface: Vl1000 

      Metrics Collected: 

        Collection timestamp: 01:26:36.230 EST Wed Mar 2 2011 

        Octet input at Ingress (MB): 3712.318950                 

        Octet output at Egress (MB): 3619.292806                 

        Pkts rcvd with err at Ingress (pkts): 1407               

        Pkts errored at Egress (pkts): 0                         

        Pkts discarded at Ingress (pkts): 0                      

        Pkts discarded at Egress (pkts): 0                       

        Ingress i/f speed (kbps): 100000.000                     

        Egress i/f speed (kbps): 100000.000          
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Mediatrace Poll—Performance Monitor Information 

Mediatrace can collect additional data along the discovered path by invoking performance monitor to gather flow 

specific statistics.  

The granularity of the mediatrace poll determines the performance monitor data collected. For instance if the IP 

protocol and the layer four ports are specified, the query will be specific to a single media flow. Alternatively a less 

specific query can match multiple flowsThen the statistics for all matching flows are aggregated into the report for 

that nodeDepending on the IP protocol specified, mediatrace alters the query, For TCP flows, it requests 

information about round-trip time, for UDPRTP jitter, delay and latency are included. In the example in Figure 25, 

mediatrace utilizes a default profile that collects RTP metrics from the nodes along the path. Mediatrace presents 

a combined reports for all nodes of a path onto a single screen. Analyzing the output, you can see that no drops 

occurred through the entire path, and that jitter steadily increases along the path but overall is negligible.  

Figure 25.   Mediatrace Performance Monitor Poll Using Default RTP Profile 

VXR-AA0310#mediatrace poll path-specifier source 10.1.160.3 destination 10.1.3.3 
perf-monitor  

Started the data fetch operation. 

Waiting for data from hops. 

This may take several seconds to complete... 

Data received for hop 0 

Data received for hop 1 

Data received for hop 2 

Data fetch complete. 

Results: 

Data Collection Summary: 

  Reques Timestamp: 01:31:14.034 EST Wed Mar 2 2011 

  Request Status: Completed 

  Number of hops responded (includes success/error/no-record): 3 

  Number of hops with valid data report: 3 

  Number of hops with error report: 0 

  Number of hops with no data record: 0 

Detailed Report of collected data: 

    Number of Mediatrace hops in the path: 3 

 

    Mediatrace Hop Number: 0 (host=VXR-AA0310, ttl=255) 

      Metrics Collection Status: Success 

      Reachability Address: 10.10.3.10 

      Ingress Interface: None 

      Egress Interface: Gi0/3 

      Metrics Collected: 

        Flow Sampling Start Timestamp: 01:30:42 

        Loss of measurement confidence: FALSE                    

        Media Stop Event Occurred: FALSE                         

        IP Packet Drop Count (pkts): 0                           

        IP Byte Count (Bytes): 207684                            

        IP Packet Count (pkts): 899                              
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        IP Byte Rate (Bps): 6922                                 

        Packet Drop Reason: 0                                    

        IP DSCP: 34                                              

        IP TTL: 62                                               

        IP Protocol: 17                                          

        Media Byte Rate Average (Bps): 6323                      

        Media Byte Count (Bytes): 189704                         

        Media Packet Count (pkts): 899                           

        RTP Interarrival Jitter Average (usec): 6531             

        RTP Packets Lost (pkts): 0                               

        RTP Packets Expected (pkts): 894                         

        RTP Packet Lost Event Count: 0                           

        RTP Loss Percent (%): 0.00                               

 

    Mediatrace Hop Number: 1 (host=3845-AA0216, ttl=250) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.162.2 

      Ingress Interface: Fa0/0/0 

      Egress Interface: Fa0/0/1 

      Metrics Collected: 

        Flow Sampling Start Timestamp: 01:30:42 

        Loss of measurement confidence: FALSE                    

        Media Stop Event Occurred: FALSE                         

        IP Packet Drop Count (pkts): 0                           

        IP Byte Count (Bytes): 207398                            

        IP Packet Count (pkts): 898                              

        IP Byte Rate (Bps): 6913                                 

        Packet Drop Reason: 0                                    

        IP DSCP: 34                                              

        IP TTL: 57                                               

        IP Protocol: 17                                          

        Media Byte Rate Average (Bps): 6314                      

        Media Byte Count (Bytes): 189438                         

        Media Packet Count (pkts): 898                           

        RTP Interarrival Jitter Average (usec): 6677             

        RTP Packets Lost (pkts): 0                               

        RTP Packets Expected (pkts): 893                         

        RTP Packet Lost Event Count: 0                           

        RTP Loss Percent (%): 0.00                               

 

    Mediatrace Hop Number: 2 (host=1861-AA0213, ttl=249) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.3.130 

      Ingress Interface: Fa0/0 

      Egress Interface: Vl1000 

      Metrics Collected: 
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        Flow Sampling Start Timestamp: 01:30:42 

        Loss of measurement confidence: FALSE                    

        Media Stop Event Occurred: FALSE                         

        IP Packet Drop Count (pkts): 0                           

        IP Byte Count (Bytes): 203840                            

        IP Packet Count (pkts): 883                              

        IP Byte Rate (Bps): 6794                                 

        Packet Drop Reason: 0                                    

        IP DSCP: 34                                              

        IP TTL: 56                                               

        IP Protocol: 17                                          

        Media Byte Rate Average (Bps): 6206                      

        Media Byte Count (Bytes): 186180                         

        Media Packet Count (pkts): 883                           

        RTP Interarrival Jitter Average (usec): 6782             

        RTP Packets Lost (pkts): 0                               

        RTP Packets Expected (pkts): 876                         

        RTP Packet Lost Event Count: 0                           

        RTP Loss Percent (%): 0.00        

                               

 

The mediatrace poll exec command provides a quick way to process a one-time request. There is some flexibilty 

for the operator to select which major type of data is being requested: path discovery, interface level, or the 

preconfigured performance monitor records. However, in some cases, more control may be needed.  

The mediatrace poll exec command is a macro that dynamically creates a one-time mediatrace session that is 

discarded after the results are displayed. In the background, the poll command makes use of mediatrace profiles, 

session parameters, and path specifiers, although sometimes not directly.  

Mediatrace—Configuration Based 

Mediatrace can also be executed via a preconfigured set of parameters specified in configuration mode. The 

configuration is hierarchical and modular and Figure 26 is a graphical representation of that modular command 

structure. Once the parameters for a mediatrace are defined through profiles, session parameters and path 

specifiers, they are combined into a mediatrace session.  

The defined mediatrace session can then either be run by scheduling it in configuration mode, or can be used by a 

mediatrace poll at the CLI interface. 
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Figure 26.   Mediatrace Configuration and Execution Model 

 

 

The path specifier configures source and destination IP addresses that determine the path a mediatrace packet 

will follow and therefore the path that is discovered. Specification of layer four ports is necessary for path congruity 

with a specific flow when redundant exit paths exist at some nodes in the network; the ports are used in a 

multipath selection algorithm16 to determine which path a particular target flow follows. 

Mediatrace flow specifiers define what flows along the discovered path to include in the statistic collection. Like the 

filters in the performance monitor class maps, the flow specifier can be very specific (for example, a 5-tuple) or 

more generic (such as a DSCP classification). Because the path specifier is expressed as a flow description, by 

default the path specifier is also the flow specifier.  

Figure 27 provides examples of path and flow specifiers. 

Figure 27.   Mediatrace Path and Flow Specifiers 

mediatrace path-specifier 160.3to3.15 destination ip 10.1.3.3 

 source ip 10.1.160.3 

! 

mediatrace flow-specifier IPcamera.2.XP1 

 source-ip 10.1.1.16 source-port 5004 

 dest-ip 10.1.3.15 dest-port 2660 

 

Mediatrace profiles define what information to measure and collect from the path. Mediatrace uses two types of 

profiles: system profiles and performance monitor profiles. 

                                                 
16 Configuring a Load-Balancing Scheme for Cisco Express Forwarding Traffic (Cisco IOS and NX-OS Software)—Cisco Systems. Available at 
http://www.cisco.com/en/US/docs/ios/ipswitch/configuration/guide/cef_load_balancng.html. 

http://www.cisco.com/en/US/docs/ios/ipswitch/configuration/guide/cef_load_balancng.html
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System profiles collect information that is not flow specific. Examples of system profile data options include CPU, 

memory, and interface metrics. The mediatrace system poll command by default gathers interface statistics, as 

shown earlier in Figure 24.  

The performance monitor profile interacts with the performance monitor module in the nodes along the path. 

Mediatrace can dynamically configure a performance monitor policy to collect flow-specific statistics. Performance 

monitor profiles can describe groups of statistics based on TCP or RTP metrics. Additionally, performance monitor 

mediatrace profiles can configure the way the measurement is performed by allowing configuration of the monitor 

interval and RTP clock rate. Figure 28 shows an example of a mediatrace profile. 

Figure 28.   Mediatrace Profile 

mediatrace profile perf-monitor test 

 metric-list rtp 

  clock-rate 96 30000 

 admin-params 

  sampling-interval 10 

 

The mediatrace session-params container describes information about the mediatrace session itself. 

Configuration parameters here are related to the number of historical buckets of data to keep in memory, the 

response timeout value, etc. Figure 29 shows an example of a mediatrace session-params configuration. 

Figure 29.   A mediatrace session-params Configuration. 

mediatrace session-params cam2xp1 

 response-timeout 3 

 history data-sets-kept 10 

 

The path-specifier, session-params, and profile specifications are brought together in a mediatrace session 

configuration. These individual elements can also be invoked with the mediatrace poll command. However, if you 

need to run mediatrace operations in succession and keep a historical record, the mediatrace session is the best 

mechanism. Figure 30 shows an example of a mediatrace session. All that you need to do after running this 

command is to schedule the session (in configuration mode), by configuring the start time, recurrence, and lifetime 

(Figure 31).  

Figure 30.   Figure 30  Mediatrace Session Configuration 

mediatrace 1 

 description cam2XP1 

 path-specifier 160.3to3.15 

 session-params cam2xp1 

 profile perf-traffic test flow-specifier IPcamera.2.XP1 

 

Figure 31.   Mediatrace Session Scheduling 

mediatrace schedule 1 start-time now 
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After the mediatrace session is scheduled and the data starts arriving, the reports are available through the show 

mediatrace session data command structure. An example is shown in Figure 32. The format is the same as that 

for a mediatrace poll. Note that the first mediatrace run could not collect the performance monitor statistics 

because the monitor interval on the nodes had not completed and so the monitor was not available. The next run 

(bucket index 2) was able to collect the statistics from the nodes that are path congruent with the IP camera flow. 

The first node (VXR-AA0310) is not on the same path as the IP camera flow (originating at 10.1.1.16).  

Figure 32.   Observation on R2 (3845-AA0216) Before Impairment 

VXR-AA0310#show mediatrace session data 1 

Load for five secs: 5%/4%; one minute: 5%; five minutes: 5% 

 

Session Index: 1 

Global Session Id: 50827569 

Session Operation State: Active 

Bucket index: 1 

Data Collection Summary: 

  Request Timestamp: 02:13:16.404 EST Wed Mar 2 2011 

  Request Status: Completed 

  Number of hops responded (includes success/error/no-record): 3 

  Number of hops with valid data report: 0 

  Number of hops with error report: 0 

  Number of hops with no data record: 3 

Detailed Report of collected data: 

  Last Route Change Timestamp:  

  Route Index: 0 

    Number of Mediatrace hops in the path: 3 

 

    Mediatrace Hop Number: 0 (host=VXR-AA0310, ttl=255) 

      Metrics Collection Status: Fail (19, No statistic data available for 
reporting) 

      Reachability Address: 10.10.3.10 

      Ingress Interface: None 

      Egress Interface: Gi0/3 

      Metrics Collected: 

 

    Mediatrace Hop Number: 1 (host=3845-AA0216, ttl=250) 

      Metrics Collection Status: Fail (19, No statistic data available for 
reporting) 

      Reachability Address: 10.1.162.2 

      Ingress Interface: Fa0/0/0 

      Egress Interface: Fa0/0/1 

      Metrics Collected: 

 

    Mediatrace Hop Number: 2 (host=1861-AA0213, ttl=249) 

      Metrics Collection Status: Fail (19, No statistic data available for 
reporting) 

      Reachability Address: 10.1.3.130 
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      Ingress Interface: Fa0/0 

      Egress Interface: Vl1000 

      Metrics Collected: 

Bucket index: 2 

Data Collection Summary: 

  Request Timestamp: 02:15:16.404 EST Wed Mar 2 2011 

  Request Status: Completed 

  Number of hops responded (includes success/error/no-record): 3 

  Number of hops with valid data report: 2 

  Number of hops with error report: 0 

  Number of hops with no data record: 1 

Detailed Report of collected data: 

  Last Route Change Timestamp:  

  Route Index: 0 

    Number of Mediatrace hops in the path: 3 

           

    Mediatrace Hop Number: 0 (host=VXR-AA0310, ttl=255) 

      Metrics Collection Status: Fail (19, No statistic data available for 
reporting) 

      Reachability Address: 10.10.3.10 

      Ingress Interface: None 

      Egress Interface: Gi0/3 

      Metrics Collected: 

 

    Mediatrace Hop Number: 1 (host=3845-AA0216, ttl=250) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.162.2 

      Ingress Interface: Fa0/0/0 

      Egress Interface: Fa0/0/1 

      Metrics Collected: 

        Flow Sampling Start Timestamp: 02:14:56 

        Loss of measurement confidence: FALSE                    

        Media Stop Event Occurred: FALSE                         

        IP Packet Drop Count (pkts): 0                           

        IP Byte Count (Bytes): 46089                             

        IP Packet Count (pkts): 261                              

        IP Byte Rate (Bps): 4608                                 

        Packet Drop Reason: 0                                    

        IP DSCP: 40                                              

        IP TTL: 61                                               

        IP Protocol: 17                                          

        Media Byte Rate Average (Bps): 4086                      

        Media Byte Count (Bytes): 40869                          

        Media Packet Count (pkts): 261                           

        RTP Interarrival Jitter Average (usec): 16639            

        RTP Packets Lost (pkts): 0                               

        RTP Packets Expected (pkts): 261                         
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        RTP Packet Lost Event Count: 0                           

        RTP Loss Percent (%): 0.00                               

 

    Mediatrace Hop Number: 2 (host=1861-AA0213, ttl=249) 

      Metrics Collection Status: Success 

      Reachability Address: 10.1.3.130 

      Ingress Interface: Fa0/0 

      Egress Interface: Vl1000 

      Metrics Collected: 

        Flow Sampling Start Timestamp: 02:14:56 

        Loss of measurement confidence: FALSE                    

        Media Stop Event Occurred: FALSE                         

        IP Packet Drop Count (pkts): 0                           

        IP Byte Count (Bytes): 46089                             

        IP Packet Count (pkts): 261                              

        IP Byte Rate (Bps): 4608                                 

        Packet Drop Reason: 0                                    

        IP DSCP: 40                                              

        IP TTL: 60                                               

        IP Protocol: 17                                          

        Media Byte Rate Average (Bps): 4086                      

        Media Byte Count (Bytes): 40869                          

        Media Packet Count (pkts): 261                           

        RTP Interarrival Jitter Average (usec): 16577            

        RTP Packets Lost (pkts): 0                               

        RTP Packets Expected (pkts): 261                         

        RTP Packet Lost Event Count: 0                           

        RTP Loss Percent (%): 0.00                               

 

Conclusion 

The medianet media monitoring solution is composed of the performance monitor, mediatrace, and Cisco IOS 

IPSLA-VO features.  

The performance monitor can inspect user audio, video, and data traffic and provide validation and the generation 

of performance baselines if no problems are detected. In the event of network or application problems, the 

performance monitor can gauge the performance of the network and raise application-specific alerts as necessary; 

it can also provide fault isolation for accelerated problem assignment and resolution. Mediatrace is a diagnostic 

tool that can follow the path of a flow and present a single unified report of the experience of the flow as it 

traverses the network.  

Mediatrace traces the path instead of requiring the network operator to move from router to router.  

Cisco IOS IPSLA-VO (not detailed in this document) allows stress testing of the network through the injection and 

measurement of simulated application traffic. This type of testing can be helpful in pre deployment scenarios, and 

it can also help troubleshoot after an application has been deployed.  



 

 
© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 32 of 51 

These features provide enhanced confidence to the application and network operator in deploying and 

accelerating interactive media applications.  

For More Information 

For more information about medianet and enterprise medianet solutions, please visit: 

● http://www.cisco.com/go/medianet 
 

For performance monitor and mediatrace command and configuration guides, please visit: 

● http://www.cisco.com/en/US/docs/ios/media_monitoring/command/reference/mm_book.html 

● http://www.cisco.com/en/US/docs/ios/media_monitoring/configuration/guide/15_1m_and_t/mm_15_1m_an

d_t.html 
 

Appendix A: Initial Configuration 

Figure 33 shows the 1861-AA0213 initial configuration, and Figure 34 shows the 3845-AA0216 initial 

configuration. 

Figure 33.   1861-AA0213 Initial Configuration 

1861-AA0213#sh run 

Building configuration... 

 

 

Current configuration : 6044 bytes 

! 

! Last configuration change at 14:17:01 EST Sat Jun 5 2010 by aa 

! NVRAM config last updated at 19:46:53 EST Thu Jun 3 2010 by aa 

! 

version 15.1 

service timestamps debug datetime msec localtime 

service timestamps log datetime msec localtime 

no service password-encryption 

! 

hostname 1861-AA0213 

! 

boot-start-marker 

boot system flash flash:c1861-adventerprisek9-mz.151-1.16.PI14 

boot-end-marker 

! 

! 

logging buffered 4096 

logging console informational 

enable password lab 

! 

aaa new-model 

! 

http://www.cisco.com/go/medianet
http://www.cisco.com/en/US/docs/ios/media_monitoring/command/reference/mm_book.html
http://www.cisco.com/en/US/docs/ios/media_monitoring/configuration/guide/15_1m_and_t/mm_15_1m_and_t.html
http://www.cisco.com/en/US/docs/ios/media_monitoring/configuration/guide/15_1m_and_t/mm_15_1m_and_t.html
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! 

aaa authentication login default group tacacs+ line 

aaa authentication enable default group tacacs+ enable 

aaa authorization console 

aaa authorization exec default group tacacs+ if-authenticated  

aaa authorization commands 1 default group tacacs+ if-authenticated  

aaa authorization commands 15 default group tacacs+ if-authenticated  

aaa authorization configuration default group tacacs+  

aaa accounting commands 15 default 

 action-type stop-only 

 group tacacs+ 

! 

! 

! 

! 

! 

! 

aaa session-id common 

! 

clock timezone EST -5 0 

clock summer-time EST recurring 

mmi polling-interval 60 

no mmi auto-configure 

no mmi pvc 

mmi snmp-timeout 180 

crypto pki token default removal timeout 0 

! 

! 

dot11 syslog 

no ip source-route 

ip cef 

! 

! 

! 

! 

ip dhcp pool site-1000-vlan-1000 

   network 10.1.3.0 255.255.255.128 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-cts1k-1 

   host 10.1.3.5 255.255.255.128 

   hardware-address 001d.a238.a680 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  
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   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-7970-cts1k-1 

   host 10.1.3.4 255.255.255.128 

   client-identifier 0100.2290.5983.a4 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool ipc-zz0140 

   host 10.1.3.7 255.255.255.128 

   client-identifier 0100.1de5.ea78.08 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-7961-zz0103-1 

   host 10.1.3.6 255.255.255.128 

   client-identifier 0100.235e.18ee.3c 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool medianet-tme-aakhter-2 

   host 10.1.3.8 255.255.255.128 

   client-identifier 0100.1125.ce94.f3 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-7985-zz0103-1 

   host 10.1.3.9 255.255.255.128 

   client-identifier 0100.5060.03aa.87 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-7942-zz0103-1 

   host 10.1.3.10 255.255.255.128 

   client-identifier 0100.1d45.2d54.e8 

   default-router 10.1.3.1  
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   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

   class class-default 

! 

ip dhcp pool medianet-tme-aakhter-3 

   host 10.1.3.3 255.255.255.128 

   client-identifier 0100.016c.c9eb.48 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

ip dhcp pool s1000-7961-zz0 

   client-identifier 0100.1d45.2d54.e8 

   default-router 10.1.3.1  

   dns-server 10.1.160.6  

   domain-name medianet.cisco.com 

   option 150 ip 10.1.1.18  

! 

! 

ip dhcp class class-default 

! 

no ip domain lookup 

no ipv6 cef 

! 

multilink bundle-name authenticated 

! 

! 

! 

! 

! 

! 

! 

! 

! 

! 

! 

voice-card 0 

! 

! 

! 

license udi pid C1861-SRST-C-F/K9 sn FHK115028GK 

archive 

 log config 

  hidekeys 

username lab password 0 lab 
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! 

! 

ip ftp username anonymous 

ip ftp password nobody@cisco.com 

!  

! 

! 

! 

! 

! 

! 

! 

interface Loopback0 

 ip address 10.10.2.13 255.255.255.255 

 ip ospf 1 area 0 

! 

interface FastEthernet0/0 

 description GSR46-AA0402::Fas 0/2/1/3 

 ip address 10.1.3.130 255.255.255.128 

 ip ospf 1 area 0 

 load-interval 30 

 speed 100 

 full-duplex 

! 

interface Integrated-Service-Engine0/0 

 no ip address 

 shutdown 

! 

interface FastEthernet0/1/0 

 description MANSW-AA0299::Fas 0/16 

 switchport access vlan 10 

! 

interface FastEthernet0/1/1 

 description DATSW-AA0498::Gig 1/28 

 switchport access vlan 1000 

 spanning-tree portfast 

! 

interface FastEthernet0/1/2 

! 

interface FastEthernet0/1/3 

 description to TC 1/9 

 switchport access vlan 1000 

 spanning-tree portfast 

! 

interface FastEthernet0/1/4 

! 

interface FastEthernet0/1/5 
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! 

interface FastEthernet0/1/6 

! 

interface FastEthernet0/1/7 

 description to DATSW-AA0298 Gig 1/3 

 switchport access vlan 1000 

 spanning-tree portfast 

! 

interface FastEthernet0/1/8 

! 

interface Vlan10 

 description MANSW-AA0299::Fas 0/16 

 ip address 10.27.2.13 255.255.0.0 

 ip flow ingress 

 ntp broadcast client 

! 

interface Vlan1000 

 description Site-1000 

 ip address 10.1.3.1 255.255.255.128 

 ip ospf 1 area 0 

! 

router ospf 1 

! 

ip forward-protocol nd 

no ip http server 

no ip http secure-server 

! 

! 

! 

logging esm config 

logging 10.27.0.1 

access-list 99 permit 10.1.3.15 

! 

! 

! 

! 

snmp-server community public RO 

snmp-server community private RW 

snmp-server ifindex persist 

snmp-server enable traps flowmon 

! 

tacacs-server host 10.27.150.201 key none 

! 

! 

control-plane 

! 

! 
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voice-port 0/0/0 

! 

voice-port 0/0/1 

! 

voice-port 0/0/2 

! 

voice-port 0/0/3 

! 

voice-port 0/1/0 

! 

voice-port 0/1/1 

! 

voice-port 0/1/2 

! 

voice-port 0/1/3 

! 

voice-port 0/4/0 

 auto-cut-through 

 signal immediate 

 input gain auto-control 

 description Music On Hold Port 

! 

! 

mgcp fax t38 ecm 

! 

! 

! 

! 

banner exec ^C^[]0;ROUTER^C 

! 

line con 0 

 exec-timeout 0 0 

 password lab 

 no modem enable 

line aux 0 

line 2 

 no activation-character 

 no exec 

 transport preferred none 

 transport input all 

 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 

line vty 0 10 

 exec-timeout 0 0 

 password lab 

 logging synchronous 

 transport preferred none 

 transport input all 
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 exec prompt timestamp 

! 

exception data-corruption buffer truncate 

end 

 

Figure 34.   3845-AA0216 Initial Configuration 

version 15.1 

service timestamps debug datetime msec localtime 

service timestamps log datetime msec localtime 

no service password-encryption 

! 

hostname 3845-AA0216 

! 

boot-start-marker 

boot system flash  

boot system flash:c3845-adventerprisek9-mz.151-3.T.bin 

boot-end-marker 

! 

! 

logging buffered 50000 

no logging console 

enable password lab 

! 

aaa new-model 

! 

! 

aaa authentication login default group tacacs+ line 

aaa authentication enable default group tacacs+ enable 

aaa authorization console 

aaa authorization config-commands 

aaa authorization exec default group tacacs+ if-authenticated  

aaa authorization commands 1 default group tacacs+ if-authenticated  

aaa authorization commands 15 default group tacacs+ if-authenticated  

aaa accounting commands 15 default stop-only group tacacs+ 

! 

! 

! 

! 

! 

aaa session-id common 

! 

clock timezone EST -5 0 

clock summer-time EST recurring 

! 

dot11 syslog 

! 
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flow record discovery 

 match ipv4 dscp 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 match interface input 

 collect ipv4 source mask 

 collect ipv4 destination mask 

 collect transport tcp flags 

 collect interface output 

 collect counter bytes 

 collect counter packets 

 collect timestamp sys-uptime first 

 collect timestamp sys-uptime last 

 collect application name 

! 

! 

flow record type performance-monitor rtp-w-mask 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 match transport rtp ssrc 

 collect routing forwarding-status 

 collect ipv4 dscp 

 collect ipv4 ttl 

 collect ipv4 source mask 

 collect ipv4 destination mask 

 collect transport packets expected counter 

 collect transport packets lost counter 

 collect transport packets lost rate 

 collect transport event packet-loss counter 

 collect transport rtp jitter mean 

 collect transport rtp jitter minimum 

 collect transport rtp jitter maximum 

 collect interface input 

 collect interface output 

 collect counter bytes 

 collect counter packets 

 collect counter bytes rate 

 collect counter packets dropped 

 collect timestamp interval 

 collect application media bytes counter 

 collect application media bytes rate 
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 collect application media packets counter 

 collect application media packets rate 

 collect application media event 

 collect monitor event 

! 

! 

flow record type performance-monitor tcp-w-mask 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 collect routing forwarding-status 

 collect ipv4 dscp 

 collect ipv4 ttl 

 collect ipv4 source mask 

 collect ipv4 destination mask 

 collect transport round-trip-time 

 collect transport event packet-loss counter 

 collect interface input 

 collect interface output 

 collect counter bytes 

 collect counter packets 

 collect counter bytes rate 

 collect counter packets dropped 

 collect timestamp interval 

 collect application media bytes counter 

 collect application media packets rate 

 collect application media event 

 collect monitor event 

! 

! 

flow record type performance-monitor media-rate-mask 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 collect routing forwarding-status 

 collect ipv4 dscp 

 collect ipv4 ttl 

 collect ipv4 source mask 

 collect ipv4 destination mask 

 collect interface input 

 collect interface output 

 collect counter bytes 

 collect counter packets 
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 collect counter bytes rate 

 collect counter packets dropped 

 collect timestamp interval 

 collect application media packets rate variation 

 collect application media event 

 collect monitor event 

! 

! 

flow record type performance-monitor media-rate 

 match ipv4 protocol 

 match ipv4 source address 

 match ipv4 destination address 

 match transport source-port 

 match transport destination-port 

 collect routing forwarding-status 

 collect ipv4 dscp 

 collect ipv4 ttl 

 collect interface input 

 collect interface output 

 collect counter bytes 

 collect counter packets 

 collect counter bytes rate 

 collect counter packets dropped 

 collect timestamp interval 

 collect application media packets rate variation 

 collect application media event 

 collect monitor event 

! 

! 

flow exporter ecmd-rtp-1-capture 

 destination 10.27.0.2 

 transport udp 2055 

 template data timeout 10 

 option interface-table 

 option application-table 

! 

! 

flow monitor discovery 

 record discovery 

 exporter ecmd-rtp-1-capture 

 cache timeout active 60 

! 

ip source-route 

! 

ip cef 

! 

! 
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! 

! 

no ip domain lookup 

ip multicast-routing  

no ipv6 cef 

! 

! 

license udi pid CISCO3845-MB sn FOC12223L8D 

archive 

 log config 

  hidekeys 

! 

redundancy 

! 

! 

ip ftp username anonymous 

ip ftp password nobody@cisco.com 

! 

class-map match-all iptv-mpeg-ts 

 match access-group name iptv 

class-map match-all IPVS-traffic-rtp 

 match access-group name fromIPVScamera 

 match access-group name udp 

class-map match-all telepresence-CS4 

 match  dscp cs4  

class-map match-all DSCP-CS5 

 match  dscp cs5  

class-map match-all IPTV 

 match access-group name iptv 

class-map match-all voip-dpi 

 match protocol rtp audio  

class-map match-all telepresence-dpi 

 match protocol telepresence-media 

class-map match-all voice-EF 

 match  dscp ef  

class-map match-all IPVS-traffic 

 match access-group name fromIPVScamera 

class-map match-all IPVS-traffic-http 

 match access-group name fromIPVScamera 

 match access-group name tcp 

class-map match-all video-conf-AF41 

 match  dscp af41  

class-map match-all SAP-HTTP 

 match access-group name web-app 

! 

! 

policy-map type performance-monitor all-apps-w-mask 
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 class telepresence-CS4 

   flow monitor inline 

    record rtp-w-mask 

    exporter ecmd-rtp-1-capture 

   monitor metric rtp 

    clock-rate 96 48000 

    clock-rate 112 90000 

 class IPVS-traffic-rtp 

   flow monitor inline 

    record rtp-w-mask 

    exporter ecmd-rtp-1-capture 

   monitor metric rtp 

    clock-rate 96 30000 

 class voice-EF 

   flow monitor inline 

    record rtp-w-mask 

    exporter ecmd-rtp-1-capture 

 class IPVS-traffic-http 

   flow monitor inline 

    record tcp-w-mask 

    exporter ecmd-rtp-1-capture 

 class video-conf-AF41 

   flow monitor inline 

    record rtp-w-mask 

    exporter ecmd-rtp-1-capture 

 class SAP-HTTP 

   flow monitor inline 

    record tcp-w-mask 

    exporter ecmd-rtp-1-capture 

 class IPTV 

   flow monitor inline 

    record media-rate-mask 

    exporter ecmd-rtp-1-capture 

policy-map type performance-monitor all-apps 

 class telepresence-CS4 

   flow monitor inline 

    record default-rtp 

    exporter ecmd-rtp-1-capture 

   monitor metric rtp 

    clock-rate 96 48000 

    clock-rate 112 90000 

 class IPVS-traffic-rtp 

   flow monitor inline 

    record default-rtp 

    exporter ecmd-rtp-1-capture 

   monitor metric rtp 

    clock-rate 96 30000 
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 class voice-EF 

   flow monitor inline 

    record default-rtp 

    exporter ecmd-rtp-1-capture 

 class IPVS-traffic-http 

   flow monitor inline 

    record default-tcp 

    exporter ecmd-rtp-1-capture 

 class video-conf-AF41 

   flow monitor inline 

    record default-rtp 

    exporter ecmd-rtp-1-capture 

 class SAP-HTTP 

   flow monitor inline 

    record default-tcp 

    exporter ecmd-rtp-1-capture 

 class IPTV 

   flow monitor inline 

    record media-rate 

    exporter ecmd-rtp-1-capture 

! 

!  

! 

! 

! 

! 

! 

! 

! 

interface Loopback0 

 ip address 10.10.2.16 255.255.255.255 

 ip ospf 1 area 0 

! 

interface GigabitEthernet0/0 

 description to MANSW-0299 Fa0/10 

 ip address 10.27.2.16 255.255.0.0 

 duplex auto 

 speed auto 

 media-type rj45 

 ntp broadcast client 

! 

interface GigabitEthernet0/1 

 description to DATSW-AA0298 1/34 

 ip address 10.1.163.1 255.255.255.0 

 ip nbar protocol-discovery 

 ip flow monitor discovery input 

 ip pim sparse-dense-mode 
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 ip ospf 1 area 0 

 duplex auto 

 speed auto 

 media-type rj45 

 service-policy type performance-monitor input all-apps-w-mask 

! 

interface FastEthernet0/0/0 

 description to DATSW-AA0298::Gig 1/44 (GSR46-AA0402 Fa0/2/1/3) 

 ip address 10.1.162.2 255.255.255.0 

 ip nbar protocol-discovery 

 ip flow monitor discovery input 

 ip pim sparse-dense-mode 

 load-interval 30 

 duplex auto 

 speed auto 

 service-policy type performance-monitor input all-apps-w-mask 

! 

interface FastEthernet0/0/1 

 description DATSW-AA0298::Gig 1/43 

 ip address 10.1.3.129 255.255.255.192 

 ip nbar protocol-discovery 

 ip flow monitor discovery input 

 ip pim sparse-dense-mode 

 ip ospf 1 area 0 

 duplex auto 

 speed auto 

 service-policy type performance-monitor input all-apps-w-mask 

! 

interface GigabitEthernet2/0 

 description to 3845-AA0216-SW Gig 1/0/2 

 ip address 10.1.3.193 255.255.255.192 

 ip flow monitor discovery input 

 ip pim sparse-dense-mode 

 ip ospf 1 area 0 

 load-interval 30 

 service-policy type performance-monitor input all-apps-w-mask 

! 

router ospf 1 

 redistribute bgp 5003 subnets 

! 

router bgp 5003 

 bgp log-neighbor-changes 

 network 10.1.3.0 mask 255.255.255.0 

 network 10.1.162.0 mask 255.255.255.0 

 network 10.10.2.13 mask 255.255.255.255 

 redistribute ospf 1 

 neighbor 10.1.162.1 remote-as 101 
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 no auto-summary 

! 

ip forward-protocol nd 

ip http server 

ip http authentication local 

no ip http secure-server 

ip http timeout-policy idle 60 life 86400 requests 10000 

! 

ip flow-top-talkers 

 top 200 

 sort-by bytes 

! 

ip pim ssm default 

! 

ip access-list extended fromIPVScamera 

 permit ip host 10.1.1.16 any 

 permit ip any host 10.1.1.16 

ip access-list extended iptv 

 permit udp host 10.1.180.5 232.0.0.0 0.255.255.255 

ip access-list extended tcp 

 permit tcp any any 

ip access-list extended udp 

 permit udp any any 

ip access-list extended web-app 

 permit tcp any host 10.1.1.10 eq www 

 permit tcp host 10.1.1.10 eq www any 

! 

ip sla responder 

logging esm config 

logging 10.27.0.1 

access-list 1 permit any 

! 

! 

! 

! 

snmp-server community public RO 

snmp-server community private RW 

snmp-server ifindex persist 

! 

tacacs-server host 10.27.150.201 key none 

! 

! 

control-plane 

! 

mediatrace responder 

mediatrace initiator source-ip 10.10.2.16 

! 
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! 

! 

mgcp profile default 

! 

! 

! 

! 

! 

banner exec ^C^[]0;3845-AA0216^C 

! 

line con 0 

 exec-timeout 0 0 

 password lab 

line aux 0 

line 130 

 no activation-character 

 no exec 

 transport preferred none 

 transport input all 

 transport output pad telnet rlogin lapb-ta mop udptn v120 

line vty 0 4 

 exec-timeout 0 0 

 exec prompt timestamp 

 transport preferred none 

 transport input all 

line vty 5 10 

 exec-timeout 0 0 

 exec prompt timestamp 

 transport preferred none 

 transport input all 

end 

Appendix X: Application Traffic Generation 
Application Server Client Notes 

Video Surveillance 
RTP 

Video Camera @ 

10.1.1.16 

mn-site1000 @ 
172.18.134.237 / 10.1.3.15 

"C:\Program Files\VideoLAN\VLC\vlc.exe" —novideo —
noaudio 
rtsp://admin:Cisco123@10.1.1.16:554/mpg4video.mp4 

Video Surveillance 
HTTP 

 mn-site1000 @ 
172.18.134.237 / 10.1.3.15 

 

CTS CTS CTS-A @ 10.1.3.5 CTS-B 10.1.160.19 CUCM 10.1.1.18 

Video Phone (9971) 9917960 1016 May need to start-stop video initially 

Soft phone Video to 
CP-7985 

89917950 1014 @ XP host 10.1.3.3  

Web Traffic ecmd-rtp-1 @ 10.1.1.10 XP host mn-site1000 @ 
10.1.3.15 

Script on mn-site1000: download-ecmd-rtp-1 

IPTV Ecmd-rtp-1 @ 
10.1.180.5 

XP host mn-site1000 @ 
10.1.3.15 

"C:\Program Files\VideoLAN\VLC\vlc.exe" —novideo —
noaudio udp://10.1.180.5@232.1.1.1:1234 
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Multicast commands: 

RP/0/0/CPU0:GSR46-AA0402#show mrib vrf A ipv4 route 

GSR46-AA0401#show ip mroute vrf A 

RP/0/0/CPU0:GSR46-AA0402#show pim vrf A neighbor 
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