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Solution Overview

Network Virtualization for the Campus

Whatever their size or security needs, enterprises today can enjoy the benefits of a virtualized campus network with many
closed user groups, all on a single physical network.

SUMMARY

As the demands placed on campus networks have groeamplexity, so has the need for scalable sohstito separate groups of network users
and resources into logical partitions. Virtualipatiof the network provides multiple solutions fentralizing services and security policies while
preserving the high-availability, manageabilitycséty, and scalability benefits of the existingrgaus design. To be effective, these solutions
must address the three primary aspects of netwidtkalization: access control, path isolation, aedvices edge. Implementing these solutions
enables network virtualization to coalesce with@isco SystenisService-Oriented Network Architecture (SONA), dieg a solid framework

for enterprises to migrate to an Intelligent Infation Network.

Utilizing NAC and the IEEE 802.1x protocol, a SOMAatwork delivers identity services, which providgimal access control. After users gain
access to the network, three solutions for patlatiem—generic route encapsulation (GRE) tunnelsiudl Route Forwarding (VRF)-lite, and
Multiprotocol Label Switching (MPLS) VPNs—presenretbenefits of today’s campus design while intraggithe capability of separating the
network into secure, virtual networks by overlaypaytitioning mechanisms onto the existing LAN. $&solutions address the problems
associated with deploying services and securiticigsl in a distributed manner. Finally, the cerizeglon of shared services and security policy
enforcement dramatically reduces the capital aretaijpnal expenses of maintaining different growgegurity policies and services within a
campus. This centralization also enables consig@ity enforcement throughout the campus.

CHALLENGE

Design recommendations for campus networks hakedbhan elegant way of partitioning network trafficorovide secure, independent
environments for closed user groups (Table 1). Alner of factors promote the need to create closedgroups, including the following
examples:

» Varying levels of access privilegeswithin an enterprise: Almost every enterprise needs solutions for grantiifferent levels of access to
customers, vendors, and partners as well as emgdayethe campus LAN.

« Regulatory compliance: Some businesses are required by laws or rulesptrate segments of a larger organization. For pbanm a financial
company, banking needs to remain separate frormgad

* Network simplification for very large enterprises: In the case of very large campus networks sucirpsrts, hospitals, or universities, the
need for security between different groups or depamts has in the past required the building andagement of separate physical networks,
an undertaking that is costly and difficult to mgea

« Network consolidation: In mergers and acquisitions, there is often a neéstegrate the acquired company’s network exjpmdily.

« Outsourcing: As outsourcing and offshoring proliferate, subcactiors must demonstrate absolute isolation ofinédion between clients.
This is especially critical when a contractor seegi competing companies.

« Enterprisesproviding network services: Retail chains support kiosks for other companielmtarnet access for patrons; similarly, airports
serving multiple airlines and retailers can usagle network for both isolated and shared services
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Table 1.  Application Examples of Network Segmentation in Individual Verticals

Vertical Examples of Cases for Network Virtualization

Manufacturing Production plants (robots, automation of production environment, and so on), administration, sales, video surveillance.
Finance Trading floors, administration, mergers.

Government Shared buildings and facilities supporting different departments. In some countries the law mandates separate

networks between such departments.

Healthcare General trend toward hotel service with medical treatment. Separation among medical staff, magnetic resonance
imaging (MRI) and other technical equipment, Internet access for patients, media services such as radio and
television for patients.

Commercial Real Estate:  Some resources are shared among groups. Multiple companies on the same campus where different buildings belong
Multibusiness Campus to different groups, but all rely on the same core and Internet access. Building automation is administered by the
owner and spans across all buildings.

Retail Kiosks, public wireless LAN (PWLAN) in branches, RF identification, WLAN devices (for example, older WLAN
barcode readers that do not support any WLAN security).

Education Separation among students, professors, administrators, and external research groups. Alternatively, individual
departments that spread across multiple buildings might require access to their respective server areas. Some
resources (Internet, e-mail, and news, for example) might be shared or accessed through a services zone. Building
automation, too, must be separated.

Campus LAN Evolution

Network virtualization—giving multiple groups accegeshe same physical network while keeping thegiclally separate to a degree that they
have no visibility into other groups—is a requiremnérat has challenged network managers for mangsy&athe 1990s, Layer 2 switching was
the defining characteristic of campus LANs, andual LANs (VLANS) were the standard for dividingeth AN into separate workgroups within
a common infrastructure. The solution was effectind secure, but it did not scale well, nor wasagy to manage as these campus LANs grew.

The introduction of Layer 3 switching in the coredaistribution layers helped reduce the scalgbitierformance, and troubleshooting drawbacks
associated with the VLAN-based approach. Layer 8eth@ampus networks built over the past severasyeave proven to be scalable and robust
and offer high performance. But when it comes tiwnek partitioning and closed user groups, the lk&/eampus approach has fundamental flaws,
and the workarounds have significant limitationddikg closed user groups in this scenario has nshttihg cost and complexity.

THE SOLUTION: NETWORK VIRTUALIZATION

A scalable solution is needed for keeping groupssefs totally separate and centralizing servinessacurity policies while preserving the high-
availability, security, and scalability benefitstbe campus design. To address this solution, ¢heark design needs to effectively solve the
following challenges:

« Accesscontrol: Help ensure legitimate users and devices are nimed, classified, and authorized entry to thesigreed portions of the network.
« Path isolation: Help ensure that the substantiated user or dévitepped to the correct secure set of availakleurees—effectively, the

right VPN.
« Servicesedge: Help ensure that the right services are accessilitee legitimate set or sets of users and dewvieitls centralized

policy enforcement.
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The Cisc6 solution calls for network virtualization, whiclar be achieved in several ways. Virtualization edbgies enable a single physical
device or resource to act like it is multiple plogiversions of itself and be shared across thearkt Network virtualization is a crucial element

of the Cisco SONA framework. Cisco SONA uses viiazion technologies to increase use of netwolk®skts such as servers and storage-area
networks (SANs). For example, one physical firewalh be configured to perform as multiple virtuedwalls, helping enterprises optimize
resources and security investments. Other virtatiin strategies include centralized policy managr@rioad balancing, and dynamic allocation.
Virtualization enhances agility and improves netwefficiency, reducing both capital and operatioegbenses.

Access Control: Authentication and Access-Layer Security

Security at the access layer is vital for protegtime campus LAN from external threats. Cisco netwirtualization solutions are complemented by
features that mitigate threats before they carr éhégecampus. One such technology is IEEE 802.1clhwis the standard for port authentication.
802.1X forms a solid linkage between users and #wsociated VPNs, preventing unauthorized straiyitggoff-limits resources. Another
complementary technology is Cisco Network Admisstamtrol (NAC). NAC's job is to mitigate threatstat edge and remove harmful traffic
before it reaches the distribution or core layBiSC helps ensure that users do not expose the amfrastructure to any viruses, worms, or

other threats.

Path Isolation: Layer 3 VPNs
To address network virtualization for the campusgc@ offers three solutions that are well suitetiyfiical campus network designs and use a mix
of Layer 2 and Layer 3 technologies:

¢ GRE tunnels
* VRF-lite
¢ MPLS VPNs

GRE Tunnels

GRE tunnels present a fairly simple but effectippraach to creating closed user groups on the camgtwork. GRE tunnels are ideally suited
as an enterprise solution for hosting “guest” asceferein companies can provide access to thableternet for onsite guests or visitors, while
preventing those users from accessing internaliress. In Figure 1, GRE tunnels are used in contibimavith the Cisco VRF-lite feature to create
a simple, easy-to-administer solution for gueseasc
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Figure 1. GRE Tunnels Used with VRF-lite
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Rather than extending a VLAN across the netwonrtawide guest access, guest traffic is isolateal oique VRF at each distribution layer switch.
The traffic is then transported across the corjeot&N through the GRE tunnel to a central devicghsas an Internet edge router.

The advantages to this solution include:

« Can span over a typical multilayer campus netwotkrieed for campuswide VLANS).

* Guest user traffic is isolated from the rest of ¢cbgporate LAN traffic.

« The point of ingress for all guest traffic is caized, making security and quality-of-service (QpS8licies easier to administer.
« Can even be extended over the WAN to branches.

One consideration regarding GRE tunnels as a soltidir closed user groups is that the tunnels tebras are intense to configure and manage,
for which reason the solution is not advisablenfrmre than one or two tunnels. This type of netwartualization is suitable where hub-and-spoke
topologies are required.
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VRF-lite
VRF-lite, a Cisco feature that also goes by theegemame of Multi-VRF Customer Edge, provides latson for campus separation by enabling
a single routing device to support multiple virtoaliters. VRF-lite is effectively a lightweight won of MPLS.

With VRF-lite, network managers enjoy the flexityilof using any IP address space for any given \febiardless of whether it overlaps or
conflicts with other VPNs’ address space. Thisifiéity is beneficial in many scenarios. For examphihen the networks of acquired companies
are merged into a shared LAN, the acquired netwarkbe incorporated into the infrastructure agparsge VPN, with little or no interruption to
regular business processes on the network.

VRF-lite can be used as an end-to-end solutioshaw/n in Figure 2, or in conjunction with anothelusion for closed user groups, as discussed
in the next section. In general, VRF-lite is a msealable solution than GRE tunnels, but it is kagted for networks with four or five segments.
It requires manual reconfiguration for every aduitiwhich makes it fairly labor-intensive as a solo.

Figure 2. VRF as an End-to-End Solution
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MPLS VPNs
Another way to partition a campus network for ctbsser groups is MPLS-based Layer 3 VPNSs. Like @Riels and VRF-lite, MPLS VPNs
provide a secure and dependable way to form Idgisaparated networks on a common physical infuagdre.

Although service providers have made use of MPIcBrielogy for several years, it has not been widelyloyed in enterprise networks because
of the lack of support for MPLS on LAN switches.tBhanging business requirements and, in respoeseproduct availability are helping
MPLS emerge as a vital technology in the campusstfucture. With the introduction of MPLS VPN sopion the Cisco Catalys6500 Series,
MPLS technology became available at an affordabtepoint for many large enterprises.

MPLS VPNs offer all the benefits of the other sos discussed in this document (Figure 3). In toidi any MPLS VPN can be configured to
connect users and resources at any location indtveork, without performance or network design comnpises. Accordingly, MPLS VPNs are

the most scalable of the three Cisco solutionséwork infrastructure virtualization. No manuateafiguration is needed when groups are added
or changed, another factor that adds to its saladiiure and helps keep operating expenses low.

When VLANSs are used at the network edge and Layé@PRs in the routed portion of the campus, alllikaefits of a hierarchical campus
deployment are preserved, while the solution agdsend-to-end scalable segmentation and centralemdity and services in the campus
LAN. Flexibility of network addressing is anothezrefit of MPLS VPNSs, as with VRF-lite.
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Figure 3. MPLS VPNs for Any-to-Any Connectivity
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Unified Access for Flexibility

The three Cisco solutions for network virtualizatio the campus do not limit users to any spetyfie of access. Although they work within a
single physical network infrastructure, these sohg can easily accommodate mobile users. Whelleesdlution in use is based on GRE tunnels,
VRF-lite, or MPLS VPNSs, users can be tied transpyeo their closed user groups from wherever thaye network access.

Virtualized Services

Virtualized network services, a crucial elemen€Cifco network infrastructure virtualization solut®and SONA, can help enterprises achieve
efficiencies that can reduce the number of deviegaired on their networks. Cisco solutions fomwek virtualization enable centralized
services, including:

« Centralized appliances, such as firewalls and sidrudetection systems (IDSs)
¢ Security policy enforcement

 Traffic monitoring, accounting, and billing

Shared Internet and WAN access

Shared data centers
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This centralization greatly simplifies and streregth security enforcement. By helping ensure aaipgint of access for each VPN, centralized
appliances for firewalling and intrusion detectian be shared by many VPNs. A wealth of other sesvihat are common to the different VPNs
can also be shared, and doing so can significaetlyce the capital and operational expenses ofgingvthese services.

VPNSs enable the centralization of security captddj which is important, because the enforcemésécurity policies at a central location

simplifies management and lowers operational o\athk also allows the sharing of security applemsuch as the Cisco Firewall Service Module
for Cisco Catalyst 6500 Series Switches, whichNvaware and can provide hundreds of virtual filess@ncurrently on a single appliance. With
VPN-aware virtual firewalls, each group can enfdtsewn policies on individual virtual firewallg/hile the enterprise owns and maintains a single
firewall appliance—lowering total cost of ownership.

CONCLUSION

In today’s evolved networking environments, typicaimpus network designs use a mix of switching ¢r&) technologies at the network edge
(access) and routing (Layer 3) technologies ah#teork core (distribution and core layers). Tmetwork virtualization can be achieved at the
network access layer (Layer 2) by means of VLANS anthe network core (Layer 3) by using GRE tusnéRF-lite, and MPLS-based Layer 3
VPNSs to partition the routed domain and thus aahimsalable end-to-end virtualization.

With Cisco network virtualization solutions for thampus (Figure 4), enterprises can deploy multijmsed user groups on a single physical
infrastructure, while maintaining high standardsefurity, scalability, manageability, and availi&pthroughout the campus LAN. In light of their
virtualized nature and their enablement of certealiservices, these solutions form a crucial el¢mwkethe Cisco SONA framework. A wide range
of Cisco Catalyst switches enable enterprisesatiapt this framework to use more of their netwagets with greater efficiency, allowing them
to realize cost savings even as requirements facels systems, services, and applications grow.

Figure 4. Complete Network Virtualization Solution
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