cisco EMC’ ORACLE e

Oracle E-Business Suite R12 on Cisco UCS with
EMC VNX 5500

Contents

[ e e Lo TUT o3 A Lo} o WO T TP TP PR P R PP PURPPRTTOTRTNE 3
(=T Vo LT 8] 1T o IR o] 14 O 1Y oo I PR PPRPRN 3
INTrOAUCING CISCO UCS ... ittt ettt e e oot e e e e e et etaae e s e s sa e b e et eeeeeessstbaeeaaeeessastbaeeaaeeessntbanaaaaeaans 3
OVEIVIEW OF CISCO UCS ...ttt b b et b et e bt e e b e e s bt et e e s b e s et e e sbe s et e nree s 4
CiSCO NEXUS B54BUP SWILCH ...ccuviiiiiiiiii ettt sne e 10
EMC VNX UNified StOrage SYSTEIM ..ottt s ettt e e e e e et e e e e e e e s s b e et e e e e e s satbaeeeeeeessantraaeeaens 11
WHY UNITIEd INTraStIUCTUIE? ...uiiiiii ettt et e e e e e et e e e e e e aa e b e et aaeeeasastbaetaeeeeesntbaneeaeeeans 13

(@2 VAT A o) IR (g L=R Yo 1 (V) Ao o F RS
Oracle E-Business Suite R12 on Cisco UCS 2.1 and EMC VNX 5500

Configuring Cisco Unified Computing System for Oracle E-BUSINeSS SUite......ccccceiviiiiiieiieeiiiiiiiience e 15

Configuring FabriC INTEICONNECES .........uiiiiiiii ettt ettt ekt e e st e e enbb e e e st e e e s anaeeean
(o] a1 T[0T aTo IS T=T V=] gl = o USRI
Configuring SAN and LAN on UCS Manager.......................
Configure Ethernet Port Channels...........ccccccoiiiiiiiiiieniis
Preparatory Steps Before Creating Service Templates.......
Create Service Profile Template: Database.............c...........
Create Service Profile Template: AppS......ccccevvveeeiiiiniennnnnn.
Create Service Profiles from Service Profile Templates

Setting UP EMC VINX SEOTAGE ..eeeiiriieiitiiieiiieee ittt e ettt e sttt ssse e e sk e e e e asne e e e s s ee e e s e e e aanne e e e snnneeeannreeennee
Hardware Storage Processors Configuration

Configure SAN Zoning on Nexus 5548UP SWItCHES .........ccviiiiiiiii e 37
1o @ o F= Vg o Y 7o g 11 o OO UPUPPRRT 37
Setting Up VPC on the NeXus 5548UP SWILCHES ........uuiiiiiiiiiiiie et 39

Configure the VINX 5500 FOF NFS ..ottt e e e e sttt e e e e e s st b et e e e e e s saatbeseaeaeesaasbereeeeeesaansnnres 41
Create a Storage POl fOr NFS (RAID /L) ...etiiiiiiiiiiiie ettt e et e et e et e e e nnaee e 44
ASSIGN HOSE IDS 10 the LUNS ...ttt ettt e e oo ettt e e e e e e e ekttt e e e e e e e antaeeeeaeeeaannnnenaaaaaaaanne a7
Create APPS FIlE SYSTEIMIS ...ttt e e ettt e e e bt e e ek bt e e e as et e e eabe e e e s bb e e e aanbee e e 49
CrEALE NS EX P OIS ..o 51

Install Operating System, Additional RPMs, and Prepare the System for the Oracle Database and
P oY el Lot U A o] g Y= G T=T oYL= PSPPSR

Prepare to INStall the BOOT LUNS ...ttt ettt e e e e e e ettt e e e e e e e nbbareeeeaeaanseneeaaaeaaannes
Configure StOrage BOOT LUNS ........iiiiiiiiiiiiiee ettt e et e e bt e e e as bt e e eabe e e e st e e e e anbeeean
Install Oracle LINUX 5.8 frOM IMEGE ....eeiiiiiiiiiiiei ettt e e e ettt e e e e e e e nbaa e e e e e e e anneneeaaaeaaannes
Configure PowerPath...........ccccovieiiiiiiennnn.
Configuring the Boot LUN...........ccccoeiviiinnnee.
Reconfigure Zoning and Boot Policies...........
Miscellaneous Post-Installation Steps............
Configure Oracle ASM on Database Server

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 1 of 93



Configure ASM LUNS @nd Create DiISKS .......ciiiiiiiiiiii e ettt e e ettt e e e e e s ettt e e e e e s e et et e e e s e asstaeeaeeesaanssaeaaeeeas 66
Installing the Operating System on Oracle AppliCation-TIEr SEIVEIS .........uuiiiiieiiiiiiiee e eeeea e 67
Rapid INstall 0f Oracle APPS RL2 ...ttt et e s e e e e s e e e s tre e e e e e e nnnees 67
INVOKING RAPIA INSTALL ...ttt et e e e e e ettt e e e e e e m bttt e e e e e s e nebereeeeeeaasbsneeaaaaeaaann 69
MoVINg the DAtabase FIlES 10 ASM.......ciii ittt e e e et e e e e e e s e ettt e e e e e e s s et bt e e e e e e s sessrsaeaeeeeaanes 76
Sanity Tests 0N Oracle APPICALIONS ........ ittt e e e ettt e e e e e e e ettt e e e e e e e anseeeeeaaeeaannneneaaaaeas 77
Adding Another Web/Apps Node t0 the INfraStrUCIUE. ........coiiiiiiiiic e e e 79
Configure @ Load BalAQNCEI .......c..uiiiiieie ettt ettt e e e e et e e e e e e st b e et e eee e s s stbebeeeaeesaatbabaeeeeesaansnnaes 81
Configure a Hardware LOAM BalANCET........c.cciiiiuiiiiiiee e ettt e e st e e e e e e e e et e e e e e e e e sbt b e e e e e e s e snsaaeaaeeeas 81
Run Autoconfig After Configuring the Load BalanCer ..........cooi i 81
RS = 1L =Y W o IO o ] 4 o B 02 o PP RUT 82
Using Cisco UCS Service Profiles for Failover to a Spare Blade.........ccoocviiiiiieee e 82
Performance and DeSTIUCTIVE TOSES ... . i ittt et e e e e e st e et e e e e e s antbeeeaaaeasantbeeeeaaeesaannnnneaaens 85
P EITOIMMANCE TESES ..ottt ettt e oottt e e e e ettt e e e e e e e ntbe et e e e e e e e e nsbeeeeeae e e e nsaseeaaeeeaannnsneeaaeaaaaanns 85
Details ColleCted frOM TOOIS ... ..cccuiiiiiiiiie ettt ettt e e 85
DESIIUCTIVE TESES . eeitee ittt ettt e ettt e e oottt e e e oottt e e e e e e a e te et e e e e e e e mnbeee e e e e e e e e s bbeseeeeeeaansbeseeaeeeeaannssneaaaaaaaaanns 87
Y o] 1= Yo 1 G OSSPSR
Appendix A: CiSCO UCS SerVIiCe Profil@S .... ... ittt e et e e e e e e e e e e e aannes
Appendix B: Nexus 5548UP ZONING DELAIIS ......ccieiiiiiiiiiitie ettt e e e ettt e e e e e st e e e e e e s enaaraaaaeeeaanes
Appendix C: Cisco ACE Configuration...........
Appendix D: ASM parameters .........cccccceeeeeeinne

Appendix E: Database Instance Parameters
Appendix F: Oracle Apps Context File Parameters

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 2 of 93



Introduction

This document describes how the Cisco Unified Computing System™ (Cisco UCS®) can be used in conjunction
with EMC VNX unified storage systems to implement an Oracle E-Business Suite solution. Cisco UCS provides
the compute, network, and storage access components of the cluster, deployed as a single, cohesive system. The
document also showcases the boot-over-SAN capabilities of Cisco UCS that reduce the mean time to recover
from hardware failures with little or no interruption to the Oracle E-Business system, depending on the topology.
The result is an implementation that addresses many of the challenges that mission-critical environments in data
centers face today, including the need for a simplified deployment and operational model, high performance with
flexibility, and lower total cost of ownership (TCO).

Leadership from Cisco

Cisco is the undisputed leader in providing network connectivity in enterprise data centers. With the introduction of
the Cisco Unified Computing System, Cisco is how equipped to provide the entire clustered infrastructure for
Oracle Database, E-business Suite, fusion middleware, and several other Oracle software products. Cisco UCS
provides compute, network, virtualization, and storage access resources that are centrally controlled and
managed as a single, cohesive system. With the capability to centrally manage both blade and rack-mount
servers, Cisco UCS provides an ideal foundation for Oracle deployments.

Target Audience

This document is intended to assist solution architects, system and storage administrators, database
administrators, sales engineers, field engineers, and consultants in the planning, design, deployment, and
migration of Oracle E-Business systems to Cisco UCS servers. It assumes that the reader has an architectural
understanding of Cisco UCS servers, Oracle E-Business Suite, and storage and networking concepts.

Purpose

The purpose of this document is to demonstrate best practices in setting up Oracle E-Business Suite R12 with
multiple application and web servers using shared APPL_TOP concepts and database software. While the paper
focuses mainly on multiple web servers and SAN boot capabilities to achieve stateless computing, it can be further
extended as needed by deploying Oracle RAC and Ebusiness Suite R12 configurations to further reduce any
single point of failure in the system.

Configuration

All components in an Oracle E-Business Suite implementation must work together flawlessly, and Cisco has
worked closely with EMC and Oracle to create, test, and certify a configuration of Oracle E-Business Suite on the
Cisco UCS. This paper provides an implementation of Oracle Database consistent with industry best practices.
For back-end SAN storage, the environment included an EMC VNX storage system. Also, VNX capabilities were
harnessed to use NFS in a multitier Oracle applications install.

Introducing Cisco UCS

Cisco UCS addresses many of the challenges faced by database administrators and their IT departments, making
it an ideal platform for Oracle Real Application Clusters (RAC) implementations.

Comprehensive Management

The system uses an embedded, end-to-end management system that uses a high-availability active-standby
configuration. Cisco UCS Manager uses role and policy-based management that allows IT departments to
continue to use subject-matter experts to define server, network, and storage access policy. After a server and its
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identity, firmware, configuration, and connectivity are defined, the server, or a number of servers like it, can be
deployed in minutes, rather than the hours or days that it typically takes to move a server from the loading dock to
production use. This capability relieves database administrators from tedious, manual assembly of individual
components and makes scaling an Oracle RAC configuration a straightforward process.

Radical Simplification

Cisco UCS represents a radical simplification compared to the way servers and networks are deployed today.
It reduces network access-layer fragmentation by eliminating switching inside the blade server chassis. It
integrates compute resources on a unified I/O fabric that supports standard IP protocols as well as Fibre
Channel through Fibre Channel over Ethernet (FCoE) encapsulation. The system eliminates the limitations of
fixed I/O configurations with an I/O architecture that can be changed through software on a per-server basis to
provide needed connectivity using a just-in-time deployment model. The result of this radical simplification is
fewer switches, cables, adapters, and management points, helping reduce cost, complexity, power needs,
and cooling overhead.

High Performance

The system's blade servers are based on the Intel® Xeon® 5670 and 7500 series processors. These processors
adapt performance to application demands, increasing the clock rate on specific processor cores as workload and
thermal conditions permit. The system is integrated within a 10 Gigabit Ethernet-based unified fabric that delivers
the throughput and low-latency characteristics heeded to support the demands of the cluster's public network,
storage traffic, and high-volume cluster messaging traffic.

Overview of Cisco UCS

Cisco UCS unites computing, networking, storage access, and virtualization resources into a single, cohesive

system. When used as the foundation for Oracle Database and E-Business Suite software, the system brings

lower total cost of ownership (TCO), greater performance, improved scalability, increased business agility, and
Cisco’s hallmark investment protection.

The system represents a major evolutionary step away from the current traditional platforms in which individual
components must be configured, provisioned, and assembled to form a solution. Instead, the system is designed
to be stateless. It is installed and wired once, with its entire configuration—from RAID controller settings and
firmware revisions to network configurations—determined in software using integrated, embedded management.

The system brings together server resources powered by Intel Xeon processors on a 10-Gbps unified fabric

that carries all IP networking and storage traffic, eliminating the need to configure multiple parallel IP and storage
networks at the rack level. It uses dramatically fewer components compared to other implementations, reducing
TCO, simplifying and accelerating deployment, and reducing the complexity that can be a source of errors

and downtime.

Cisco UCS is designed to be form-factor neutral. The core of the system is a pair of fabric interconnects that link
all the computing resources together and integrate all system components into a single point of management.
Today, blade server chassis are integrated into the system through fabric extenders that bring the system’s 10-
Gbps unified fabric to each chassis.
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The FCoE protocol collapses Ethernet-based networks and storage networks into a single common network
infrastructure, thus reducing capital expenditures (CapEXx) by eliminating redundant switches, cables, networking
cards, and adapters, and reducing operating expenses (OpEXx) by simplifying administration of these networks
(Figure 1). Other benefits include:

e |/O and server virtualization
e Transparent scaling of all types of content, either block or file based

o Simpler and more homogeneous infrastructure to manage, enabling data center consolidation

Fabric Interconnects

The Cisco® fabric interconnect is a core part of Cisco UCS, providing both network connectivity and management
capabilities for the system. It offers line-rate, low-latency, lossless 10 Gigabit Ethernet, FCoE, and Fibre

Channel functions.

The fabric interconnect provides the management and communication backbone for the Cisco UCS B-Series
Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all blades, attached
to the fabric interconnect become part of a single, highly available management domain. In addition, by supporting
unified fabric, the fabric interconnect supports both LAN and SAN connectivity for all blades within their domain.
The fabric interconnect supports multiple traffic classes over a lossless Ethernet fabric from a blade server through
an interconnect. Significant TCO savings come from an FCoE-optimized server design in which network interface
cards (NICs), host bus adapters (HBAs), cables, and switches can be consolidated.

The Cisco UCS 6120XP 20-Port Fabric Interconnect provides low-latency, lossless, 10-Gbps unified fabric
connectivity for the cluster. The interconnect provides connectivity to blade server chassis and the enterprise
IP network.

Fabric Extenders

The Cisco fabric extenders multiplex and forward all traffic from blade servers in a chassis to a parent Cisco UCS
fabric interconnect from 10-Gbps unified fabric links. All traffic, even traffic between blades on the same chassis,
is forwarded to the parent interconnect, where network profiles are managed efficiently and effectively by the fabric
interconnect. At the core of the Cisco UCS fabric extender are application-specific integrated circuit (ASIC)
processors developed by Cisco that multiplex all traffic.

The Cisco UCS 2104XP Fabric Extender brings the unified fabric into each blade server chassis. The fabric
extender is configured and managed by the fabric interconnects, eliminating the complexity of blade-server-
resident switches. Two fabric extenders are configured in each of the cluster's two blade server chassis.

Each fabric extender on either side of the chassis is connected through 10 Gigabit Ethernet links to the fabric
interconnects and offers:

e Connection of the Cisco UCS blade chassis to the fabric interconnect

e Four 10 Gigabit Ethernet, FCoE-capable SFP+ ports

¢ Built-in chassis management function to manage the chassis environment (the power supply and fans as
well as the blades) along with the fabric interconnect, eliminating the need for separate chassis
management modules

¢ Full management by Cisco UCS Manager through the fabric interconnect
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e Support for up to two fabric extenders, enabling increased capacity as well as redundancy

e Up to 160 Gbps of bandwidth per chassis

Blade Chassis
The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of Cisco UCS, delivering a scalable
and flexible blade server chassis.

Cisco UCS Manager

Cisco UCS Manager provides unified, embedded management of all software and hardware components of Cisco
UCS across multiple chassis, rack-mount servers, and thousands of virtual machines. It manages Cisco UCS as a
single entity through an intuitive GUI, a command-line interface (CLI), or an XML API for comprehensive access to
all Cisco UCS Manager functions.

Cisco UCS Virtual Interface Card 1280

Cisco UCS Virtual Interface Card (VIC) 1280 is the second generation of mezzanine adapters from Cisco. The VIC
1280 supports up to 256 PCle devices and up to 80 Gbps of throughput. Compared with its earlier generation of
Palo adapters, it has double the capacity in throughput and PCle devices and is compatible with many OS and
storage vendors. Cisco VIC 1280 card was used in the database server B440-M2.

Cisco UCS Virtual Interface Card 1240

Based on second-generation Cisco VIC technology, the VIC 1240 is a modular LAN on motherboard (LOM) that is
designed specifically for the M3 generation of Cisco UCS B-Series Servers. The Cisco UCS VIC 1240 offers
industry leading performance, flexibility, and manageability. The VIC 1240 is capable of aggregate 8 x 10 Gbps
speed to the half-width blade slot when used with the Port Expander Card. Without the Port Expander Card, the
VIC 1240 enables four ports of 10 Gbps network 1/O to each half-width blade server. Cisco VIC 1240 card was
used in the Oracle Ebusiness Suite Server B200-M3.

Cisco UCS B440 M2 High-Performance Blade Servers

The Cisco UCS B440 M2 High-Performance Blade Servers are full-slot, 4-socket, high-performance blade servers
offering the performance and reliability of the Intel Xeon processor E7-4800 product family and up to 512 GB of
memory. The Cisco UCS B440 supports four Small Form Factor (SFF) SAS and SSD drives and two converged
network adapter (CNA) mezzanine slots up to 80 Gbps of I/O throughput. The Cisco UCS B440 blade server
extends Cisco UCS by offering increased levels of performance, scalability, and reliability for mission-

critical workloads.

The Cisco UCS components are shown in Figure 1.
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Figure 1.  Cisco UCS Components
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Service Profiles: Cisco Unified Computing System Foundation Technology

Cisco UCS resources are abstract in the sense that their identity, 1/O configuration, MAC addresses and worldwide
names (WWNSs), firmware versions, BIOS boot order, and network attributes (including quality-of-service [Q0S]
settings, pin groups, and threshold policies) are all programmable using a just-in-time deployment model. The
manager stores this identity, connectivity, and configuration information in service profiles that reside on the Cisco
UCS 6100 or 6200 Series Fabric Interconnects. A service profile can be applied to any blade server to provision it
with the characteristics required to support a specific software stack. Service profiles allow server and network
definitions to move within the management domain, enabling flexibility in the use of system resources. Service
profile templates allow different classes of resources to be defined and applied to a number of resources, each
with its own unique identities assigned from predetermined pools.

Service Profile Description, Overview, and Elements

Service Profile Description

Conceptually, a service profile is an extension of the virtual machine abstraction applied to physical servers. The
definition has been expanded to include elements of the environment that span the entire data center,
encapsulating the server identity (LAN and SAN addressing, I/O configurations, firmware versions, boot order,
network VLAN physical port, and quality-of-service [QoS] policies) in logical service profiles that can be
dynamically created and associated with any physical server in the system within minutes rather than hours or
days. The association of service profiles with physical servers is performed as a simple, single operation. It
enables migration of identities between servers in the environment without requiring any physical configuration
changes and facilitates rapid bare-metal provisioning of replacements for failed servers. Service profiles also
include operational policy information, such as information about firmware versions.

This highly dynamic environment can be adapted to meet rapidly changing needs in today’s data centers with just-
in-time deployment of new computing resources and reliable movement of traditional and virtual workloads. Data
center administrators can now focus on addressing business policies and data access on the basis of application
and service requirements, rather than physical server connectivity and configurations. In addition, using service
profiles, Cisco UCS Manager provides logical grouping capabilities for both physical servers and service profiles
and their associated templates. This pooling or grouping, combined with fine-grained role-based access, allows
businesses to treat a farm of compute blades as a flexible resource pool that can be reallocated in real time to
meet their changing needs, while maintaining any organizational overlay on the environment that they want.

Service Profile Overview

A service profile typically includes four types of information:

e Server definition: Defines the resources (for example, a specific server or a blade inserted into a specific
chassis) that are required to apply to the profile.

o ldentity information: Includes the universally unique identifier (UUID), MAC address for each virtual NIC
(VNIC), and WWN specifications for each HBA.

¢ Firmware revision specifications: Used when a certain tested firmware revision is required to be installed
or if a specific firmware is used for some other reason.

o Connectivity definition: Used to configure network adapters, fabric extenders, and parent interconnects;

however, this information is abstract, as it does not include the details of how each network component
is configured.
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A service profile is created by the UCS server administrator. This service profile uses configuration policies that
were created by the server, network, and storage administrators. Server administrators can also create a service
profile template, which can later be used to create service profiles in an easier way. A service template can be
derived from a service profile, with server and 1/O interface identity information abstracted. Instead of specifying
exact UUID, MAC address, and WWN values, a service template specifies where to get these values. For
example, a service profile template might specify the standard network connectivity for a web server and the pool
from which its interface's MAC addresses can be obtained. Service profile templates can be used to provision
many servers with the same simplicity as creating a single one.

Service Profile Elements

In summary, service profiles represent all the attributes of a logical server in the Cisco UCS data model. These
attributes have been abstracted from the underlying attributes of the physical hardware and physical connectivity.
Using logical servers that are disassociated from the physical hardware removes many limiting constraints
involving how servers are provisioned. Using logical servers also makes it easy to repurpose physical servers for
different applications and services.

Understanding Service Profile Template

A lot of time can be lost between the point when a physical server is in place and when that server begins hosting
applications and meeting business needs. Much of this lost time is due to delays in cabling, connecting,
configuring, and preparing the data center infrastructure for a new physical server. In addition, provisioning a
physical server requires a large amount of manual work that must be performed individually on each server. In
contrast, the Cisco UCS Manager uses service profile templates to significantly simplify logical (virtual) server
provisioning and activation. The templates also allow standard configurations to be applied to multiple logical
servers automatically, which reduces provisioning time to just a few minutes.

Logical server profiles can be created individually or as a template. Creating a service profile template allows
rapid server instantiation and provisioning of multiple servers. The Cisco UCS data model (with pools, policies,
and isolation security methods) also creates higher-level abstractions such as vNICs and virtual HBAs (VHBAS).
Ultimately, these service profiles are independent of the underlying physical hardware. One important aspect of
the Cisco UCS data model is that it is highly referential. This means you can easily reuse and refer to previously
defined objects and elements in a profile without having to repeatedly redefine their common attributes

and properties.

The Cisco system used in the setup is based on Cisco UCS B-Series blade servers; however, the breadth of
Cisco's server and network product line suggests that similar product combinations will meet the same
requirements. It was built from the following hierarchy of components.

e The Cisco UCS 6120XP Fabric Interconnect provides low-latency, lossless, 10-Gbps unified fabric
connectivity for the cluster. The fabric interconnect provides connectivity to blade server chassis and the
enterprise IP network. Two fabric interconnects are configured in the cluster and providing the capability to
securely takeover the other in the event of a failure.

e The Cisco UCS 2104XP Fabric Extender brings the unified fabric into each blade server chassis. The fabric
extender is configured and managed by the fabric interconnects, eliminating the complexity of blade-
server-resident switches. Two fabric extenders are configured in each of the cluster's two blade server
chassis.
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The Cisco UCS 5108 Blade Server Chassis houses the fabric extenders, up to four power supplies, and up
to four full-width blade servers. As part of the system’s radical simplification, the blade server chassis is
also managed by the fabric interconnects, eliminating another point of management.

The blade server form factor supports a range of mezzanine-format Cisco UCS network adapters, including
a 40 Gigabit MLOM adapter designed for efficiency and performance, the Cisco UCS VIC 1240, designed
to deliver outstanding performance and full compatibility with existing Ethernet and Fibre Channel
environments. These adapters present both an Ethernet NIC and a Fibre Channel HBA to the host
operating system. They make the existence of the unified fabric transparent to the operating system,
passing traffic from both the NIC and the HBA on to the unified fabric. The database server B440-M2 had
two Cisco UCS VIC 1280s per blade that provided 80 Gbps of performance per blade server.

Cisco Nexus 5548UP Switch

Figure 2.  Cisco Nexus 5548UP Switch

The Cisco Nexus® 5548UP Switch (Figure 2) delivers innovative architectural flexibility, infrastructure simplicity,
and business agility, with support for networking standards. For traditional, virtualized, unified, and high-
performance computing (HPC) environments, it offers a long list of IT and business advantages, including:

Architectural Flexibility

Includes unified ports that support traditional Ethernet, Fibre Channel, and FCoE
Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

Supports secure encryption and authentication between two network devices, based on Cisco TrustSec®
IEEE 802.1AE

Offers converged fabric extensibility, based on emerging standard IEEE 802.1BR, with the fabric extender
(FEX) technology portfolio, including:

o Cisco Nexus 2000 Series FEX
o Cisco Adapter FEX
o Cisco VM-FEX

Infrastructure Simplicity

Provides a common high-density, high-performance, data center-class, fixed-form-factor platform
Consolidates LAN and storage

Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
Supports storage traffic, including iSCSI, NAS, Fibre Channel, etc.

Reduces management points with FEX technology
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Business Agility
e Enables diverse data center deployments on one platform
e Provides rapid migration and transition for traditional and evolving technologies

o Offers performance and scalability to meet growing business needs

Specifications at a Glance
¢ A 1RU, 1/10 Gigabit Ethernet switch

o 32 fixed unified ports on base chassis and one expansion slot, totaling 48 ports

e The slot can support any of the three modules: unified ports, 1/2/4/8 native Fibre Channel, and Ethernet
or FCoE

e Throughput of up to 960 Gbps

EMC VNX Unified Storage System

The EMC VNX Series Unified Storage Systems (Figure 3) deliver uncompromising scalability and flexibility for the
midtier while providing market-leading simplicity and efficiency to reduce TCO.

Based on the powerful family of Intel Xeon 5600 processors, the EMC VNX Series implements a modular
architecture that integrates hardware components for block, file, and object with concurrent support for native
NAS, iSCSi, Fibre Channel, and FCoE protocols. The unified configuration includes the following rack-
mounted enclosures:

o Disk processor enclosure (holds disk drives) or storage processor enclosure (requires disk drive tray) plus
standby power system to deliver block protocols.
e One or more data mover enclosures to deliver file protocols (required for file and unified configurations)

e Control station (required for file and unified configurations)

A robust platform designed to deliver five-9s availability, the EMC VNX Series enables organizations to
dynamically grow, share, and cost-effectively manage multiprotocol file systems and multiprotocol block storage
access. The EMC VNX Series has been expressly designed to take advantage of the latest innovation in flash
drive technology, increasing the storage system's performance and efficiency while reducing the cost per GB.

Finally, Cisco and EMC are collaborating on solutions and services to help build, deploy, and manage IT
infrastructures that adapt to changing needs. Industry-leading EMC information infrastructure and intelligent Cisco
networking products, including Cisco UCS, will reduce the complexity of data centers.

Together, EMC and Cisco provide comprehensive solutions that can benefit customers now and in the
future, including:

e High-performance storage and SANSs that reduce TCO
o Disaster recovery to protect data and improve compliance

« Combined computing, storage, networking, and virtualization technologies
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Using EMC software creates additional benefits, which can be derived when using products such as:

e FAST Cache: Dynamically absorbs unpredicted spikes in system workloads.

e Fully Automated Storage Tiering for Virtual Pools (FAST VP): Tiers data from high-performance to
high-capacity drives in 1-GB increments, resulting in overall lower costs, regardless of application type or
data age.

e FAST Suite: Automatically optimizes for the highest system performance and the lowest storage cost

simultaneously (includes FAST VP and FAST Cache). For additional information, see
www.emc.com/collateral/hardware/white-papers/h8242-deploying-oracle-vnx-wp.pdf.

¢ EMC PowerPath: Provides automated data path management and load-balancing capabilities for
heterogeneous server, network, and storage deployed in physical and virtual environments. For additional
information, see www.emc.com/collateral/software/data-sheet/|751-powerpath-ve-multipathing-ds.pdf.

e EMC Unisphere: Delivers simplified management via a single management framework for all NAS, SAN,
and replication needs. For additional information, see www.emc.com/collateral/software/data-sheet/h7303-

unisphere-ds.pdf.

For additional information on the EMC VNX Series, visit www.emc.com/storage/vnx/vnx-series.htm.

For additional detail regarding the EMC VNX Series Software Suites and the resulting value in performance,
protection, and TCO, see www.emc.com/collateral/software/data-sheet/h8509-vnx-software-suites-ds.pdf.

Figure 3. EMC VNX Storage Systems

VNX Family

To learn more about the features available in the VNX product line that enable value in your Oracle deployment
environment, see www.emc.com/collateral/hardware/data-sheets/h8520-vnx-family-ds.pdf.
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Why Unified Infrastructure?

Today, most organizations have to run parallel network infrastructures for their LANs and SANSs, with separate
switches and separate HBAs. For Fibre Channel SANs, one or more HBAs must be purchased for each server,
which adds considerably to equipment costs. For mission-critical applications (and often others), most
organizations provide redundant connectivity, increasing costs even more. With Fibre Channel SANs, separate
networks must be operated for the LAN and SAN environments, as shown in Figure 4.

Figure 4.  Separate LAN and SAN Networks, Requiring a Dedicated Fibre Channel Infrastructure

LAN SAN

Fibre Channel

LAN Switch Switeh

Servers

These separate networks involve added expense due to requirements such as increased number of network
interfaces, additional cabling and switch ports, and more complex support needs. Another factor in the increased
number of network adapters is server virtualization. Server virtualization, such as that provided by VMware,
requires multiple adapters to carry traffic for LAN, SAN, hypervisor management, and virtual infrastructure
services.

As the environment grows over time, those expenses become even greater. Currently, the server environment and
the server access layer of the network are particular areas of focus. Because of the scale of the server
environment, with hundreds or even thousands of servers, small changes can have significant effects. Cisco
Nexus 5000 Series Switches are the devices in the Cisco data center switch portfolio that deliver on the promise of
a unified fabric for the data center. This unified fabric will have the operational characteristics to concurrently
handle LAN, SAN, and server clustering traffic. In addition, the Cisco Nexus 5000 Series has a cut-through design
architecture that can deliver a consistent port-to-port latency of 3.2 microseconds, independent of the packet size.
The Cisco Nexus 5000 Series' high-performance, line-rate 10 Gigabit Ethernet throughput, combined with its low
latency, enable an outstanding efficiency and performance for storage networks. Low latency and low jitter are
essential requirements for the high-performance computing applications that the Cisco Nexus 5000 Series
consolidates over the same unified fabric.
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Overview of the Solution

At a high level, the solution consists of Cisco UCS B440 M2 blade for the database, while a multinode setup was
used for the Web Apps and Concurrent Manager servers using shared APPL_TOP. Cisco Nexus 5000 Series
Switches carried the Ethernet and Fibre Channel traffic to the load balancer and the EMC VNX storage (Figure 5).

Figure 5.  Solution Overview

Computing

Unified Storage

Oracle E-Business Suite is installed as a multi-node environment. This consists of three application-tier nodes and
a node for the database tier. A spare node was kept ready to simulate failovers and using service profiles. The
application tier is installed using Oracle shared APPL_TOP. The shared APPL_TOP file systems are created on
NFS shared folders on the VNX unified storage array, and shared folders are accessed over IP. The load-
balancing feature is provided by Cisco Application Control Engine (ACE) load balancer. The database is Oracle
11gR2 implemented on Fibre Channel SAN to Automatic Storage Management (ASM) disk groups created on the
storage. All files, such as data files, control files, and online redo log files, are deployed on the ASM disk groups.
This is a typical configuration that can be deployed in a customer’s environment, and the use cases, best
practices, and setup recommendations are described in subsequent sections of this document. In addition to the
above, Enterprise Manager (EM) Grid Control 12c was installed on one of the blades to monitor the database and
application tier nodes. R12 Apps Plugin for EM 12c was installed on this blade, and the application and database
nodes were discovered in EM Grid Control.
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Oracle E-Business Suite R12 on Cisco UCS 2.1 and EMC VNX 5500

Figure 6 depicts the deployment architecture.

Figure 6.  Oracle E-Business Suite Deployment Architecture
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Configuring Cisco Unified Computing System for Oracle E-Business Suite

Detailed information about configuring the Cisco UCS system is available at
www.cisco.com/en/US/products/ps10281/products_installation _and configuration _guides_list.html.

It is beyond the scope of this document to cover all of these. However, we have included as much information
as possible.

Configuring Fabric Interconnects
Cisco UCS 6120XP 20-Port Fabric Interconnects are configured for redundancy. This provides resiliency in case
of failures.

The first step is to establish connectivity between the blades and fabric interconnects. As shown in Figure 6 four 8-
Gb links were used from each chassis. Each of the I/O modules is connected to either of the fabric interconnects,
providing failover capabilities. These take care of both IOM and fabric failures. Configurations may vary,
depending on the distribution of the database and middle-tier servers across the chassis. For simplicity, the
database server B440 M2 and EM servers were hosted on one chassis, while the Web Apps and Concurrent
Manager servers were on another.
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Configuring Server Ports
Figure 7 shows a screen shot with the configuration of the server ports.

Figure 7. How the Server Ports Are Configured
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Configuring SAN and LAN on UCS Manager
On the SAN tab, create and configure the VSANS to be used for database as shown in Figures 8, 9, and 10. In our
setup, we used VSAN 101.
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Figure 8.  The SAN Tab
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Figure 9.  Properties for VSAN 101
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Figure 10. Displaying the VSANs
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Configure the LAN

On the LAN tab, create VLANS that will be used later for virtual NICs, for public network communication and also
with storage (Figures 11 and 12). You can also set up MAC address pools for assignment to vNICS. For this
setup, we used VLAN 135 for public interfaces and VLAN 20 for E-Business Suite storage traffic. It is also very
important that you create both VLANSs as global across both fabric interconnects. That way, VLAN identity is
maintained across the fabric interconnects in case of failover.
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Figure 11. The LAN Tab
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Configure Ethernet Port Channels

To configure the port channels, log in to Cisco UCS Manager, display the LAN tab, and filter on LAN Cloud. Select
Fabric A, right-click Port Channels, and create a port channel. In the current setup, ports 17 and 18 on Fabric A
were selected to be configured as port channel 10.

Similarly, ports 17 and 18 on Fabric B with port channel 11 (Figures 13 through 16).
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Figure 13. Configuring the Port Channel for Fabric A
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Figure 15. Port Channels on Fabric A
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Figure 16. Port Channels on Fabric B
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The next step is to set up a virtual port channel (vPC) on the Cisco Nexus 5000 Series. This is covered in a
later section.

Preparatory Steps Before Creating Service Templates

First create the UUID, IP, MAC, worldwide node name (WWNN) and worldwide port name (WWPN) pools and
keep them handy in case they are not pre-created. If pre-created, make sure you have enough of them free
and unallocated.

UUID Pool
Click the Servers tab, and filter on Pools. Expand the UUID suffix pools and create a new pool (Figure 17).

Figure 17. Creating a New UUID Suffix Pool

A Cisco Unified Computing System Manager - OracleApps

(TR, A © @ 8inew -| [ ootions | @ @ | M Ferci Acivties | @ew i
12

>> &paoks & root » B ULID Suffix Pocls » 258 Pool OrafppsLUID 143 Pool OranppsULID,
Erueit _ LAN, | AN | 81 [ Admin

2 18 8

5
0000-000000000001 - 0000-00)
default

IP and MAC Pools
Click the LAN tab, filter on Pools, and create IP and MAC pools (Figure 18).

Figure 18. Creating a MAC Pool
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The IP pools will be used for console management, while the MAC addresses are for the vNICs being carved
out later.

WWNN and WWPN pools
Click the SAN tab, filter on Pools, and create the pools as shown in Figure 19.

Figure 19. WWNN and WWPN Pools
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Configure vNIC Templates

Click the LAN tab, filter on Policies, and select vNIC Templates (Figure 20). Two templates are created, one for
the public network and one for the storage network.
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Figure 20. Configuring the vNIC Templates
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The vNIC template for storage was configured with 9000 MTU.

Create HBA Templates

Click the SAN tab, filter on Policies, right-click vHBA Templates, and create a template (Figures 21 through 23).
The HBA templates will be used only for the Oracle Database server, in our case Cisco UCS B440 M2.

Figure 21. Creating the HBA Templates
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Figure 22. Properties for the vHBA_A Template
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Figure 23. Properties for the VHBA_B Template
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Once the above preparatory steps are complete, you can create a service template from which the service profiles
can be easily created.

Create Service Profile Template: Database

Create a service profile template before forking service profiles to be allocated to the servers later. Click the
Servers tab in Cisco UCS Manager, filter on Service Profile Templates, and select Create Service Profile Template
(Figure 24).
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Figure 24. Creating a Service Profile Template
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Figure 25. Identifying the Database Service Profile Template
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Enter the name, pick up the default UUID created earlier, and move on to the next screen (Figure 25).

On the Networking page, create vNICs for the public network and associate them with the VLAN policies
created earlier.
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Select Expert mode, and click Add in the section that specifies one or more vNICs that the server should use to
connect to the LAN (Figures 26 through 28).

Figure 26. Adding a vNIC
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Figure 27. The Create vNIC Page
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Figure 28. After Adding the vNIC
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On the Storage page, as you did for the vNICs, select Expert mode in the adapter, choose the WWNN pool
created earlier, and click the Add button to create vHBAs (Figures 29 and 30). We selected the following four
VHBAS:

Create VHBAL using template VHBA_A.

Create VHBAZ2 using template vHBA_B.

Create VHBAS using template VHBA_A.

Create VHBA4 using template vHBA_B.
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Figure 29. Adding a vHBA
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Skip the Zoning section and go to vNIC/vHBA Placement.

While you can leave this to the system defaults, you can also specify the vNIC and vHBA placement manually, as
shown in Figure 31.

Figure 31. Specifying VNIC and vHBA Placement

Unified Computing System Manager

Create Service Frofile Template YN]GW;HBQ .P;__HCE‘mEIlf
Specify how vNICs and vHEAS are placed on physical netwark adapt

 Identify Service Profile

Template

 Wetworking

Storage

¥ zoning

 ¥NIC/¥HBA Placement Ject Placement
Server Boot Order
Maintenance Policy:
Server Assignment

DOEeratiuna\ Policies

L e

Selection Preference

| Fvconz
5 wCon 3
| & vron4

<< remove <<

A& Move U W fave Down

Highlight ethO and click assign to vConl.
Highlight the vHBAs one after another and assign them respectively to vCons, as shown in Figure 32.

Figure 32. Assigning the vHBASs to vCons
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Here we allocated vNIC1, vHBA1, and vHBAS3 to the first Cisco UCS VIC 1280, and allocated vNIC2, vHBA2, and
vHBA4 to the second VIC 1280 of the database server Cisco UCS B440 M2.

Server Boot Policy:
Leave this at the default, as the initiators may vary from one server to the other.

We left the rest of the maintenance and assignment policies at the default settings in the test bed. But they may
be selected and may vary from site to site, depending on your workloads, best practices, and policies.

Create Service Profile Template: Apps
Similar to the procedure in the previous section, create a service profile template for the Oracle application tier
(Figures 33 through 38). The service profiles for the application tiers can be forked from this template.

Figure 33. Creating a Service Profile Template
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Figure 34. Identifying the Apps Service Profile Template
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Figure 35. Creating a vNIC in the Networking Section
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Figure 36. After Adding the vNIC
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Figure 37. Specifying No vHBAs
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Figure 38. Viewing the Operational Policies
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The rest of the entries can be left at the default settings for this template.

Create Service Profiles from Service Profile Templates
Click the Servers tab, right-click on the root, and select Create Service Profile from Template (Figure 39).

Figure 39. Creating a Service Profile from a Template

A Creste Semice Profle from Template = e

Create Service Profile from Template @

orafppsMT1
L1

_Oracle Apps Server 1

We created three templates in the system, two for the Apps/Web server and one for Concurrent
Management server.

Associating Service Profile with the Servers
To associate a service profile with a server, perform the following steps.
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On the Servers tab, select the desired service profile and select Change Service Profile Association (Figure 40).

Figure 40. A Service Profile

Assigned Server or Server Pool

Management IP Address

Maintenance Policy

The service profile is unassociated as of now and can be assigned to a server in the pool.

Click Change Service Profile Association, and from the Server Assignment drop-down, select the existing server
that you would like to assign. Click OK (Figure 41).
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Figure 41. Associating the Service Profile with a Server
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Setting Up EMC VNX Storage

This section provides a general overview of the storage configuration for the database and Apps layout. However,
it is beyond the scope of this document to provide full details about host connectivity and logical unit numbers
(LUNSs) in RAID configuration and Data Mover connectivity. For more information about Oracle Database best
practices for deployments with EMC VNX storage, refer to www.emc.com/oracle.

The following are some generic recommendations for EMC VNX storage configuration. Turn off the read and write
caches for flash drive-based LUNSs. In most situations, it is better to turn off both the read and write caches on all
the LUNs that reside on flash drives, for the following reasons:

The flash drives are extremely fast. When the read cache is enabled for the LUNS residing on them, the read
cache lookup for each read request adds more overhead, compared to SAS drives. This scenario occurs in an
application profile that is not expected to get many read cache hits at any rate. It is generally much faster to
directly read the block from the flash drives.
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Typically, the storage array is also shared by several other applications, along with the database. In some
situations, the write cache may become fully saturated, placing the flash drives in a force-flush situation. This adds
unnecessary latency. This typically occurs when storage deploys mixed drives and consists of slower near line
SAS drives. Therefore, it is better in these situations to write the block directly to the flash drives than to the write
cache of the storage system.

Tables 1 and 2 illustrate the distribution of LUNs carved out from a VNX 5500 for the setup.

Table 1. LUNs in the Apps Database

Apps Database Data and Temp Files Redo Log Files for Apps Database

Disk type SAS SAS

RAID type RAID 5 RAID groups RAID 1/0 RAID groups
SAS disks 50 16

Flash disks 0 0

Total LUNs 10 8

LUN size 262 GB 20 GB

Table 2. Boot LUNs

Disk type SAS

RAID type RAID 5

SAS disks 5

Flash disks 0

Total LUNs 4 boot LUNs

LUN size Boot LUNs: 100 GB

Hardware Storage Processors Configuration
A total of four ports were used from storage processors and were equally distributed between the storage
processors A and B and were connected to the respective Cisco Nexus 5000s (Table 3).

Table 3. Distribution of Ports Between Storage Processors
SP A A2P0O 50:06:01:60:47:20:2c:af
A2P2 50:06:01:62:47:20:2c:af
A3PO 50:06:01:64:47:20:2c:af
A3P2 50:06:01:66:47:20:2c:af
SP B B2P0O 50:06:01:68:47:20:2c:af
B2P2 50:06:01:6a:47:20:2c:af
B3P0 50:06:01:6¢:47:20:2c:af
B3P2 50:06:01:6€:47:20:2c:af
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Configure SAN Zoning on Nexus 5548UP Switches

Two Cisco Nexus 5548UP Switches were configured.

Fibre Channel Zoning

Before going into the zoning details, decide how many paths are needed for each LUN and extract the WWPN
numbers for each of the HBAs.

To see the WWPNSs for each of the HBAs, log in to Cisco UCS Manager.

Click Equipment, Chassis, Servers, and the desired server. Click the Inventory tab and the HBAs subtab, as
shown in Figure 42.

Figure 42. Displaying the WWPNSs for the HBAs

Q@ ) Binew - | [ options | @ © | | @ ext &

>» Equpmert Chassis Chassis1  Servers Server Slat 1

eneral | Invenkory | virtual Machines | Installed Firmware | SEL Logs | VIF Paths | Faults | Events | Ft | Statistics | Temperatures | Power

| Motherboard | cMC | P | Memory | Adspters THBAS] nics | iscst vhICs | Storags |

Fiter |Export | Print

Narme: Adapter ID vHBA Vendor PID Operability WAHPH Original WWPN
HBA 2 4 vHBA% Cisco Systems Inc MZ0-AC0002 1 Operable 20:00;00:25:85:B6:00:0F 00:00:00;00: 00:00:00: 00 -
HBA 1 z vHBAS Cisto Systens Inc Nz0-ACO002 1 Operable 20000 (00:00:00:00:00:00:00:00
HBA 1 1 vHBAL Cisco Systems Inc MZ20-AC0002 1 Operable 20:00:00:25:B5:B6:00:0C 00:00:00:00: 00:00:00:00
HBA 2 1 vHBAZ Cisco Systems Inc MZ0-AC0002 1+ Operable 20:00:00:25:B5:B6:00:00 00:00:00:00:00:00:00:00

Figure 42 shows the WWPNSs for all four HBAs for server 1. In the current setup, it was decided to have a total of
two paths from each fabric and Nexus 5548UP to the storage.

Therefore, the zoning for Serverl, HBAL can be set up as follows:

* fcid 0x380007 [pwwn 20:00:00:25:b5:bb:00:0c] [OraAppsDB_vHBA1]
* fcid 0x3806ef [pwwn 50:06:01:60:3d:€0:21:f6] [OraAppsSPA2]
* fcid 0x3807ef [pwwn 50:06:01:68:3d:€0:21:f6] [OraAppsSPB2]
* fcid 0x380007 [pwwn 20:00:00:25:b5:bb:00:0d] [OraAppsDB_VvHBA2]
* fcid 0x3804ef [pwwn 50:06:01:61:3d:€0:21:f6] [OraAppsSPA3]
* fcid 0x3805ef [pwwn 50:06:01:69:3d:€0:21:f6] [OraAppsSPB3]

Effectively, the HBAs are distributed to both Nexus 5548UP switches.

The WWPNs from storage are distributed between both storage processors, providing distribution and redundancy
in case of failures.

Table 4 shows an example for the Database server.

Table 4. Example of WWPNs for Database Server

Switch A
zone OraAppsDB_1 [pwwn 20:00:00:25:b5:bb:00:0c]
[pwwn 50:06:01:60:3d:e0:21:f6]
[pwwn 50:06:01:68:3d:e0:21:6]

zone OraAppsDB_3 [pwwn 20:00:00:25:b5:bb:00:0¢e]
[pwwn 50:06:01:60:3d:e0:21:f6]
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Switch B
zone OraAppsDB_2

zone OraAppsDB_4

Log in through SSH and issue the following commands.

Here is an example for one zone on one Nexus 5548UP:

conf term

zoneset name OraAppsZoneset vsan 101
zone name OraAppsDB_1

member pwwn 50:06:01:60:3d:e0:21:f6
member pwwn 50:06:01:68:3d:€0:21:f6
member pwwn 20:00:00:25:b5:bb:00:0c
exit

Add other zones:
exit
zoneset activate name OraAppsZoneset vsan 101
copy running-config startup-config

Repeat the above for all the HBAs. A detailed list of zones added during setup is provided in Appendix B.

Set Up VLAN and VSANs on Both Nexus 5548UP Switches
conf term
vlan 135
name Oracle_Traffic
exit
vlan 20
name Oracle_NFS_Traffic
exit
vsan database
vsan 101
exit
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[pwwn 50:06:01:68:3d:e0:21:f6]

[pwwn 20:00:00:25:b5:bb:00:0d]
[pwwn 50:06:01:61:3d:e0:21:f6]
[pwwn 50:06:01:69:3d:e0:21:f6]

[pwwn 20:00:00:25:b5:00:00:2f]
[pwwn 50:06:01:61:3d:e0:21:f6]
[pwwn 50:06:01:69:3d:e0:21:f6]
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Setting Up vPC on the Nexus 5548UP Switches

Figure 43. vPC Setup on the Nexus 5548UP Switches
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Figure 43 diagrammatically represents how the Nexus 5548UP switches are connected to the northbound
switches and storage while connected to the underlying Cisco UCS fabrics. The Nexus 5548UP switches form a
core group in controlling SAN zoning.

In the figure, port 17 on both Nexus 5548UP switches receives traffic from UCS Fabric A, which has port-channel
10 defined. Similarly port 18 on both switches receives traffic from UCS Fabric B, which has port-channel
11 configured.

Log in to switch A as admin.
conf term
feature vpc

vpc domain 1
peer-keepalive destination <IP Address of peer-N5K>
exit

interface port-channel 1
switchport mode trunk
vpc peer-link
switchport trunk allowed vian 1,20,135
spanning-tree port type network
exit
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interface port-channel 10
switchport mode trunk
vpc 10
switchport trunk allowed vlan 1,20,135
spanning-tree port type edge trunk
exit

interface port-channel 11
switchport mode trunk
vpc 11
switchport trunk allowed vlan 1,20,135
spanning-tree port type edge trunk
exit

interface eth 1/17

switchport mode trunk

switchport trunk allowed vlan 1,20,135
channel-group 10 mode active

no shut

interface eth 1/18

switchport mode trunk

switchport trunk allowed vlan 1,20,135
channel-group 11 mode active

no shut

copy running-config startup-config

Repeat the above on both Nexus 5548UP switches.

The vPC status should show the following for successful configuration.

vPC Peer-link status

id Port Status Active vlans

1 Pol up 1,20,135

vPC status

Id Port Status Consistency Reason  Active vlans

10 Pol0 wup success success 1,20,135
11 Poll up success success 1,20,135
show interface port-channel 10-11 brief

Port-channel VLAN Type Mode Status Reason Speed Protocol
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Interface
Po10 1 eth trunk up none  a-10G(D) lacp
Pol11 eth trunk up none  a-10G(D) lacp

Configure the VNX 5500 for NFS

Open the Unisphere Console and navigate to Settings>Network>Settings for File>Devices tab (Figure 44).

Figure 44. The Devices Tab

EMC Unisphere Pool LUN [w|[search...

N 5] Dashinard

= Settings = Network = Settings ForFile

_Ir;tErFaces Devices | Metwork Services | DMS | Routes

HNetwork Devices S mE SO
| ¥ . Filker for Show Metwork Devices for:

Name . |Data Mover !Type ESpeed,ﬁDupleH iDevices

& frg-1-0 .Elc‘! server 2 port EIDUDDFD .

& fxzg-1-0 .Ihq‘! server 3 port IIDDDDFD

& fxg-1-1 Ez server 2 port ;IUUUUFD

& frg-1-1 .Eh'! server 3 port ilDUDDFD

& lacp-1 [5¢ server 2 lacp an00FD Freg-1-0,Frg-1-1

0 Selected Praperties || Delets Filtered: 5 of 5

Last Refreshed: 2012-06-04 13:22:34

Click Create.
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Figure 45. Creating a Device

Data Mowver:

Type:

—

Device Name:

10/100 ports:
Gigabit ports:
10/100,/1000 ports:
10 Gigabit ports:

Speed/Duplex:

‘|

server_2

" Ethernet Charnel
® Link Aggregation
" Fail Safe Network

Mone availatle

Mone available

Mome availatle

¥ fxg-1-0 ¥ fxg-1-1
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&
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Choose the Data Mover, select Link Aggregation as the Type, provide a unique Device Name, select both 10 GE
ports, then click OK (Figure 45).

Click the Interfaces tab, then click Create (Figure 46).
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Figure 46. The Interfaces Tab

Interfaces | Devices

Settings For File

Metwork Services  DNS  Routes

v

0 Selected Froperties Delete

Specify a Data Mover, Device Name, IP Address, Name (it should NOT be the same as the device name),

Netmask, MTU, and VLAN* (Figure 47).

Figure 47. Creating an Interface
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*Populate VLAN only if the ports that the fgx ports/lacp are connected to are trunked. If they are not trunked, leave
the VLAN field blank.

Confirm that the Link Aggregation Control Protocol (LACP) configuration is working by running the following
command at the VNX command line:

server_sysconfig server_2 -v -i lacpl

Figure 48. Confirming the LACP Configuration

{5500 binls s

Link and LACP should be up on both 10 GE interfaces (Figure 48).

If there are problems with LACP configuration or communications, use the following commands to troubleshoot:

server_ifconfig server_2 —a

server_sysconfig server_2 —pci

server_sysconfig server_2 -v -i lacp-1

watch server_sysconfig server_2 -virtual -info lacpl
server_ping server_2 -interface lacp-1-a 10.29.166.62

Create a Storage Pool for NFS (RAID 0/1)
Navigate to Storage>Storage Configuration>Storage Pools, and click Create (Figure 49).
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Figure 49. The Pools Tab
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Select the RAID Type (10 for NFS) (Figure 50).
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Figure 50. Creating a Storage Pool
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Create LUNSs for Use with NFS

Right-click the new pool that was just created, and click Create LUNs (Figure 51).
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Figure 51. Creating a LUN
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Set the User Capacity to MAX and the Number of LUNS equal to the number of disks used in the pool, then

click Apply.

Assign Host IDs to the LUNs

Navigate to Hosts>Storage. Right-click ~filestorage, and select the LUNSs that you just created (Figure 52).
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Figure 52. Assigning Host IDs
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Create the LUNSs, assign host IDs, and distribute them to both of the storage processors.

Then, from the VNX command line, verify that the volumes were created:

nas_disk —list (shows dvols)
nas_diskmark -mark —all

nas_pool —list (you should see the pool created earlier)
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Create Apps File Systems
Navigate to Storage>Storage Configuration>File Systems. Click Create.

Configure the Name, Capacity, and Data Mover, then click OK (Figure 53).

Figure 53. Configuring the File System
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When you click the Properties tab, should appear as shown in Figure 54.
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Figure 54. Displaying the File System Properties
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Once the file system is created, click the Mounts tab, highlight the file system just created, right-click, and choose

Properties (Figure 55).
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Figure 55. Choosing File System Properties
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Click Set Advanced Options (Figure 56).

Figure 56. Enabling Direct Writes
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Check Direct Writes Enabled, then click OK.

Create NFS Exports
Map NFS Export and assign to it to a storage group.

Navigate to Storage>Shared Folders>NFS. Click Create (Figure 57).

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 51 of 93



Figure 57. Creating NFS Exports
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The IP addresses here are the host's NFS vNIC IP addresses, as listed below. These are covered as part of the
installation of the hosts, discussed .
ethl Link encap:Ethernet HWaddr 00:25:B5:AA:00:0D
inet addr: 192. 168. 20. 21 Bcast:192.168.20.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:9000 Metric:1

This should complete the EMC VNX setup, and the mounts are ready to be exported. For the sake of simplicity,
only one mount point is carved out of the system. However, depending on policies and standards, you can create
multiple mount points, instead of /apps alone, such as one for software, one for logs, etc.

Install Operating System, Additional RPMs, and Prepare the System for the Oracle Database
and Application Tier Servers

Oracle Linux 5.8 was used; however, it was the Red Hat Compatible kernel that was used in the setup.

Prepare to Install the Boot LUNs

You may have to make a few changes to the storage and the Cisco Nexus 5548UP Switches before installing the
kernel with boot LUNSs, configured with EMC PowerPath. More detailed steps are provided in the EMC PowerPath
for Linux version 5.7 Installation and Administration guide.

Cisco UCS Manager allows you to define boot policies for each server that can be configured to present the
boot LUN.

Configure Storage Boot LUNs
o Make sure that the boot LUN for the server is presented to the host first from the storage side. Four storage
groups were defined: one for the database server, and one each for the middle-tier servers. Also make a
note of the host ID (preferably 0, as this is the first LUN presented to the host) before going further.
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SAN Zoning Changes on the Nexus Switches for boot

Change the zoning policy on the Nexus 5548UP switches so that only one path is available during the boot time.
Disable the zones on, say, switch B and enable them only on switch A. Also make sure that only one path is
available before installation. Once the installation is complete and PowerPath is completely set up, this can be
reverted back to its full paths. As an example, for server 1 (Database server), only one zone is made available
before installation, as follows:

* fcid 0x380007 [pwwn 20:00:00:25:b5:bb:00:0c] [OraAppsDB_vHBA1]
* fcid 0x3806ef [pwwn 50:06:01:60:3d:€0:21:6] [OraAppsSPA2]

Configure Boot Policies on UCS Servers
« Define a boot policy for each server.

Log in to UCS Manager, display the Servers tab, filter on Policies, and right-click Boot Policy to create one
(Figure 58).

Figure 58. Creating a Boot Policy
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For both SAN primary and SAN secondary, add the SAN boot targets as shown in Figure 59. The Boot target LUN
ID should match the host ID from VNX, as mentioned earlier.
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Figure 59. Adding SAN Boot Targets

A Creste BootPolicy il Tl 0 Oweaem, ug O on Bawl Puss s W Ooesie e L= |
Create Boot Policy

OraSANBootDB

Local Devices

=
Add Local Disk
Add CD-ROM Mame Order WNIC/vHBAJISCY
e Add Floppy {3 CD-ROM 1 <
[ storage 2
=] SAN primary Primary
: -
. - 5AN Target primary Primary o
=i 9AN Target secondary Secondary 0
s ddzan Boot 5] SAN Target primary Primary ]
' A Taraet i-“Z{ SAN Target secondary Secondary 0

iSCS1 ¥NICs ¥

s Move L. = Mave Down (i Delete

Click OK to create the boot policy for the server. This has to be repeated for all the servers.

To be doubly sure that you do not have multiple paths during installation, temporarily disable all the paths and
enable only one, as shown in Figure 60.

Figure 60. Disabling All But One Path
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This is only for the installation. Once Linux is installed and PowerPath is fully configured, this must be reverted to
the earlier settings, with both SAN primary and SAN secondary, each with a SAN boot target.

Install Oracle Linux 5.8 from Image
Download the Oracle Linux 5.8 images from https://edelivery.oracle.com/linux, or as appropriate. Mount the image

and launch the installer.

Launch the KVM console for the desired server, click on virtual media, add the image and reset the server. When
the server comes up, it launches the Oracle Linux Installer (Figure 61).

Only a few of the screen shots for the installation are provided here.

Figure 61. The Oracle Linux Installer

@ Install Oracle Linux Server

2 Choose this option to freshly install your system. Existing
g software and data may be overwritten depending on your
configuration choices.

Upgrade an existing installation
@f-! Choose this option if you would like to upgrade your existing
2 @3 Oracle Linux Server system. This option will preserve the
2 existing data on your drives.

|Dﬁeiease Notes \ 43 Back l | B Mext g
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Figure 62. Specifying a Partitioning Layout

Installation requires partitioning of your hard drive.
By default, a partitioning layout is chosen which is
reasonable for most users. You can either choose
to use this or create your own.

4

Remove all partitions on selected drives and create default layout.

[] Encrypt system

Select the drive(s) to use for this installation.

op Advanced storage configuration

Review and modify partitioning layout

b Qoo e (o] (o]

Make sure that you check the box for modifying the partitioning layout. Modify your layout as desired and click
“Configure advanced boot loader options” (Figure 63).
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Figure 63. Configuring the Boot Loader

(3 The GRUB boot loader will be installed on /dev/sda.
() No boot loader will be installed.

You can configure the boot loader to boot other operating systems. It will allow you to select an operating system
to boot from the list. To add additional operating systems, which are not automatically detected, click "Add.' To
change the operating system booted by default, select 'Default’ by the desired operating system.

Default Label Device

Oracle Linux Server /dev/VolGroup00/LogVol00

A boot loader password prevents users from changing options passed to the kernel. For greater system security, it
3 is recommended that you set a password.

[] Use a boot loader password

[7] ‘Configure advanced boot loader options:

Release Notes [ 4@ Back l [ B Next l

Modify the Install Boot Loader record to the partition (Figure 64).

Figure 64. Specifying the Boot Loader Partition

Install Boot Loader record on:

() /dev/sda Master Boot Record (MBR)

(® i/dev/sdal First sector of boot partition?

LChange Drive Order

[] Eorce LBA32 (not nomally required)

IT you wish to add default options to the boot command, enter them into the 'General kernel parameters' field.

General kernel parameters

|Dﬂelease Notes [ 4 Back ‘ I B Next ]
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Configure the network as needed (Figures 65 and 66).

Figure 65. Configuring the Network
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Figure 66. Editing the Network Interface
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Figure 67. Customizing the Software Selection

The default installation of Oracle Linux Server includes a set of software applicable for
general internet usage. What additional tasks would you like your system to include
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Click “Customize now” (Figure 67).
Under System Tools, ASM packages were selected, as the database was installed with Oracle ASM.
When prompted, reboot the server.

Accept the license information, register the system as needed, and synchronize the time with Network Time
Protocol (NTP).

This completes the OS installation.

Configure PowerPath
After reboot, configure PowerPath, as it has only a single path now. Contact EMC for the appropriate version of
PowerPath for the operating system.

The version of PowerPath used in the setup was EMCpower.LINUX-5.7.1.00.00-029.el5 for Linux 5.8, 2.6.18-
308.el5.

Make sure that multipath is not running, as follows:

# service —status-all | grep multipath
# multipath -Il
-bash: multipath: command not found

# rpm -ivh HostAgent-Linux-64-x86-en_US-1.0.0.1.0474-1.x86_64.rpm
# rpm —ivh EMCPower.LINUX-5.7.1.00.00-029.RHEL5.x86_64.rpm

If it complains about Oracle Linux, move /etc/oracle-release to /etc/oracle-
release.org

# service hostagent start
Starting Navisphere agent: [ OK ]

# service PowerPath start
Starting PowerPath: done

# powermt check_registration
There are no license keys now registered.

# emcpreg -add < power path key here >
1 key(s) successfully added.

# powermt set policy=co
# powermt config

# powermt save

#

[root@oraappsmtl etc]# powermt display dev=all

Pseudo name=emcpowera
VNX ID=APM00121402725 [OraAppsMT1_Boot]
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Logical device ID=600601606BB330009041DDD14DB5E111 [OraAppsMT1_Boot]
state=alive; policy=CLAROpt; queued-I0s=0
Owner: default=SP B, current=SP B Array failover mode: 4

Host Stor---1/0 Path-- --Stats--
### HW Path  1/0O Paths Interf. Mode State Q-IOs Errors

1fnic sdc SP B1 active alive 0 0

Only one path is active right now.

Configuring the Boot LUN
Follow the instructions in the EMC PowerPath Install and Administration guide. A few of the steps are
mentioned below.

e Capture the partitions from /proc/partitions:
[root@oraappsmtl etcl# cat /proc/partitions | grep emcpower
120 0 62914560 emcpowera
120 1 104391 emcpoweral — Boot Partition
120 2 62806117 emcpowera2

e Backup /etc/fstab:
[root@oraappsmtl by-uuid]# Is -l /dev/disk/by-uuid/*

Irnwxrwxrwx 1 root root 16 Feb 14 19:48 /dev/disk/by-uuid/bff7a2da-6583-48a5-
8169-147643452cb8 -> ../..lemcpoweral. This is the boot partition by uuid.

Update the boot LABEL in fstab file.

/dev/VolGroup00/LogVol00/ext3 defaults 1 1

#LABEL=/ boot / boot ext3 defaults 1 2
/dev/disk/by-uuid/bff7a2da-6583-48a5-8169-147643452ch8 /boot ext3 defaults 1 0
/dev/VolGroup00/LogVol01 swap swap defaults 0 0

e Make logical volume manager (LVM) changes:
#filter = [ "a/.*/" ]
filter = [ "a/sda[1-9]%/", "rlemcpowera2/", "r/sd.*/","r/disk.*/", "a/.*/" ]

Here emcpowera? is for the root logical volume.

e Create a new ramdisk image file.
Take a backup of the existing image.
cp /boot/initrd-2.6.18-308.el5.img /boot/initrd-2.6.18-308.el5.img.org
mkinitrd /boot/initrd-2.6.18-308.el5.img 2.6.18-308.el5

o Modify the entry in grub.conf and reboot the host.
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Reconfigure Zoning and Boot Policies
Once PowerPath is installed, make necessary changes both in boot policies and zoning info, as mentioned earlier,
to revert back to all the paths.

The zoning attribute for each HBA needs to be reverted back to what was planned earlier.

Switch A

* fcid 0x380007 [pwwn 20:00:00:25:b5:bb:00:0c] [OraAppsDB_vHBA1]
* fcid 0x3806ef [pwwn 50:06:01:60:3d:€0:21:f6] [OraAppsSPA2]
* fcid 0x3807ef [pwwn 50:06:01:68:3d:€0:21:f6] [OraAppsSPB2]

Switch B

* fcid 0x380007 [pwwn 20:00:00:25:b5:bb:00:0d] [OraAppsDB_vHBAZ2]
* fcid 0x3804ef [pwwn 50:06:01:61:3d:€0:21:f6] [OraAppsSPA3]
* fcid 0x3805ef [pwwn 50:06:01:69:3d:€0:21:f6] [OraAppsSPB3]

Make the changes to all the HBAs for the SAN LUNs for the database server and to the boot LUNSs for all
the servers.
Modify the boot policies on the servers, too (Figure 68).

Figure 68. The Boot Order
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Mame Order wNICfwHBAISCST wMIC Type Lun I W
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After you reboot, all the paths should be active.
After activating, powermt should display something like the following.

This is an example of the boot LUN on one of the middle-tier servers:

[root@oraappsmtl etcl# powermt display dev=all

Pseudo name=emcpowera

VNX ID=APM00121402725 [OraAppsMT1_Boot]

Logical device ID=600601606BB330009041DDD14DB5E111 [OraAppsMT1_Boot]
state=alive; policy=CLAROpt; queued-10s=0

Owner: default=SP B, current=SP B Array failover mode: 4
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Host Stor-----1/0 Path-- --Stats--
### HW Path 1/0O Paths Interf. Mode  State Q-IOs Errors

0 fnic sda SP BO active alive 0 0
0 fnic sdb SP A0 active alive 0 0
1 fnic sdc SP B1 active alive 0 0
1fnic sdd SP Al active alive 0 0

Miscellaneous Post-Installation Steps
Note that not all of the following may have to be changed on your setup. Validate and change as needed. The
following changes were made on the test bed on which the Oracle RAC install was done.

Disable selinux
It is recommended that you disable selinux.
Edit /etc/selinux/config and change to:
SELINUX=disabled
#SELINUXTYPE=targeted

Modify/Create the dba Group If Needed
groupmod -g 500 dba

Disable Firewalls
service iptables stop
service ip6tables stop
chkconfig iptables off
chkconfig ip6tables off

Make sure /etc/sysconfig/network has an entry for hostname. Preferably add
NETWORKING_IPV6=no

Set Up yum.repository
cd /etc/yum.repos.d
waget http://public-yum.oracle.com/public-yum-el5.repo
edit the downloaded file public-yum-ol6.repo and change status as enabled=1

Run yum update.

You may have to set up an http_proxy environment variable in case the server accesses the Internet via a proxy.

Install the Latest Linux Drivers for the Cisco VICs
Go to http://software.cisco.com/download/navigator.html

On the download page, select servers-Unified computing. On the right menu select your class of servers, for
example, Cisco UCS B-Series Blade Server Software, and then select Unified Computing System (UCS) Drivers
on the following page.
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Select your firmware version under All Releases, such as 2.1, and download the ISO image of the UCS drivers for
your matching firmware, for example, ucs-bxxx-drivers.2.1.1a.iso (Figure 69).

Figure 69. Downloading the UCS Drivers
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Download and extract the ISO file for the drivers.

Extract the fnic/enic RPMs from the ISO.

Alternatively, you can also mount the ISO file. You can use a KVM console too and map the 1SO.
After mapping the virtual media, log in to the host to copy the RPM.

For storage drivers, navigate to

/mnt/Linux/ St or age/Cisco/ M_.OMRHEL/RHEL5.8 -~ This is for MLOM
/mnt/Linux/ St or age/Cisco/ 1280/RHEL/RHEL5.8 ~ This is for the VIC 1280

Extract the fnic drivers and install, following the instructions in the readme files.

For network drivers, navigate to

/mnt/Linux/ Net wor k/Cisco/  MLOMIRHEL/RHEL5.8
/mnt/Linux/ Net wor k/Cisco/ 1280/RHEL/RHEL5.8

Depending on the VICs being used in the blades, you may have to navigate to the exact version and install the
enic and fnic drivers.

Do a modinfo on the enic/fnic drivers to validate:

filename: /lib/modules/2.6.18-308.el5/extra/enic-rhel5u8/enic.ko
version: 2.1.1.41

license: GPL

author: Scott Feldman <scofeldm@cisco.com>

description: Cisco VIC Ethernet NIC Driver

srcversion: 051C239D11B943D7B04439E

alias: pci:v00001137d00000071sv*sd*bc*sc*i*

alias: pci:v00001137d00000044sv*sd*bc*sc*i*
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alias: pci:v00001137d00000043sv*sd*bc*sc*i*
depends: 8021q
vermagic: 2.6.18-308.el5 SMP mod_unload gcc-4.1

Update grub.conf

By default, Oracle Linux installs with the uek kernel. Update grub.conf entries to Red Hat Compatible Kernel,

2.6.18-308.el5.

Reboot the host after making the changes, and verify.

Configure Oracle ASM on Database Server

Download Oracle ASMIlib for RHEL5 from www.oracle.com/technetwork/server-storage/linux/downloads/rhel5-

084877.html
Check for the appropriate version of the kernel and download the driver.

At a minimum, you should have the following drivers:

oracleasm-support-2.1.8-1.el5
oracleasmlib-2.0.4-1.el5
oracleasm-2.6.18-308.el5-2.0.5-1.el5

# /etc/init.d/oracleasm configure

Configuring the Oracle ASM library driver.

This will configure the on-boot properties of the Oracle ASM library driver. The following questions will
determine whether the driver is loaded on boot and what permissions it will have. The current values are
shown in brackets ('[]")-

Pressing Enter without typing an answer will keep the current value. Ctrl-C will abort.

Default user to own the driver interface []: oracle
Default group to own the driver interface [dba]: dba
Start Oracle ASM library driver on boot (y/n) [y]: y
Scan for Oracle ASM disks on boot (y/n) [y]: y
Writing Oracle ASM library driver configuration: done
Initializing the Oracle ASMLIb driver: [ OK ]
Scanning the system for Oracle ASMLIb disks: [ OK ]

# cat /etc/sysconfig/oracleasm | grep -v '""#'
ORACLEASM_ENABLED-=true
ORACLEASM_UID=oracle
ORACLEASM_GID=dba
ORACLEASM_SCANBOOT=true
ORACLEASM_SCANORDER="emcpower— Add this entry
ORACLEASM_SCANEXCLUDE="sd"- Add this entry

This should create a mount point /dev/oracleasm/disks.
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Configure ASM LUNSs and Create Disks
Mask the LUNs and Create Partitions

Configure Storage LUNs
Add the necessary LUNS to the storage groups and provide connectivity to the hosts. Reboot the hosts so that
SCSl is scanned and the LUNS are visible.

Is /dev/iemcpower* or powermt display dev=all should reveal that all devices are now visible on the host.

Partition LUNs

Partition the LUNs with an offset of 1 MB. Although it is necessary to create partitions on disks for Oracle ASM (to
prevent any accidental overwrite), it is equally important to create an aligned partition. Setting this offset aligns
host I/O operations with the back-end storage I/O operations.

Use host utilities such as fdisk to create a partition on the disk.

Create an input file, fdisk.input as follows.
d

n
p
1

Execute as fdisk /dev/iemcpower[name] < fdisk.input. This makes a partition of 2048 cylinders. In fact, this can be
scripted for all the LUNs.

All the pseudo-partitions should now be available in /dev as emcpoweral, emcpowerbl, emcpowerabl, etc.

Create ASM Disks
Once the partitions are created, create ASM disks with oracleasm APIs.

oracleasm createdisk —v DSS_DATA_1 /dev/emc[partition name ]

This will create a disk label of DSS_DATA_1 on the partition. This label can be queried with Oracle-supplied
kfed/kfod tools, covered later.

Repeat the process for all the partitions, and create ASM disks for all your database and RAC files.
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Scan the disks with oracleasm; they should be visible under the /dev/oracleasm/disks mount point created earlier
by oracleasm, as follows:

[root@racl disks]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

The Database node is now ready.

Installing the Operating System on Oracle Application-Tier Servers

To install the operating system on the Oracle Application servers, follow the same procedure as for the Database
server: Create service profiles from the service templates, and assign the profiles to two blades, one for
Web/Apps and the other for Concurrent Manager. To install Oracle Linux, move to Red Hat Compatible Kernel and
set up the boot LUNs and zoning policies for the boot LUNs. These procedures are almost the same as those for
the Database server.

As the system accesses the Oracle Apps middle-tier files over NFS, an entry in fstab should suffice, provided the
exports from VNX are done as mentioned earlier.

Additional Steps on Application-Tier Servers Before Attempting a Rapid Install
o Make sure that the executables such as ar, gcc, g++, Id, ksh, make, and x-display are configured. Follow
metalink note 761566.1 to check for any missing packages from the system.

« Install the following additional packages on the application-tier server boxes:
o openmotif21-2.1.30-11.EL5.i386
o xorg-x11-libs-compat-6.8.2-1.EL.33.0.1.i386

The above can be downloaded from https://oss.oracle.com/projects/compat-oracle/files/Enterprise Linux/

e Create applmgr, oracle, and dba accounts as necessary.

e Download and apply patch 6078836. For more information on this patch, refer to metalink notes 1329085.1
and 1325822.1.

¢ Create a mount point /apps after making an entry in fstab as follows:

192.168.20.20:/apps /apps nfs
rw,hard,intr,bg,rsize=32768,wsize=32768,tcp,vers=3 0 0

Here the IP address is the storage NIC configured on the host and also exported from the VNX.

Rapid Install of Oracle Apps R12

Only a brief overview of Rapid Install is being provided here. You may have to refer to metalink notes for detailed
steps and configuration. The modules you may have to consider for install, licensing options, etc. are beyond the
scope of this document.
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Download Oracle E-Business Suite
Download the Oracle E-Business Suite media packs from https://edelivery.oracle.com. For the product pack,

select E-Business Suite, and for the platform, select x86_64. In the current configuration, Oracle E-Business Suite
Release 12.1.1 Media Pack for Linux x86-64 was selected.

Download the files to a staging location.

The files could be downloaded as follows:

[root@oraappsmtl StageR12]J# Is
oraAppDB oraApps oraAS oraDB startCD

Create a Temporary Mount Point for Database Files
Rapid Install installs the database files onto a local file system. Hence, a default install is done to a temporary file
system, followed by moving this to ASM later.

Create four LUNs of 128 GB each in VNX and mask them to the Database server:

cat /proc/partitions

120 16 134217728 emcpowerb
120 32 134217728 emcpowerc
120 48 134217728 emcpowerd
120 64 134217728 emcpowere

Volume created with the four LUNS as below.

[root@OraAppsDB ~J# pvcreate /dev/emcpowerbl
Physical volume "/dev/iemcpowerbl" successfully created
[root@OraAppsDB ~J# pvcreate /dev/emcpowercl
Physical volume "/dev/iemcpowercl" successfully created
[root@OraAppsDB ~J# pvcreate /dev/emcpowerdl
Physical volume "/dev/iemcpowerdl" successfully created
[root@OraAppsDB ~J# pvcreate /dev/emcpowerel
Physical volume "/dev/iemcpowerel" successfully created

[root@OraAppsDB ~J# vgcreate vgRIpool /deviemcpowerbl /dev/iemcpowercl
/dev/iemcpowerdl /dev/iemcpowerel

Volume group "vgRIpool" successfully created
Ivcreate -L 500G -n local_db vgRIpool

Logical volume "local_db" created

mkfs -t ext3 /dev/vgRIpool/local_db

OS type: Linux
Block size=4096 (log=2)

Writing inode tables: done
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Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information:

Mount the LVM in /etc/fstab and reboot the host for confirmation before starting
the Rapid Install.

Rapid Install will write the database files in this location, which later will be moved to ASM.

Invoking Rapid Install
The NFS mount point for the staging was also mounted on the Database server, and Rapid Install was invoked
from there.

cd /apps/StageR12/startCD/Disk1/rapidwiz

[root@OraAppsDB J# Is

adautostg.pl ClientWiz.cmd etc images jre rapidwiz RapidWiz.ini
RapidWizVersion.cmd unzip

bin driver File jlib oui RapidWiz.cmd RapidWizVersion template

Set up your display, logging through VNC, Cygwin, etc., and launch the Rapidwiz wizard.

The figures that follow show a few of the screen shots of installing on the Database server, followed by both Apps
nodes, as listed below.

[root@OraAppsDB J# pwd
/apps/StageR12/startCD/Disk1/rapidwiz
[root@OraAppsDB J# ./rapidwiz

Figure 70. Starting the Install

Install Ovacle Applications - Wizard Operation

Select Wizard Operation

This wizard provides a series of screens fur'ejth.er creating a new
installation {using the Express option if required), or performing an
upgrade to Release 12.1.1 from an existing wersion.

Click Help for details of the options available.

® Install Oracle Applications Eelease 12.1.1

[Use Express Install

I Upgrade to Oracle Applications Release 12 1.1

| Cancel :I [: Help. :I | € Back " Mext = |
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Figure 71. Creating a New Configuration

Install Oracle Applications - Configuration Choice

Configuration Choice

‘database,

® Create a new cnnﬁgura‘iion

O Load the fallowing sawved configuration

If this is a new install, you will need to create a new system
-canfiguratian. .-Mernalhrem wu-c‘an-continue_ from a p'reyfin.us_ install,
using the configuration information stored in the Applications

Do you want 1o create a new configuration of load a saved one?

|dbserver. company. com:SID:dbpan

‘ Broyyse

| Cancel | Help | | ¢ Bak | mWext » )

Select default port pool 0 or edit the setting as required.

Figure 72. Configuring the Database Node

Install Ovacle Applications - Database Node

Database Node Configuration

Use the Edit Faths buttan to see file systam details:

Database Tyae {Visi'nrj Demao Database v]
Database 5ID ir‘-fIS

Host Mame |CratppsDE

Domain Mame [cisco.cnm

Operating System [ Linux x8&-64 (E4-hit)

Database 05 User  |oracle

Database 05 Group  dba

Base di‘rectnr\; 'l,fnracle,f‘-flS ] Browse
Edit Paths
[: Caneel ;||k Help | & Back ]l Next & |
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Figure 73. Configuring the Primary Applications Node

Install Oracle Applications -

Huost Mame:
Domain Marme
Operating System
JApps 05 User
Agps 05 Group:
Bgs‘é:d{fectpw

Instance diractary

Primary Applications Node

Primary Applications Node Configuration
Use the edit buttons to see configuration details.

(OradppsMTl ]
(sco.com |
Linux x86-64 (54-bit -
‘applmar |
dba ]
japps/shared_app | Browse
Ifapps;shared_app,f\fls ” Brovese

‘ Edlit Services ” Edit Paths

| Cancel || Help |

| ¢ Bak | et |

Figure 74. Viewing Node Information

Install Oracle Applications - Node Information

Node Information

Service,

Mode Name — Operating System

D D Database Node IOraA,fj:psDB | [Llnuii_ HE5-64 (52
D E‘ Primary Apps Node |OraippsiTl | | Linux x86-64 (6=

4

D)

Add Server

I:‘ Cancel Jll: Help 'J

¢ Back | Next |

Click Add Server (Figure 74).
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Figure 75. Specifying Additional Apps Node Information

Additional Applications Node Configuwration

Host Mame
Darmain Mame

Dperating sywstem
Apps 0% User
Apps 0% Group

Base directory

Instance directory

[WiShared File System:

OrasppsMT2

Cisco.com

[Linux xBE-54 (B4-hit)

[applmgr

dba

I;appz,@hared_app

’ Browse ]

[;appz,@hared_app;‘u’ls

 OradppsMT1

Edit Faths

Click the Shared File System check box, and select the server name from the drop-down menu (Figure 75).

You can optionally click the Edit Services button to enable or disable services here. You can edit services directly
in this screen and/or edit the auto configuration files later to enable or disable the desired services on the node.

Start the installation (Figure 76).
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Figure 76. Viewing the Installation Progress

Install Oracle Applications - Install in progress.

Install in progress.

Oracle Datakhase Technology Stack
Oracle Database
Languaage Details

4] [¥7

[  Cancel .:| [jI Help '_: |:_-@ Back “r [lext §>'_:|

Installing Ovacle Applications
Step 1 of 3

— 22% l

Cammand: foracle/¥Is/dbftech_stf11.1.0/temp/I5_oraappsdb/adrunllg sh

Registering Database Technology Stack

Complete the installation and check the logfiles for any errors.

Go to Middle Tier Box 1 and restart as ./rapidwiz, then restart as root user again.
Give the connectivity as oraappsdb.cisco.com:VIS:1521.

Replace the above with the thin Java Database Connectivity (JDBC) parameters that were used when running on
the database node: <DBNODE>SID>:<Port#>
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Figure 77. Installing on the First Middle Tier

Install Ovacle Applications - Install in progress.

Install in progress.

Oracle Applications Eelease 12.1.1 Technology Stack
Cracle Applications Felease 12.1.1
Language Details

5
4

1] IC

|:- Cancel | | Help .] [:"{{ Back II Mt 3".:I

Installing Ovacle Applications

Step 2 of 3

! 5 |
:Co_mmand: fappsfshared_appMISfinstfappsvIs_oraappemtl fremp fadrunat. sh

T

rurn AutoConfig on Apps Mode
Cancel|

The installation of the Apps node completes (Figure 78).
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Figure 78. Post-Installation Checks for the first Apps node.

Install Oracle Applications - Post-Install Checks

Yalidate System Configuration

This Instarce passed all of the post-install tests.

The post-install check Inspet_ts;:wur-system far a completed
installation. The list below shows the tests that were performed
and the results. Click on the test icon for details.

| ¢ | Database Avilability

DEC File
IZ] Halp Page
-

E Ervironment File
@ HTTP

virtual Directary
@ Login F'a_g_e

Retry |

i

| Cancel :1 | Help ] | & Batk ][ Mext @ :|

Install the second Apps node (Figure 79).

Figure 79. Post-Installation Checks for the Second Apps Node

Install Oracle Applications - Post-Install Checks

Validate System Configuration

This Instance paszed all of the post-install tests.

The post-install check inspects your system for a completed
installation. The list below shows the tests that were performed
and the results, Click on the test jcon for details,

E] Database Awailability

DBC File
E] Help Page
ISP

7 Ervironment File

@ HTTP

m Wirtual Directory

Login Page

|—Retrwé,.a ]

|: Cancel }[ Help J | & Back “ EEY »‘):l
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Once the installation is complete, log in to the database to validate that services are registered correctly.

SQL> select node_name, support_db as "DB", SUPPORT_CP as "Conc", SUPPORT_FORMS as
"Forms", SUPPORT_WEB as "Web",

2 SUPPORT_ADMIN as "Admin"
3 from apps.fnd_nodes
4 order by 1;

Table 5. Services Assignments

N N N

AUTHENTICATION

N
ORAAPPSDB Y
ORAAPPSMT1 N

N

z < Zz Zz

N N N
N Y Y
ORAAPPSMT2 Y N Y

From this we can conclude that MT1, the first middle tier, is the web and forms server, while the second node is for
the Concurrent Manager servers.

Moving the Database Files to ASM
The next step is to install ASM on the database node and move the database files to ASM.

The detailed steps of installing ASM on a standalone node are not covered here. Whether you plan to use a single
node or a RAC, install and configure the HAS or CRS and have the ASM processes up and running on the node(s)
before attempting this step.

While there are many documented methods for migrating the database files from a file system to ASM, such as
using RMAN, we used asmcp on the test bed. However, a few parameters from the ASM side had to be bumped
up in order to use this method. The Cisco UCS B440 we used had ample memory and cores to support
simultaneous copies from the file system. The bottleneck observed on the test bed was due to the read capacity of
the local_db file system, which was created with four LUNS, where Rapid Install created the database files.

o Create three ASM diskgroups, one for DATA, one for REDOCTL, and one for FRA (optional). Follow ASM
best practices here. Copy all the data files to the DATA diskgroup, and the REDO and Control files to the
REDOCTL diskgroup.

o Issue ‘Alter database backup controlfile to trace’ to capture all the files. Take a note of the database files,
redo log files, and tempfiles.

e Shut down the database.
cd /oracle/VIS/db/tech_st/11.1.0/appsutil/scripts/VIS_oraappsdb/

Jaddbctl.sh stop VIS

e Set up your ASM environment.
[oracle@oraappsdb ~]$ . oraenv
ORACLE_SID = [VIS] ? +ASM

The Oracle base for ORACLE_HOME-=/oracle/ASM is /oracle/VIS/db/tech_st/11.1.0
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e Prepare a script either spooled from database earlier or from control file trace created.
asncd cp /1 ocal _db/ VI S/ data/ <fil enanel. dbf > +DATA/ VI S/ <fil enanel. dbf >

e Similarly copy the redo and control files to +REDOCTL diskgroup.

Once the script is prepared, run the script with around 50 copy commands in parallel. The parallelism depends on
the server CPU, memory, and ASM processes parameters. Appendix D lists some of the ASM parameters used.

This will migrate all the database, temp, and redo log files into ASM.

Update the create control file script, and create the control file. A sample is given below.

STARTUP NOMOUNT
CREATE CONTROLFILE REUSE DATABASE "VIS" NORESETLOGS NOARCHIVELOG
MAXLOGFILES 192
MAXLOGMEMBERS 3
MAXDATAFILES 1024
MAXINSTANCES 32
MAXLOGHISTORY 1460
LOGFILE
GROUP 4 '+REDOCTL/vis/logl.dbf' SIZE 512M BLOCKSIZE 512,
GROUP 5 '+REDOCTL/vis/log2.dbf' SIZE 512M BLOCKSIZE 512,
GROUP 6 '+REDOCTL/vis/log3.dbf' SIZE 512M BLOCKSIZE 512
DATAFILE
'+DATA/vis/sys1.dbf',
'+DATAMis/tx_datall.dbf',
'+DATA/vis/tx_idx11.dbf',

Once the control file is created and the database is opened, do the sanity checks on the database.

Sanity Tests on Oracle Applications
Login in to Oracle Applications and do the sanity tests.

http://oraappsmtl.cisco.com:8000

This should redirect you to the login page. Enter the default credentials sysadmin/sysadmin and select
sysadmin responsibility.

If the login fails for any reasons, you can start from

http://oraappsmtl.cisco.com:8000/0OA HTML/jsp/fnd/aoljtest.jsp. Enter apps username, apps password, and
Database host, sid, and port data to debug further.

The page also should take you to the aolj_setup_test, which can shed light on the issues (Figure 80).
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Figure 80. Testing Options

Connection Test
o Locate DBC File
o verify DBC Settings
o Werify Guest User
o ADLA Connection Test
e irtual Directory settings
o APPS WEB_AGEMNT
o wWirtual Directory Settings
o FHMD_WEB.PIMG
o Custom Authentication
o GFM
o« APPS SERVLET _AGEMNT
o ‘irtual Directory Settings
o Servlet Ping
o Jsp Ping
« APPS FRAMEWORK _AGEMNT
virtual Directory Settings
Servlet Ping
Jsp Ping
Cabo Setup Tests
= Server Accessibility
o4 Framework System Info
versions for Loaded Classes
« Dnline Help
« Tool Launcher Profile Settings
o ICx_REPORT_LAUMNCHER
o ICx_DISCOVERER_LALUMCHER
« Application Login
o Login Page
o Show Responsibilities{Must login first)
o Show Session Properties{Must [ogin first)
+ End aoljtest session
o End current A0LA Test session

Lol R e R e o T o o]

If successfully logged into the R12 sysadmin responsibility, you can do few sanity tests from Oracle Applications
Manager, as well as on workflow, Concurrent Managers, etc. (Figure 81).

Figure 81. Performing Sanity Tests

Filer  any containg - Go
Select Host and ... | Yiew Status | View Configuration | Online ~ | Go

Select Details |Name - |Etate Status Platform

Show OR A4PPSDB Online V) Linux x86-64 (B4-hit)
Show ORAAPPSMT1 Online ) Linux x86-64 (B4-hit)
©  HEhoW oRAsPPSMTS Online ) Linux x86-64 (B4-hit)
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Adding Another Web/Apps Node to the Infrastructure
We can optionally add another apps node to the apps infrastructure. Follow metalink note 384248.1 for
complete details.

« On the existing web node, run adpreclone.
cd $INST_TOP/admin/scripts
perl adpreclone.pl appsTi er

e Mount the shared file system that's on the NFS mount point onto the new host. Create a new service
profile, apply to a blade, install the OS with all the prerequisites as above, export the NFS file system from
VNX, make changes to /etc/fstab, and mount the partition.

e As applmgr user, run adclonectx.pl to clone the context file.
cd /apps/shared_app/VIS/apps/apps_st/comn/clone/bin

[appImgr@oraappsmt3 bin]$ perl adclonectx.pl addnode
contextfile=/apps/shared_app/VIS/inst/apps/VIS_oraappsmtl/appl/admin/VIS_oraapp
smtl.xml

Running:

lapps/shared_app/VIS/apps/apps_st/comn/clone/bin/../jre/bin/java -Xmx600M -
classpath
lapps/shared_app/VIS/apps/apps_st/comn/clone/bin/../jlib/ojdbcl14.jar:/apps/shar
ed_app/VIS/apps/apps_st/comn/clone/bin/../jlib/xmlparserv2.jar:/apps/shared_app
IVIS/apps/apps_st/comn/clone/bin/../jlib/java

oracle.apps.ad.context.CloneContext -e
lapps/shared_app/VIS/inst/apps/VIS_oraappsmtl/appl/admin/VIS_oraappsmtl.xml -
addnode

Enter the APPS password : apps

Log file located at
lapps/shared_app/VIS/apps/apps_st/comn/clone/bin/CloneContext_0709141022.log

Provide the values required for creation of the new APPL_TOP Context file.
Target System Hostname (virtual or normal) [oraappsmt3] :

It is recommended that your inputs are validated by the program.

However you might choose not to validate them under following circumstances:

-If cloning a context on source system for a remote system.

-If cloning a context on a machine where the ports are taken and you do not
want to shut down the services at this point.

-If cloning a context but the database it needs to connect is not available.

Do you want the inputs to be validated (y/n) [n] ? : y

Target System Root Service [enabled] : yes

Target System Web Entry Point Services [enabled] : yes

Target System Web Application Services [enabled] : yes

Target System Batch Processing Services [enabled] : no

Target System Other Services [disabled] :

Do you want to preserve the Display [oraappsmt1:0.0] (y/n) ? : n

Target System Display [oraappsmt3:0.0] :

Database port is 1521

Creating the new APPL_TOP Context file from :
/apps/shared_app/VIS/apps/apps_st/appl/ad/12.0.0/admin/template/adxmlictx.tmp
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The new APPL_TOP context file has been created :
/apps/shared_app/VIS/inst/apps/VIS_oraappsmt3/appl/admin/VIS_oraappsmt3.xml

¢ Run adconfig.pl to run the autoconfig.
cd $AD_TOP/bin

Jadconfig.pl
contextfile=/apps/shared_app/VIS/inst/apps/VIS_oraappsmt3/appl/admin/VIS_oraapp
smt3.xml

Enter the APPS user password:
AutoConfig is configuring the Applications environment...
AutoConfig will consider the custom templates if present.
Using CONFIG_HOME location : /apps/shared_app/VIS/inst/apps/VIS_oraappsmt3

Classpath :
lapps/shared_app/VIS/apps/apps_st/comn/java/lib/appsborg2.zip:/apps/shared_app/
VIS/apps/apps_st/comn/java/classes

Using Context file :
lapps/shared_app/VIS/inst/apps/VIS_oraappsmt3/appl/admin/VIS_oraappsmt3.xml

Context Value Management will now update the Context file

Updating Context file...COMPLETED

Attempting upload of Context file and templates to database...COMPLETED
Configuring templates from all of the product tops...

Configuring AD_TOP........

Configuring FND_TOP....... COMPLETED
Configuring ICX_TOP....... COMPLETED
Configuring MSC_TOP....... COMPLETED
Configuring IEO_TOP....... COMPLETED

Autoconfig completed successfully.

SQL> select node_name, support_db as "DB", SUPPORT_CP as "Conc", SUPPORT_FORMS
as "Forms", SUPPORT_WEB as "Web",

2 SUPPORT_ADMIN as "Admin" from apps.fnd_nodes order by 1;

N N N

AUTHENTICATION N N

ORAAPPSDB Y N N N N
ORAAPPSMT1 N N Y Y Y
ORAAPPSMT2 N Y N N Y
ORAAPPSMT3 N N Y Y Y

Jadconfig.pl <new context file >
The above will create a new instance top directory structure.

[applmgr@oraappsmtl apps]$ Is
VIS_oraappsmtl VIS_oraappsmt2 VIS_oraappsmt3
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¢ Run Auto Config on all the nodes again as new host is added.
e cd $INST_TOP/admin/scripts/; ./adautocfg.sh

e Select from apps.fnd_nodes to make sure that the new host is seeded in the database.

Note that in case of multiple middle-tier servers in the system, the order in which autoconfig is run in the earlier
step, the context variable s_external_url is updated. Hence, if oraappsmt3 is the last node where autoconfig was
run, this is what is seeded in the system as the login URL.

http://oraappsmt3.cisco.com:8000/.

In order for both web nodes to load-balance the web transactions, a hardware load balancer needs to be
configured and autoconfig has to be rerun after updating the context variables. A few of the steps in configuring
the ACE load balancer are shown below. However, any of the load balancers that are certified with Oracle E-
Business Suite can be used. It's beyond the scope of this document to cover all the details of setting up load
balancers with Oracle E-Business Suite. Please refer to the metalink notes for full details.

Configure a Load Balancer

To load-balance between two web nodes, you need to configure a load balancer. In the test bed, a Cisco
Application Control Engine (ACE) load balancer was used. While a simple configuration was attempted as a test
case here, for more details on how to configure a load balancer, refer to the metalink notes or get the details
directly from the manufacturer. Metalink note 727171.1 provides details on Oracle certified load balancers for
Oracle E-Business Suite. Metalink note 380489.1 provides details on using load balancers with R12 Oracle E-
Business Suite.

Configure a Hardware Load Balancer

The ACE load balancer comes with both a GUI and a CLI. The load balancer can be configured with either of
these. Please refer to metalink note 603325.1 for information on configuring an ACE load balancer. We do not
present detailed steps for doing so here. Appendix C lists some of the configuration options used. Session
persistence was configured with active insert cookies in the setup. Optionally, you may set SSL termination and
service policies as desired in your configuration.

Run Autoconfig After Configuring the Load Balancer

After configuring the load balancer, it is necessary to rerun autoconfig across all the nodes.
e Run exec fnd_conc_clone.setup_clean as apps users; this will clean up the existing configurations.
¢ Run autoconfig.sh first on the database node, and then on all the middle tier nodes.

In the setup, we had one database node, two web nodes, and one Concurrent Manager node. As the last
run was done on the Concurrent Manager node, the tnsnames.ora and other files were populated correctly
only on the last node. Hence you may have to rerun autoconfig again on the database and two apps
nodes.

« Before running autoconfig, we had to update the context variables shown in Table 6 in the context file.
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Table 6. Updated Context Variables

s_webentryurlprotocol
s_webentryhost(]
s_webentrydomain
s_active_webport(]
s_login_page

s_external_url

http(s)

Name of the host

cisco.com

80 or 8000

http://ebizoncus.cisco.com:8000/0A_HTML/AppsLogin(]

http://ebizonucs.cisco.com:8000(]

Here it is assumed that the 8000 port is configured as the entry point on the load balancer.

Install EM Grid Control 12c¢

This is an optional setup done on the test bed. Oracle Enterprise Manager Grid Control was installed, followed by
Oracle Applications Management Suite for Oracle E-Business Suite (12.1.0.1.0). The agents were installed on all
the hosts with the Apps Plugin patch and discovered the R12 infrastructure to monitor the system while doing

some stress and performance tests. For more information, see Getting Started with Oracle Application
Management Pack for Oracle E-Business Suite, Release 12.1.0.1.0 (My Oracle Support Note 1434392.1).

Figure 82 provides a glimpse of a few targets in R12 E-Business Suite in EM Grid Control.

Figure 82. Targets in Grid Control
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Using Cisco UCS Service Profiles for Failover to a Spare Blade
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An attempt was made to test UCS blade failovers through UCS service profiles by associating a service profile

with a spare blade in the UCS domain.

The service profile of the second web server was associated with a spare blade.

Here are the steps.

Click the Equipment tab, filter on Chassis, and select the empty blade with which you would like associate the

profile (Figure 83).
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Figure 83. Associating an Empty Blade with a Service Profile

-y Chassis
£ Chosi |

- Fans )

10 Madules 5 e
B rsus

13
by Status Details

[ E 10 Modules

- PsUs
B Servers
e Server 1 (orasppsme1)
[y SHVEN 2 (OrasppsmE2)
[# a0 Server 3 (orasppsmt3)
[ wzps Server 4 (orasppsmt4)
[ ape Server S (oraappsmt1_new)
[ wspo Server 6 {orazppsmt_new)
3 o Server 7 (orazppsmt3_new) |
& o EERETEN

Associate Service Profile

Select an ¥isting service pmﬁe to associate with the selzcted senver.

larne: Crg Assoc Skake Server

5 Service Profile orafppsMT1

org-rookt

Associated

sysfchassis-2/blade-5

= Service Profile orafppsDEL

arg-root

Associated

|sysichassis-1/blade-1

% Service Profile test

org-rookt

Associating

sysichassiz-1/blade-3

$ Service Profile oraAppsEML

arg-raot

Associated

syschassis-1/blade-5

% Service Profile orafppsMT2

org-rookt

Associated

sysfchassis-2/blade-6

= Service Profile orafppsMT4

arg-root

Unassociated

% Service Profile orahppstT3

org-root

Associated

sysichassiz-2 [blade-7

Click Associate Service Profile, then select All profiles and the service profile that you want to move (Figure 84). If

it is already associated, it may display a warning. Click OK to associate the Service Profile.

This association was done with web transactions happening on the system.

A script was added under the /etc/rc2.d directory to start up the services as part of the server boot. In fact the
script was to set up the apps environment as applmgr (application user), navigate to $INST_TOP/admin/scripts,

and start adstrall.sh. No other changes were made to the system for this exercise.
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Fault injection and end-to-end time taken for the business continuity were as shown in Table 7.

Table 7. Time Required to Restore Services
Service profile association 107"

Server uptime 6’ 50”
Restoration of Oracle services 2'20”

Total downtime 1017”

The total time taken was around 10 minutes. Because of the presence of the load balancer, the transactions
shifted to OC4J running on the surviving blade during this short period.

The process was monitored in EM Grid Control. Figure 85 shows a snippet of the Oracle E-Business Suite
services that were up and running after the association.

Figure 85. Some of the E-Business Suite Services Running After the Association
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EM recorded around 11 minutes of downtime (Figure 86).
Figure 86. Downtime as Measured by Enterprise Manager
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Figure 86 was extracted from EM Grid Control, which monitored the complete failover. It took few more seconds
for the EM agent running on the system to upload the data to the central console; hence the total duration of
11 minutes.
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While the presence of the load balancer makes it transparent to the end user, the load on the surviving
Web and Apps nodes increases, resulting in performance degradation. The use of service profiles in a
SAN boot environment reduces this window. The time it takes to fix the hardware failure or to configure
another blade with similar hardware characteristics, such as MAC and IP addresses, etc., is much
simplified by taking advantage of Cisco UCS service profiles.

Performance and Destructive Tests

Performance Tests

In order to do performance and destructive tests, we needed a tool that continuously keeps a load on the system
at the web layer and also does batch processing through Concurrent Manager. At the time of testing, only the
batch processing OATS (Oracle Application Testing Suite) kit was feasible. The web transaction toolkit still had
issues and could not be used. Whenever and wherever required, a few synthetic transactions were posted through
EM Grid Control, but that was not a true load-generation Kkit.

The load-generation toolkit was provided by Oracle. The kit comes with its own database and appltop. This was
installed in parallel with the vision database and appltop, was converted to shared appltop, and was set up with
the load balancer.

The purpose of using the toolkit was not to benchmark on the existing setup, but to create sufficient load on the
system before running any destructive tests.

For details on benchmark data on Cisco UCS B200 M3 server, see
www.oracle.com/us/solutions/benchmark/apps-benchmark/results-166922.html.

Details Collected from Tools

Automatic Workload Repository (AWR) Report Events

Table 8. Results of Performance Tests in AWR
DB CPU 46,743 84.64
Buffer busy waits 4,446,406 2,918 1 5.28 Concurrency
Eng: TX - index contention 1,004,789 2,648 3 4.79 Concurrency
DB file scattered read 136,822 939 7 1.7 User I/O
DB file sequential read 169,972 819 5 1.48 User I/1O
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Figure 88. Performance Test Results: Runnable Processes and Active Sessions
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Figure 89. Performance Test Results: Payroll and Order to Cash Tests
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Both Payroll and Order to Cash tests were done
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Destructive Tests
The destructive tests were done on the Apps server. The database was on single instance. For details on RAC
failures, refer to the 11gR2 white papers and/or CVDs at http://www.cisco.com/go/oracle. The RAC failures are not

covered here.

The load was generated as mentioned in the Performance Tests section and the fault was induced (Table 9).

Table 9. Results of Destructive Tests on the Apps Server

Reboot one of the Web The web node was rebooted System should continue working. The load balancer in front of the

tier nodes Apps nodes continued
transactions. The OC4J processes
on the surviving node picked up
the load.

Reboot Concurrent The Concurrent Manager node was = The web transactions should The batch processing failed. The

Manager node rebooted continue test bed did not include PCP setup.
Otherwise, continuity could have
been expected.

Reboot one of the fabrics Rebooted one of the fabrics No interruption The fabric joined back in 10 to 15
minutes. The NICs failed over to
the surviving fabric, seamlessly
without any interruption.

Associate service profile with a  One of the web nodes was System should continue working The spare blade was back in the

spare node disassociated and associated with pool and shared the load within 10

a spare blade minutes. No interruption.
Appendix

Appendix A: Cisco UCS Service Profiles

Fabric Interconnect
ID: A
Product Name: Cisco UCS 6120XP
HW Revision: 0
Total Memory (MB): 3548
OOB IP Addr: 10.29.135.4
OOB Gateway: 10.29.135.1
OOB Netmask: 255.255.255.0
Operability: Operable
Thermal Status: Ok

ID: B

Product Name: Cisco UCS 6120XP
HW Revision: 0

Total Memory (MB): 3548

OOB IP Addr: 10.29.135.6

OOB Gateway: 10.29.135.1

OOB Netmask: 255.255.255.0
Operability: Operable

Thermal Status: Ok

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 87 of 93


http://www.cisco.com/go/oracle

Server Inventory

Server Equipped PID Equipped VID Equipped Serial (SN) Ackd

Slot Status
11 B440-BASE-M2 VO1FCH16177CZP Equipped
1/2 Equipped Not Pri
1/5 B230-BASE-M2 VO1FCH16017E1E Equipped
1/8 Equipped Not Pri
2/5 UCSB-B200-M3 VO1FCH164579EP Equipped
2/6 UCSB-B200-M3 VO1FCH1651J48Y Equipped
217 UCSB-B200-M3 V01FCH1651J42C Equipped
2/8 UCSB-B200-M3 VO1FCH1651J3TQ Equipped
Show i nterface brief
Ethernet VLAN Type Mode Status
Interface
Eth1l/1 1 eth fabric  up non
Eth1/2 1 eth fabric  up
Eth1/3 1 eth fabric  up
Eth1/4 1 eth fabric  up
Eth1/5 1 eth fabric  up
Eth1/6 1 eth fabric  up
Eth1/7 1 eth fabric  up
Eth1/8 1 eth fabric  up
...(partial list)

show service-profile assoc detail

Service Profile Name: oraAppsDB1
Association: Associated
Server: 1/1

Selected
Server P

Server: sys/chassis-1/blade-1
ool:

Service Profile Name: oraAppsEM1
Association: Associated
Server: 1/5

Selected

Server: sys/chassis-1/blade-5
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262144

262144

262144
262144
262144
262144

Reason  Speed

e

none
none
none
none
none
none
none

Ch#

10G(D) —
10G(D)
10G(D)
10G(D)
10G(D)
10G(D)
10G(D)
10G(D)

Ackd
Memory (MB) Cores

40

20

16

16

16
16

Port
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Service Profile Name: oraAppsMT1

Association: Associated
Server: 2/5

Selected Server: sys/chassis-2/blade-5

Server Pool:

Service Profile Name: oraAppsMT2

Association: Associated
Server: 2/6

Selected Server: sys/chassis-2/blade-6

Server Pool:

Service Profile Name: oraAppsMT3

Association: Associated
Server: 2/7

Selected Server: sys/chassis-2/blade-7

Server Pool:
...(partial list)

Appendix B: Nexus 5548UP Zoning Details

Switch A

zone name

*

zone name

zone name

zone name

zone name

zone name

OraAppsDB_1

OraAppsDB_3

OraAppsMT1_1

OraAppsMT2_1

OraAppsMT3_1

OraAppsEM_1
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20:00:00:25:b5:bb:00:0c
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:0e
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:0a
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:07
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:05

50:06:01:60:3d:€0:21:f6

50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:03

OraAppsDB_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsDB_vHBA3
OraAppsSPA2
OraAppsSPB2

OraAppsMT1_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsMT2_vHBA1
OraAppsSPA2
OraAppsSPB2
OraAppsMT3_vHBA1
OraAppsSPA2

OraAppsSPB2

OraAppsEM_vHBA1
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zoneset |name | OraAppsZoneset [vsan
*

*

Switch B

N R

50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

OraAppsSPA2
OraAppsSPB2

zone  name OraAppsDB_1

*

zone  name OraAppsDB_3

zone  name OraAppsMT1_1

zone  name OraAppsMT2_1

zone  name OraAppsMT3_1

zone  name OraAppsEM_1

Appendix C: Cisco ACE Configuration
ebizcvd-4710-1/Admin# show run
Generating configuration....
logging enable
logging timestamp
logging trap 5
boot system image:c4710ace-t1k9-mz.A5_2_0.bin

login timeout 0

hostname ebizcvd-4710-1
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20:00:00:25:b5:bb:00:0c
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:0e
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:0a
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:07
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:05
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

20:00:00:25:b5:bb:00:03
50:06:01:60:3d:€0:21:f6
50:06:01:68:3d:€0:21:f6

OraAppsDB_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsDB_vHBA3
OraAppsSPA2
OraAppsSPB2

OraAppsMT1_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsMT2_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsMT3_vHBA1
OraAppsSPA2
OraAppsSPB2

OraAppsEM_vHBA1

OraAppsSPA2
OraAppsSPB2
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interface gigabitEthernet 1/1
switchport access vlan 135
no shutdown

interface gigabitEthernet 1/2
switchport access vlan 135
no shutdown

interface gigabitEthernet 1/3
shutdown

interface gigabitEthernet 1/4
shutdown

access-list everyone line 10 extended permit ip any any

probe http http
interval 5

passdetect interval 2
passdetect count 1
expect status 200 200

rserver host oraappsmtl
ip address 10.29.135.61
inservice
rserver host oraappsmt2
ip address 10.29.135.63
inservice

serverfarm host web-farm

predictor leastconns

probe http-probe

rserver oraappsmtl
inservice

rserver oraappsmt2
inservice

sticky http-cookie ace-id app-cookie
cookie insert browser-expire
serverfarm web-farm

class-map match-all vip-web
2 match virtual-address 10.29.135.90 tcp eq 8000

policy-map type management first-match remote-mgmt
class class-default
permit

policy-map type loadbalance first-match web-policy
class class-default
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sticky-serverfarm app-cookie

policy-map multi-match client-vips
class vip-web
loadbalance vip inservice
loadbalance policy web-policy
loadbalance vip icmp-reply active

interface vlan 135

ip address 10.29.135.80 255.255.255.0
access-group input everyone
service-policy input remote-mgmt
service-policy input client-vips

no shutdown

interface vlan 135

ip address 10.29.135.80 255.255.255.0
access-group input everyone
service-policy input remote-mgmt
service-policy input client-vips

no shutdown

ip route 0.0.0.0 0.0.0.0 10.29.135.1

username admin password 5 $1$a/1PvTdQ$5yE.pNd7YdKyObJXKJEDo/ role Admin domain
default-domain

username www password 5 $1$TJ.Ed403%$z8kCowlI8gINHBVcQQbU10 role Admin domain
default-domain

ssh key rsa 4096 force
ssh key rsal 768 force

Note: This is only a partial list and is just for reference.

Appendix D: ASM parameters
Some of the parameters in ASM were increased for taking batch loads and also to support multiple asmcp
commands to move the database files from the file system to ASM.
asm_diskgroups='DATA’’REDOCTL’,'FRA’
asm_power_limit=1
memory_target=1023M
large_pool_size=12M
sessions=600
processes=400

Appendix E: Database Instance Parameters
sga_target=60G
sessions=6000
db_writer_processes=4
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db_cache_size=25G

Appendix F: Oracle Apps Context File Parameters
<webentryurlprotocol oa_var="s_webentryurlprotocol">http</webentryurlprotocol>
<webentryhost oa_var="s_webentryhost">ebizonucs</webentryhost>
<webentrydomain oa_var="s_webentrydomain">cisco.com</webentrydomain>

<activewebport oa_var="s_active_webport" oa_type="DUP_PORT" base="8000" step="1"
range="-1" label="Active Web Port">8000</activewebport>

<login_page
oa_var="s_login_page"> http://ebizonucs.cisco.com:8000/0OA_HTML/AppsLogin </login_pa
ge>
<externURL oa_var="s_external_url"> http://ebizonucs.cisco.com:8000 </externURL>
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