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1. Goals

This document details how to deploy the Oracle WebLogic Middleware solution on Cisco® UCS B-Series Blade
Servers that are connected to the EMC CLARIION CX4 Storage array. It also details the best practice
recommendations for configuring Cisco UCS Service Profiles, the SAN Boot configuration, and describes the Cisco
UCS advantages for Java Enterprise Edition platforms.

1.1 Audience

This document is intended to assist solution architects, sales engineers, field engineers and consultants in
deploying Oracle WebLogic Cluster solutions on the Cisco Unified Computing System. This document assumes
that the reader has an architectural understanding of the Cisco Unified Computing System, Java EE , Oracle
WebLogic middleware platform , and related software.

2. Infrastructure Components

The following sections detail the infrastructure components used in this particular configuration.

2.1 Cisco Unified Computing System

The Cisco Unified Computing System is a next-generation data center platform that unites compute, network,
storage access, and virtualization into a cohesive system designed to reduce total cost of ownership (TCO) and
increase business agility. The Cisco Unified Computing System server portfolio consists of the blade server
platform, B-Series and the C-Series Rack-Mount platform. We chose the Cisco UCS B-Series Blade Server
platform for this study. The system integrates a low-latency, lossless 10 Gigabit Ethernet unified network fabric with
enterprise-class x86-architecture servers. The system is an integrated, scalable, multi-chassis platform in which all
resources participate in a unified management domain.

The main system components include:

Compute—the system is based on an entirely new class of computing system that incorporates blade servers
based on Intel Xeon 5500 Series Processors. The Cisco UCS blade servers offer patented Cisco Extended
Memory Technology to support applications with large datasets and allow more virtual machines per server.

Network—the system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric. This network
foundation consolidates what today are three separate networks: LANs, SANs, and high-performance computing
networks. The unified fabric lowers costs by reducing the number of network adapters, switches, and cables, and
by decreasing power and cooling requirements.

Virtualization—the system unleashes the full potential of virtualization by enhancing the scalability, performance,
and operational control of virtual environments. Cisco security, policy enforcement, and diagnostic features are
now extended into virtualized environments to better support changing business and IT requirements.

Storage access—the system provides consolidated access to both SAN storage and Network Attached Storage
(NAS) over the unified fabric. Unifying storage access means that the Cisco Unified Computing System can access
storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and iSCSI, providing customers with
choice and investment protection. In addition, administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity and management while helping increase
productivity.

Management—the system uniquely integrates all the system components, enabling the entire solution to be
managed as a single entity through the Cisco UCS Manager software. The Cisco UCS Manager provides an
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intuitive graphical user interface (GUI), a command-line interface (CLI), and a robust application programming
interface (API) to manage all system configuration and operations. The Cisco UCS Manager helps increase IT staff
productivity, enabling storage, network, and server administrators to collaborate on defining service profiles for
applications. Service profiles are logical representations of desired physical configurations and infrastructure
policies. They help automate provisioning and increase business agility, allowing data center managers to
provision resources in minutes instead of days.

Working as a single, cohesive system, these components unify technology in the data center. They represent a
radical simplification in comparison to traditional systems, helping simplify data center operations while reducing
power and cooling requirements. The system amplifies IT agility for improved business outcomes. The Cisco
Unified Computing System components illustrated in Figure 1 include, from left to right, fabric interconnects, blade
server chassis, blade servers, and in the foreground, fabric extenders and network adapters.

Figure 1.  Cisco Unified Computing System

2.2 Cisco Unified Computing System Components

2.2.1 Cisco UCS Manager

Cisco UCS Manager serves as an embedded device manager for all Cisco Unified Computing System
components. The Cisco UCS Manager creates a unified management domain that serves as the central nervous
system of the Cisco Unified Computing System. The Cisco UCS Manager takes the place of the system
management tools associated with a traditional computing architecture by integrating computing, networking, and
virtualization resources into one cohesive system. Cisco UCS Manager implements policy-based management
using service profiles to help automate provisioning and increase agility.

In managing the services within Cisco UCS, configuration details are applied to service profiles, instead of many
tedious touches of a physical server and the associated LAN, SAN, and management networks. The service profile
includes all the firmware, firmware settings, and BIOS settings. For example, definition of server connectivity,
configuration, and identity. This model allows for rapid service instantiation, cloning, growth, shrink, retirement, and
re-use in a highly automated fashion. One capability is for a project-by-project instantiation of compute resources
with integrated governance, and a life-cycle that returns the physical compute hardware to a pool for other
business unit usage. If the project requires a re-build of a previous infrastructure, the stateless nature of Cisco UCS
provides for a rapid standup of the prior environment (assuming a SAN boot, or physical disk storage scenario).
With other vendors, there is a loosely coupled system of packages having many meshed and customized
interconnections. When any of these items is versioned, the effects of updating are not isolated to a given
component—they impact other components within a solution. Cisco UCS, with its single source of information and
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configuration, and open schema, handles upgrades, as well as daily operations, in a simple, straightforward
manner.

In the present setup consists of two B200M2 Servers for Apache and an application server for each. A configured
service profile was used for one of the B200M2 servers and then simply cloned the profile for the second server.
This allows fast provisioning of new servers in the Cisco UCS configuration.

Figure 2 illustrates the Cisco UCS Manager with a service profile associated with a B200M2 server.
Figure 2.  Cisco UCS Manager View

- Cisco Unified Computing System Manager - rack2-fi

(rll Ay HE I " [ Cptions | @ 0 | M\ Pending Activities ‘ [@] Exit
? g 9 % > BB Equipment » S Chassis » S Chassis 1 F e Servers » e Server 3
T EmEnrn Inventory | irtual Machines | Installsd Firmware | SEL Logs | VIF Paths | Fauls | Events | FSM | Statistics | Temperatures | Power |
=
=] EE Equipment
-8 Chassis
=]

Fans
10 Modules

Status Details

| PSUs
e Servers

e Sorver |

i
-
23

dapters
[

e SErVEr 4
LS
[
-9 Rack-Mounts
| Fex
% Servers
(= Fabric Interconnects

[

[+ EER Fabric Interconnect B (subordinate)

8

| SaveChanges || ResetValues |

<l il |

75 Logged in as admin@10. 104, 108,30 | System Time: 2011-07-04T03:09 ok

2.2.2 Fabric Interconnect

The Cisco UCS 6100 Series Fabric Interconnects are a core part of the Cisco Unified Computing System, providing
both network connectivity and management capabilities for the system (Figure 2). The Cisco UCS 6100 Series
offers line-rate, low-latency, lossless 10 Gigabit Ethernet and FCoE functions.

The Cisco UCS 6100 Series provides the management and communication backbone for the Cisco UCS B-Series
Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis and therefore all blades, attached to
the Cisco UCS 6100 Series Fabric Interconnects become part of a single, highly available management domain. In
addition, by supporting unified fabric, the Cisco UCS 6100 Series provides both the LAN and SAN connectivity for
all blades within its domain.

From a networking perspective, the Cisco UCS 6100 Series uses a cut-through architecture, supporting
deterministic, low-latency, line-rate 10 Gigabit Ethernet on all ports, independent of packet size and enabled
services. The product family supports Cisco low-latency, lossless 10 Gigabit Ethernet unified network fabric
capabilities, which increase the reliability, efficiency, and scalability of Ethernet networks. The fabric interconnect
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supports multiple traffic classes over a lossless Ethernet fabric from the blade through the interconnect. Significant
TCO savings come from an FCoE-optimized server design in which network interface cards (NICs), host bus
adapters (HBAs), cables, and switches can be consolidated.

The Cisco UCS 6100 Series is also built to consolidate LAN and SAN traffic onto a single unified fabric, saving the
capital and operating expenses associated with multiple parallel networks, different types of adapter cards,
switching infrastructure, and cabling within racks. Fibre Channel expansion modules in the interconnect support
direct connections from the Cisco Unified Computing System to existing native Fibre Channel SANs. The capability
to connect FCoE to native Fibre Channel protects existing storage system investments while dramatically
simplifying in-rack cabling.

Figure 3.  Cisco UCS 6120XP 20-Port Fabric Interconnect (Top) and Cisco UCS 6140XP 40-Port Fabric Interconnect

The Cisco UCS 6100 Series is equipped to support the following module options:

o Ethernet module that provides 6 ports of 10 Gigabit Ethernet using the SFP+ interface

e Fibre Channel plus Ethernet module that provides 4 ports of 10 Gigabit Ethernet using the SFP+ interface;
and 4 ports of 1/2/4-Gbps native Fibre Channel connectivity using the SFP interface

e Fibre Channel module that provides 8 ports of 1/2/4-Gbps native Fibre Channel using the SFP interface for
transparent connectivity with existing Fibre Channel networks

e Fibre Channel module that provides 6 ports of 1/2/4/8-Gbps native Fibre Channel using the SFP or SFP+
interface for transparent connectivity with existing Fibre Channel networks

Figure 4.  From left to right: 8-Port 1/2/4-Gbps Native Fibre Channel Expansion Module; 4-Port Fibre Channel plus 4-Port 10
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2.2.3 Cisco Fabric Extenders Module

The Cisco UCS 2100 Series Fabric Extenders bring the unified fabric into the blade server enclosure, providing 10
Gigabit Ethernet connections between blade servers and the fabric interconnect, simplifying diagnostics, cabling,
and management.

The Cisco UCS 2100 Series extends the 1/O fabric between the Cisco UCS 6100 Series Fabric Interconnects and
the Cisco UCS 5100 Series Blade Server Chassis, enabling a lossless and deterministic FCoE fabric to connect all
blades and chassis together. Since the fabric extender is similar to a distributed line card, it does not do any
switching and is managed as an extension of the fabric interconnects. This approach removes switching from the
chassis, reducing overall infrastructure complexity and enabling the Cisco Unified Computing System to scale to
many chassis without multiplying the number of switches needed, reducing TCO and allowing all chassis to be
managed as a single, highly available management domain.

The Cisco 2100 Series also manages the chassis environment (the power supply and fans as well as the blades) in
conjunction with the fabric interconnect. Therefore, separate chassis management modules are not required.

The Cisco UCS 2100 Series Fabric Extenders fit into the back of the Cisco UCS 5100 Series chassis. Each Cisco
UCS 5100 Series chassis can support up to two fabric extenders, enabling increased capacity as well as
redundancy.

Figure 5.  Rear view of Cisco UCS 5108 Blade Server Chassis with two Cisco UCS 2104XP Fabric Extenders

The Cisco UCS 2104XP Fabric Extender has four 10 Gigabit Ethernet, FCoE-capable, Small Form-Factor
Pluggable Plus (SFP+) ports that connect the blade chassis to the fabric interconnect. Each Cisco UCS 2104XP
has eight 10 Gigabit Ethernet ports connected through the midplane to each half-width slot in the chassis. Typically
configured in pairs for redundancy, two fabric extenders provide up to 80 Ghps of I/O to the chassis.

Figure 6.  Cisco UCS 2104XP Fabric Extender
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2.2.4 Cisco UCS Chassis

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of the Cisco Unified Computing
System, delivering a scalable and flexible blade server chassis for today's and tomorrow's data center while
helping reduce TCO.

Cisco's first blade server chassis offering, the Cisco UCS 5108 Blade Server Chassis, is six rack units (6RU) high
and can mount in an industry-standard 19-inch rack. A chassis can house up to eight half-width Cisco UCS B-
Series Blade Servers and can accommodate both half- and full-width blade form factors.

Four single-phase, hot-swappable power supplies are accessible from the front of the chassis. These power
supplies are 92 percent efficient and can be configured to support non-redundant, N+ 1 redundant and grid-
redundant configuration. The rear of the chassis contains eight hot-swappable fans, four power connectors (one
per power supply), and two 1/O bays for Cisco UCS 2104XP Fabric Extenders.

A passive mid-plane provides up to 20 Gbps of I/O bandwidth per server slot and up to 40 Gbps of I/0O bandwidth
for two slots. The chassis is capable of supporting future 40 Gigabit Ethernet standards.

Figure 7.  Cisco Blade Server Chassis (front and back view)

2.2.5 Intel Xeon 5600 Series Processor

As data centers reach the upper limits of their power and cooling capacity, efficiency has become the focus of
extending the life of existing data centers and designing new ones. As part of these efforts, IT needs to refresh
existing infrastructure with standard enterprise servers that deliver more performance and scalability, more
efficiently. The Intel Xeon 5600 Series Processor automatically regulates power consumption and intelligently
adjusts server performance according to your application needs, both energy efficiency and performance. The
secret to this compelling combination is Intel's new 32nmXeon microarchitecture. Featuring Intel Intelligent Power
Technology that automatically shifts the CPU and memory into the lowest available power state, while delivering
the performance you need, the Intel Xeon 5600 Series Processor with Intel Micro-architecture Xeon delivers the
same performance as previous-generation servers but uses up to 30 percent less power. You can achieve up to a
93 percent reduction in energy costs when consolidating your single-core infrastructure with a new infrastructure
built on Intel Xeon 5600 Series Processor.

This groundbreaking intelligent server technology features:

¢ Intel's new 32nm Microarchitecture Xeon built with second-generation high-k and metal gate transistor
technology.

¢ Intelligent Performance that automatically optimizes performance to fit business and application
requirements and delivers up to 60 percent more performance per watt than Intel Xeon 5500 Series
Processor.

« Automated Energy Efficiency that scales energy usage to the workload to achieve optimal performance/watt
and with new 40 Watt options and lower power DDR3 memory, you can lower your energy costs even
further.
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o Flexible virtualization that offers best-in-class performance and manageability in virtualized environments to
improve IT infrastructure and enable up to 15:1 consolidation over two socket, single-core servers. New
standard enterprise servers and workstations built with this new generation of Intel process technology offer
an unprecedented opportunity to dramatically advance the efficiency of IT infrastructure and provide
unmatched business capabilities.

Figure 8.  Intel Xeon 5600 Series Processor
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2.2.6 Intel Xeon 7500 Series Processor
The Intel Xeon processor 7500 series supports up to eight integrated cores and 16 threads, and is available with

frequencies up to 2.66 GHz, and 24 MB of cache memory, four Intel QPI links and Intel Turbo boost technology.
Thermal design point (TDP) power levels range from 95 watt to 130 watts.

This new Intel processor is packed with more than 20 new features that deliver a leap forward in reliability,
availability and serviceability (RAS). These reliability capabilities are designed to improve the protection of data
integrity, increase availability and minimize planned downtime.

For example, this is the first Xeon processor to possess Machine Check Architecture (MCA) Recovery, a feature
that allows the silicon to work with the operating system and virtual machine manager to recover from otherwise
fatal system errors, a mechanism until now found only in Intel® Itanium® processor family and RISC processors.

2.2.7 Cisco UCS B200M2 Blade Server

The Cisco UCS B200M2 Blade Server is a half-width, two-socket blade server. Cisco UCS B200M2 blade server
uses two Intel Xeon 5600 Series Processors, with up to 96GB of DDR3 memory, two optional hot-swappable small
form factor (SFF) serial attached SCSI (SAS) disk drives, and a single mezzanine connector for up to 20 Gbps of
1/0 throughput. The server balances simplicity, performance, and density for production-level virtualization and
other mainstream data center workloads.
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Figure 9.  Cisco UCS B200 M2 Blade Server

2.2.8 Cisco UCS B230M1 Blade Server

Cisco has expanded the architectural advantages of its Intel Xeon Processor 6500 and 7500 Series-based server
platforms with an exceptionally high density blade server. The two-socket Cisco UCS B230M1 Blade Server
platform delivers high performance and density in a compact, half-width form factor.

In addition, it provides one dual-port mezzanine card for up to 20 Gbps 1/O per blade. Options include a Cisco UCS
M81KR Virtual Interface Card or converged network adapter (Emulex or QLogic compatible).

Other features include:
e 32 dual in-line memory module (DIMM) slots and up to 256 GB at 1066 MHz based on Samsung 40-

nanometer class (DDR3) technology

e Two optional front-accessible, hot-swappable solid-state drives (SSDs) and an LSI SAS2108 RAID
Controller

o Greatly simplified deployment and systems management with embedded integration into Cisco UCS
Manager

e Each Cisco UCS 5108 Blade Server Chassis can house up to eight B230M1 servers (a maximum of 320
per Cisco Unified Computing System).

Figure 10. Cisco UCS B230 M1 Blade Server

2.2.9 Cisco UCS B250M2Extended Memory Blade Server

The Cisco UCS B250M2 Extended Memory Blade Server is a full-width, two-socket blade server featuring Cisco
Extended Memory Technology. The system supports two Intel Xeon 5600 Series Processors, up to 384 GB of
DDR3 memory, two optional SFF SAS disk drives, and two mezzanine connections for up to 40 Gbps of I/O
throughput. The server increases performance and capacity for demanding virtualization and large-data-set
workloads with greater memory capacity and throughput.
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Figure 11. Cisco UCS B250 M2 Extended Memory Blade Server

2.2.10 Extended Memory Architecture

Modern CPUs with built-in memory controllers support a limited number of memory channels and slots per CPU.
The need for virtualization software to run multiple OS instances demands large amounts of memory, and that,
combined with the fact that CPU performance is outstripping memory performance, can lead to memory
bottlenecks. Even some traditional non-virtualized applications demand large amounts of main memory: database
management system performance can be improved dramatically by caching database tables in memory, and
modeling and simulation software can benefit from caching more of the problem state in memory.

To obtain a larger memory footprint, most IT organizations are forced to upgrade to larger, more expensive, four-
socket servers. CPUs that can support four-socket configurations are typically more expensive, require more
power, and entail higher licensing costs. Cisco Extended Memory Technology expands the capabilities of CPU-
based memory controllers by logically changing the geometry of main memory while still using standard DDR3
memory. This technology makes every four DIMM slots in the expanded memory blade server appear to the CPU’s
memory controller as a single DIMM that is four times the size (Figure 16). For example, using standard
DDR3DIMMs, the technology makes four 8-GB DIMMS appear as a single 32-GB DIMM. Cisco UCS B250M2
servers implements Cisco Extended Memory technology.

This patented technology allows the CPU to access more industry-standard memory than ever before in a two-
socket server:

For memory-intensive environments, data centers can better balance the ratio of CPU power to memory and install
larger amounts of memory without having the expense and energy waste of moving to four-socket servers simply
to have a larger memory capacity. With a larger main-memory footprint, CPU utilization can improve because of
fewer disk waits on page-in and other I/O operations, making more effective use of capital investments and more
conservative use of energy.

For environments that need significant amounts of main memory but which do not need a full 384 GB, smaller-
sized DIMMs can be used in place of 8-GB DIMMs, with resulting cost savings: two 4-GB DIMMS are typically less
expensive than one 8-GB DIMM.
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Figure 12. Cisco Extended Memory Architecture
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2.2.11 Cisco UCS Virtual Interface Card (VIC)

Cisco Virtual Interface Cards were developed ground up to provide acceleration for the various new operational
modes introduced by server virtualization. The Virtual Interface Cards are highly configurable and self-virtualized
adapters that can create up 128 PCle endpoints per adapter. These PCle endpoints are created in the adapter
firmware and present fully compliant standard PCle topology to the host OS or hypervisor.

Each of these PCle endpoints the Virtual Interface Card creates can be configured individually for the following
attributes:

o Interface type: FCoE, Ethernet or Dynamic Ethernet interface device

e Resource maps that are presented to the host: PCIeBARs, interrupt arrays

« The Network presence and attributes: MTU, VLAN membership

e QoS parameters: 802.1p class, ETS attributes, rate limiting and shaping

Figure 13. Cisco UCS Virtual Interface Card

2.3 EMC CLARIIiON

EMC CLARIION CX4 model 240 is a powerful networked storage system that scales seamlessly up to 231 TB of
capacity. CLARiIION CX4 model 240 combines CLARIION five 9s availability with automated storage tiering
(FAST), FAST Cache, Flash drives, compression, 64-hit operating system, and multicore processors.

In the present setup, we have used CX4-240 to deploy Oracle WebLogic Cluster.
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Figure 14. EMC Clariion — CX4-240

2.4 Cisco Networking Infrastructure

2.4.1 Cisco Nexus 5010 28-Port Switch

The Cisco Nexus 5010 Switch is a 1RU, 10 Gigabit Ethernet/FCoE access layer switch built to provide more than
500 Gigabits per second (Gbps) throughput with very low latency. It has 20 fixed 10 Gigabit Ethernet/FCoE ports
that accept modules and cables meeting the Small Form-Factor Pluggable Plus (SFP+) form factor. One expansion
module slot can be configured to support up to six additional 10 Gigabit Ethernet/FCoE ports, up to eight Fibre
Channel ports, or a combination of both. The switch has a single serial console port and a single out-of-band
10/100/1000-Mbps Ethernet management port. Two N+1 redundant, hot-pluggable power supplies and five N+1
redundant, hot-pluggable fan modules provide highly reliable front-to-back cooling.

2.4.2 Cisco Nexus 5000 Series Feature Highlights
Features and Benefits

The switch family's rich feature set makes the series ideal for rack-level, access-layer applications. It protects
investments in data center racks with standards-based Ethernet and FCoE features that allow IT departments to
consolidate networks based on their own requirements and timing.

The combination of high port density, wire-speed performance, and extremely low latency makes the switch an
ideal product to meet the growing demand for 10 Gigabit Ethernet at the rack level. The switch family has sufficient
port density to support single or multiple racks fully populated with blade and rack-mount servers.

Built for today's data centers, the switches are designed just like the servers they support. Ports and power
connections are at the rear, closer to server ports, helping keep cable lengths as short and efficient as possible.
Hot-swappable power and cooling modules can be accessed from the front panel, where status lights offer an at-a-
glance view of switch operation. Front-to-back cooling is consistent with server designs, supporting efficient data
center hot- and cold-aisle designs. Serviceability is enhanced with all customer-replaceable units accessible from
the front panel. The use of SFP+ ports offers increased flexibility to use a range of interconnect solutions, including
copper for short runs and fiber for long runs.

Fibre Channel over Ethernet and IEEE Data Center Bridging features supports I/O consolidation, eases
management of multiple traffic flows, and optimizes performance. Although implementing SAN consolidation
requires only the lossless fabric provided by the Ethernet pause mechanism, the Cisco Nexus 5000 Series
provides additional features that create an even more easily managed, high-performance, unified network fabric.
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10 Gigabit Ethernet and Unified Fabric Features

The Cisco Nexus 5000 Series is first and foremost a family of outstanding access switches for 10 Gigabit Ethernet
connectivity. Most of the features on the switches are designed for high performance with 10 Gigabit Ethernet. The
Cisco Nexus 5000 Series also supports FCoE on each 10 Gigabit Ethernet port that can be used to implement a
unified data center fabric, consolidating LAN, SAN, and server clustering traffic.

Low Latency

The cut-through switching technology used in the Cisco Nexus 5000 Series ASICs enables the product to offer a
low latency of 3.2 microseconds, which remains constant regardless of the size of the packet being switched. This
latency was measured on fully configured interfaces, with access control lists (ACLs), quality of service (QoS), and
all other data path features turned on. The low latency on the Cisco Nexus 5000 Series enables application-to-
application latency on the order of 10 microseconds (depending on the network interface card [NIC]). These
numbers, together with the congestion management features described next, make the Cisco Nexus 5000 Series a
great choice for latency-sensitive environments.

Other features include: Nonblocking Line-Rate Performance, Single-Stage Fabric, Congestion Management,
Virtual Output Queues, Lossless Ethernet (Priority Flow Control), Delayed Drop Fibre Channel over Ethernet,
Hardware-Level /O Consolidation, and End-Port Virtualization. For more information, see:
http://www.cisco.com/en/US/products/ps9670/prod_white_papers_list.html.

3. Platform Components

3.1 Oracle WebLogic Server 11gR1

Oracle WebLogic Server is a scalable, enterprise-ready Java Platform, Enterprise Edition (Java EE) application
server. The WebLogic Server infrastructure supports the deployment of many types of distributed applications and
is an ideal foundation for building applications based on Service Oriented Architectures (SOA).

The WebLogic Server complete implementation of The Sun Microsystems Java EE 5.0 specification provides a
standard set of APIs for creating distributed Java applications that can access a wide variety of services, such as
databases, messaging services, and connections to external enterprise systems. End-user clients access these
applications using Web browser clients or Java clients. It also supports the Spring Framework, a programming
model for Java applications which provides an alternative to aspects of the Java EE model.

In addition to the Java EE implementation, WebLogic Server enables enterprises to deploy mission-critical
applications in a robust, secure, highly available, and scalable environment. These features allow enterprises to
configure clusters of WebLogic Server instances to distribute load, and provide extra capacity in case of hardware
or other failures.

In the present setup, we clustered Oracle WebLogic 11g (10.3.5) on Cisco UCS B230M1 blade server.

3.2 Oracle Database 11gR2

Oracle Database is an ORDBMS (Object Relational DatabaseManagement System), with its own Volume Manager
and managed Database. Oracle Database 11g Release 2 provides the foundation for IT to successfully deliver
more information with higher quality of service, reduce the risk of change within IT, and make more efficient use of
their IT budgets.

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 14 of 83


http://www.cisco.com/en/US/products/ps9670/prod_white_papers_list.html�

Oracle implements, Oracle Real Application Clusters (RAC), an option to Oracle Database 11g Release 2, enables
acluster of low-cost commodity servers to work together as a single shared database grid.Applications can be
deployed on a grid without modification or re-architecture and enjoy thebenefit of consolidation, higher availability,
faster performance and scalability on-demand.

3.3 Oracle Enterprise Linux

Oracle Linux is an open source operating system available under the GNU General Public License (GPL) and is
available for free download through Oracle E-Delivery. Oracle Linux offers two Linux kernels to choose from:

e The Red Hat Compatible Kernel, for those who prefer strict Red Hat compatibility

« The new Unbreakable Enterprise Kernel, for those who want to leverage the latest features in Linux and
boost performance and scalability

In the present setup, we used 64-bit Oracle Enterprise Linux 5.5.
4. Solution Validation

4.1 Deployment Architecture

The three-tier web deployment used in the present setup is detailed in Figure 15.

Figure 15. Three-Tier Web Deployment
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The configuration presented in this document is based on the following main components (Error! Reference
source not found.).
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Table 1. Configuration Components

WebServer Apache 2.2 is deployed on UCS B200M2 blade server equipped with two six-core Intel Xeon
5680 processors at 3.33 GHz with a physcial memory of 24G

Application Oracle WebLogic Server 11g (10.3.5) Cluster is deployed on 2X1 UCS B230M1 Server, both

Server equipped with two eight-core Intel Xeon 7560 processors at 2.26GHz with a physcial memory of
128G

Database Oracle Database 11g Release is deployed on Cisco Full width blade sever — B250M2 which is
equipped with with two six-core Intel Xeon 5680 processors at 3.33 GHz and configured with
96G of physical memory through the use of a Cisco Extended Memory Technology

Storage EMC Clariion CX4-240

Operating Oracle Enterprise Linux 5.5

System (64

bit)

Figure 16. Deployment Architecture
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The high-level workflow to configure the system is elaborated in Figure 17.
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Figure 17. Workflow — 3-tier cluster deployment on WebLogic Server
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4.2 Cisco Unified Computing System Configuration

This section details the Cisco Unified Computing System configuration that was done as part of the infrastructure
build out for deployment of WebLogic platform. The racking, power and installation of the chassis are described in
the install guide (http://www.cisco.com/en/US/docs/unified_computing/ucs/hw/chassis/install/ucs5108_install.html)
and it is beyond the scope of this document. More details on each step can be found in the following documents:

e Cisco Unified Computing System CLI Configuration guide
http://www.cisco.com/en/US/docs/unified_computing/ucs/swi/cli/config/quide/1.4/b_UCSM_CLI_Configuratio
n_Guide 1 4.html

e Cisco UCSManager GUI configuration
guidehttp://www.cisco.com/en/US/docs/unified computing/ucs/sw/gui/config/quide/1.4/b UCSM_GUI_Confi
guration_Guide 1_4.html

An important aspect of configuring a physical server in a Cisco UCS 5108 chassis is to develop a service profile
through Cisco UCS Manager. Service profile is an extension of the virtual machine abstraction applied to physical
servers. The definition has been expanded to include elements of the environment that span the entire data center,
encapsulating the server identity (LAN and SAN addressing, I/O configurations, firmware versions, boot order,
network VLAN, physical port, and quality-of-service [Qo0S] policies) in logical “service profiles” that can be
dynamically created and associated with any physical server in the system within minutes rather than hours or
days. The association of service profiles with physical servers is performed as a simple, single operation. It enables
migration of identities between servers in the environment without requiring any physical configuration changes
and facilitates rapid bare metal provisioning of replacements for failed servers.
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Service profiles can be created in several ways:

From a Template: Create a service policy from a template.

Before starting the service profile creation make sure to do the following:

e Connectivity between Fabric Interconnect and Chassis is enabled
e Upstream Ethernet links and Fiber Channel links are enabled

e MAC pool, WWPN pool, WWNN pool, UUID pool are created

Manually: Create a new service profile using the Cisco UCS Manager GUI.

e Firmware on the UCS system is current, the latest firmware as of now is 1.4.1(2b).

By Cloning: Cloning a service profile creates a replica of a service profile. Cloning is equivalent to creating a
template from the service policy and then creating a service policy from that template to associate with a

1.

Check the firmware on the system and see if it is current. The latest firmware is

1.4.1(2b

+ Cisco Unified Computing System Managen - rack2-fi
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If the firmware is not current, follow the installation and upgrade guide for Cisco UCS
firmware. Also do not forget to upgrade the BIOS to the latest level and associate it with
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2. Verify that the server ports on Fl are enabled. For detailed Fabric Interconnect
configuration refer to
http://www.cisco.com/en/US/docs/unified computing/ucs/sw/qui/config/quide/1.4/UCSM
GUI Configuration Guide 1 4 chapter4.html
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Verify that the upstream Ethernet
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® vV A A

6 10

|-s—][mwmm

& =
(=% Rack-Mounts el
T Fev
- Servers
= EEH Fabric Interconnects
[58 == {Fabric Int: 2
=+ B Fixed Module
~ifll ppliance Ports
il FCoE Storage Ports
[l Moritoring Ethernet Ports
==l Server Ports
o Port 1
o=l Port 2
ol Port 3
-l port 4
&=l Uncorfigured Ethermet Ports
=il Uplink Ethernet Parts
=+ EEll Expansion Module 2
~ifll Appliance Ports
[l FCoE Storage Ports
[ Moritoring Ethernet Ports
=il Maritaring FC Ports
~=ifl] Server Parts
-l Storage FC Ports
il Unconfigured Ethernet Ports
[ Uplirk Ethernet Ports
==l Uplink FC Ports
=l FCPart 1
-l FCPart 2
Al FCPort 3
-l FCPart 4
~=llFCPorts =

ports and FC

ports are enabled.

Fault Summary iQ 0 O .‘ & Options | o 0 | A Pendng Actities | [0 Exit

=3 g’éEqu\pment + [EH Fabric Interconnects » B8 Fabric Interconnect A {primary)

Physical Ports ” Fans " PUs ” Physical Display " Faults " Events ” Statisticsl

pstream ethernet
 ports enabled

[ Part Details

[ Local Storage Information
[ Access

[ High Availability Details

YLAN Port Count

VLAN Port Limik: 6000
Access WLAN Port Count: 13
Bordet YLAN Port Count: 18
Allocation Status: available

Hnir;

i 7

|

~lFCPart e
~AlFCPat 7
-l FC Port =

5 Logged in as admin@10.104.108, 30

Save Changes

Create MAC pool, WWPN pool, WWNN pool, UUID pool

Resat Yalues

4.1

MAC Pool Creation

Cisco Unilied Computin T Manager - rack2-10

(D @ &3 Now - | [ optors | @ @ | M endna neivties | (B Exi
> Shuan ¢ @B Pools « g, oot + B MAC Pocls

bl (=l |48, Plter | = Export | i Privk

Create MAC Poal

Create MAC Pool

Unified Computing System Manager

Add MAC Addresses
1. 5k MacC Pool Mams.

[

2. pad maac

ARC Addr

[+ ck of MAC Addresses @ .

[[Save Changes | [ Reset values |

g Logged in as admird10.104, 100.30

| | Systam Tina: 201 1-06-20T0%116

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 20 of 83



4.2
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4.3 Create WWPNpool for both Fabric Interconnect A and Fabric Interconnect B WWPN for
FabricA.

- Cisco Unified Computing System Manager - rack2-fi
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UUID pool
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4 Logged in as admin@10.104, 108,30 |

‘ System Time: 2011-06-30706:33

4.2.1 Service Profile Configuration

In the present scenario we created a Service profile initial template and thereafter instantiate service profile through

the template.

A service profile template parameterizes theUIDs that differentiate one instance of an otherwise identical server
from another. Templates can be categorized into two types: initial and updating.

Initial Template: The initial template is used to create a new server from a service profile with UIDs, but after the
server is deployed, there is no linkage between the server and the template, so changes to the template will not
propagate to the server, and all changes to items defined by the template must be made individually to each server

deployed with the initial template.

Updating Template: An updating template maintains a link between the template and the deployed servers, and
changes to the template (most likely to be firmware revisions) cascade to the servers deployed with that template

on a schedule determined by the administrator.

Service profiles, templates, and other management data is stored in high-speed persistent storage on the
CiscoUnified Computing System fabric interconnects, with mirroring between fault-tolerant pairs of fabric

interconnects.
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The following are the steps to configure a service profile template.

1.

Click Create Service Profile Template link.

Cisco Unified Comp rack? i

Q@ Bow-| Qom0 0| Ariiie | @es
35 o servers + [l service prchle Tempdstes + ), roct

e e
T o908 1 84 LG 14,1500

Name the service profile template, select UUID pool as created in previous section and
click Next.

Clsen Unifi

&=
L0908 1) 8 a0, 104, 109, 30 | | | | System Tine: 201106201001

In the Storage Configuration Screen, do the following
1. Do not select any local Disk policy. You are doing a SAN Boot for theB230

server and the RAID policy configured in the Storage LUNis be used.
2. Select Expert mode in SAN Connectivity option.
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3. Assign WWNN from the WWNN pool configured in the previous section.
4. Click Add to assign WWPN for vHBA's

= Croate Service Profile Template

0 Unified Computing System Manager o]
Storage ; ~
Optionally specify disk pobcins and SAN confquration infarmation
Seiext @ kol sk cordigration pulcy. =
Locs Select Local Steeage Polcy o uss = - PRy
vl b avsigroed Lo s servace profie,
.
=
" ——
|t e 2}
[ A =
e ([Cemev ) [hests ] [ ] [Ceoed ] J
-bmwnsmm.m.(m:n System Time: 201 1-06-20T00:06
4, In the this setup we will configure 4 vHBA'’s
o 2 of the vHBA's will be used for SAN Boot with SAN LUN configured with RAID

10

e The other two vHBA'sare used for WebLogic 11gR1 installation configured with
SAN LUN configured with RAID1

Each of the vHBA for SANBoot and WebLogic installation are mapped to Fabric A and
Fabric B respectively. This allows redundancy at the Fabric interconnect level. To
configure VHBA screen:

1. Select the WWPN pool as configured in the previous section. You have
configured different WWPN pools for Fabric A and Fabric B. So this has to be
selected as per the Fabric IS selected

2. Select Fabric ID as “A”, select Fabric ID as “B” for vHBA2

Select VSAN as configured previously

4. Follow same steps for the other three VHBA

w
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- Cisco Unified Computing System Manager - rack2-fi
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5. Go to next screen, Networking and do the following to specify the LAN configuration:

1. Select Expert Mode
2. Add vNIC

- Cisco Unified Computing System Manager - rack2-fi
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select a Palicy to use (no Dynamic wNIC Palicy by default) +

+ LI yNICIvHE# Placement
5. U server oot order
6. U maintenance Policy
7. I server Assigrment
8. | operationsi palicies
| FabricID

| MAC Address | Mative YLAN

-l service Profilg

- [ Servi
S8, Sub-
- £ Policies
=6 Podls
=2, roat
Sapp SErve
e

6. Add vNIC configuration. Add two vNIC, ethO and ethl, each configured with Fabric A and
Fabric B.
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P T | | J T o 106 w105
7. In the vNIC/VHBA placement screen, select the default “Let System Performance
Placement”

Cizco Unifind Compu anager - racka: 1l

T e o Tl

[ BT Rl | E | B | K St

B Logosdin o s 0104,108.90 | | | 1 ot Tme: 2011-6-0705:58
8. In the Boot order Screen, do not select any boot policy. You will do a SAN Boot and will

configure a new boot policy in the “SAN Configuration” section.
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+ Create Service Profile Template

Unified Computing System Manager

Server Boot Order

Create Service Profile Template
Optionally specify the boot policy for this service profile template.

1. 'Identify Service Profile
Template.

2. ¥'storane
3. ¥ Networking
4.V ylICjuHBA Placement Select Boot Policy to use

5. V'server Boot Drder
6. Umaintenance poiicy
7. U server assignment

8. | aperational policies

[Czprev | [Crext> | [ Frish | [ concel |

9. Select default for the Maintenance policy, server assignment and operation policy
screen. You can define our custom policy for each of the three screens, for instance, in
operational policy you can define a BIOS policy which is assigned to a server per the
requirement.

Finish developingthe Service Profile template. You can view the service profile template
on the “Servers" tab under “Service Profile Templates”

Q@ @i Qopes | 0 O A | @es

Eqs«mm
-.«mm«u

uggodmuammmm.n |

10. Create a service profile from the above created service profile template and associate it
with a B230M1 server placed in the Cisco UCS chassis 5108.

Lystam manm:e
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QW oM | oo | @ 0 | Mo | Ees
| 123 e Servers. + [ Servce Frofie Tenplstes + gy roct + [ Service Temolate UCS-weblogkc

Create Service Profiles From Template L
: ]
T —

i Server Pocd defak St Changas st ¥

I{mummm 108,30 | — | | | | System Tane: 2011-06-30TEH)
11. When the service profile is created, associate the service profile with the available server

slot in Chassis 5108.
1. Select the created Service profile and go to “Change Service Profile Association”
2. Select “Existing Server” under “Server Assignment” option

The workflow of Service Profile Association is shown in the subsequent figure.

IQ® oitew-|Rowers | © @ | Arenne | @ea

Associate Service Profile
Belocl an paisting serar pool of  privsously-dscovired senver by name, of manually spocidy
scuﬂmmrhrul-hgllMﬂlﬂnlmmcmhlrililﬁ-
lacation, the sy until ane i di d

12. Start the Service Profile Association on the available server;you can view the progress in
the FSM status tab.
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As demonstrated in the above steps, the Cisco Unified Computing System enables data center servers to become
stateless and fungible,where the server's identity (using MAC or WWN addressing or UIDs) as well as build and
operational policyinformation such as firmware and BIOS revisions and network and storage connectivity profiles
can be dynamicallyprovisioned or migrated to any physical server in the system.

4.3 Boot from SAN

Booting from SAN is another critical feature which helps in moving towards stateless computing in which there is
no static binding between a physical server and the OS / applications it is supposed to run. The OS is installed on a
SAN lun and boot from SAN policy is applied to the service profile template or the service profile. If the service
profile were to be moved to another server, the pwwn of the HBAs and the server policy also moves along with it.
The new server now takes the same exact view of the old server, the true stateless nature of the blade server.

The main benefits of booting from the SAN:

e Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own direct-
attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers also take up less
facility space, require less power, and are generally less expensive because they have fewer hardware
components.

o Disaster and Server Failure Recovery: All the boot information and production data stored on a local SAN
can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality of the
servers at the primary site, the remote site can take over with minimal downtime.

o Recovery from server failures is simplified in a SAN environment. With the help of snapshots, mirrors of a
failed server can be recovered quickly by booting from the original copy of its image. As a result, boot from
SAN can greatly reduce the time required for server recovery.
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o High Availability: A typical data center is highly redundant in nature - redundant paths, redundant disks and
redundant storage controllers. When operating system images are stored on disks in the SAN, it supports
high availability and eliminates the potential for mechanical failure of a local disk.

¢ Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers for
rapid deployment. Such servers may only need to be in production for hours or days and can be readily
removed when the production need has been met. Highly efficient deployment of boot images makes
temporary server usage a cost effective endeavor.

e Centralized Image Management: When operating system images are stored on networked disks, all
upgrades and fixes can be managed at a centralized location. Changes made to disks in a storage array are
readily accessible by each server.

With boot from SAN, the image resides on the SAN and the server communicates with the SAN through a host bus
adapter (HBA). The HBAs BIOS contain the instructions that enable the server to find the boot disk. After power on
self test (POST), the server hardware component fetches the boot device that is designated as the boot device in
the hardware BOIS settings. When the hardware detects the boot device, it follows the regular boot process.

There are four distinct portions of the SAN procedure:

e Storage array configuration
e Cisco UCS configuration of service profile
e SAN zone configuration

e Host Registration on Storage

4.3.1 Storage Array Configuration
In the present setup, EMC CLARIiiON CX4-240 is used as a Storage device. Subsequent figure gives an overview
of SAN connectivity for the WebLogic deployment over Cisco UCS Blade servers.

Figure 18. Storage Connectivity

4GB FC Ports
ey 90:06:01:63:3c:e0:1b2b
ey 50:06:01:68:3c:e0:1b2b
ey S0:06:01:6b:3c:e0: 1b2b
ey S0:06:01:60:3c:e0:1b2b

UCS 6120 XP | \ UGS 6120 XP

T R AR
L x L= L=

|

To UCS Chasis To UCE Chasis
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The process to configure storage is as follows:

Create RAID Group in CX4-240

1.

You have created a RAID Type of RAID1 for OS installation. Inthe this setup you have
allocated 2 disk for SAN Boot, allocating a total of around 400G. You would carve out

LUNs from this RAID group for all OS installations.

- fil:f—‘lll;hi\rl-!m Windews |mnrmﬂ-;mm
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[i R B armocosozo01to >
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General | advanced 2 o i
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Storags Posl Type: () gw-__-_. BAID Groug) (GO} % Full Largest Contiguous Fr_
Storage Pool 10 i v 1110.292 1110292 ™
Storsge Posl Name: 20 G 1] e 0
RAID Type: [ e ) ¥ 152573 352573 =
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0.000 0.000
= 0,000 0.000
| (=) Automatic [ | Use Powar Saving Eligible Disks Bisade iR
) Marual 5 Total Raw Capeuty: .. 11 items
Disk Capacty Modol Drive ... |State Power Savi Last Retreshed: 2011-07-07 15-50:58
' Bus 0 Enclasura O .. Q0760 STHS0EG C..IC un... No
& Bus 0 Enclosure 0 ... 402.60... STI45085 C... FC Un... No YLD
Current Dwner Hast Tnfarmation ‘

Create 50GLUN from the RAID Group created through Storage Provisioning Wizard.
You have created a 50GLUN for OEL installation used for WebLogic Server.
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Create Storage Group and Assign the provisioned LUN to the Storage Group.

{7 EMC Uniephere - Win net Explorer
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Configure Boot policy in Cisco UCS Service Profile and re-visit Storage Array to register
host. You need have configured Storage Group which has a 50GLUN configured with
RAID1.

You need to identify the Host ID from the configured OS installation LUN. This Host ID
is mapped to LUN ID during addition of SAN Boot Target in Boot Policy of Cisco UCS
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Service Profile.

This can be identified by the following workflow:
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4.3.2 Cisco UCS Manager Configuration

To enable boot from SAN from a Cisco UCS Manager perspective, do the following:

and don'’t select “enforce vHBA name”.

- Cisco Unifind Computing System Maneger, .

& = e | s Export | (5 Prink.
e

Order

& 0 D105 Defats

mm i
i1 5 Local Desk Config Pricies

Create a boot policy in the “Servers” tab. To do this, Select the policies and on the right
plane select boot policies and select “Add” button. Enter name, select reboot on change,

[ ] (o)

B Loggnd in a5 admni10.104.108.30 | |

Syt Time: 201 10701 T10:46

KVM Console

2. Add the first target as CD-ROM, this enablesyou to install Operating System through

i Logged in a5 admindi0.104.108.30
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3. Add SAN Boot for SAN Primar

A MLy W Morn Duml) i Dt

A v Ui W Woe Do) i Desele

iy Logued in a5 sdmndfl0.104.103.30
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5. You will be usingvhba0 and vhbal for SAN Boot and the other two configured HBA's for
example,vhba2 and vhba3 for WebLogic application server installation. Identify SAN
WWPN ports.
So the SAN Boot Target which would be added are
vhbaO - - - Storage Port SP-BO - Primary Target
~~ Storage Port SP-A3 - Secondary Target

vhbal - -- Storage Port SP-B3 — Primary Target
=~ Storage Port SP-AO — Secondary Target
Properly note the WWPN for all the four CX4 port.
rk3-N5k-1# shflogi database

INTERFACE VSANFCID PORT NAME NODE NAME

fc2/1 1 0x1f00ef50:06:01:61:3c:e0:1b:f850:06:01:60:bc:e0:1b:f8
fc2/4 8 0x9b000320:43:00:05:73:a2:97:4020:08:00:05:73:a2:97:41
fc2/5 8 0x9b02ef50:06:01:63:3c:e0:1b:2b50:06:01:60:bc:e0:1b:2b
fc2/6 8 0x9b01ef50:06:01:68:3c:e0:1b:2b50:06:01:60:bc:e0:1b:2b
vfcl8 8 0x9b000020:00:58:8d:09:0f:2b:2010:00:58:8d:09:0f:2b:20

rk3-N5K-2# shflogi database

INTERFACE VSANFCID PORT NAME NODE NAME

fc2/1 1 0x7a00ef50:06:01:69:3c:e0:1b:f850:06:01:60:bc:e0:1b:f8
fc2/4 8 0x44000220:43:00:05:73:a2:¢2:c020:08:00:05:73:a2:c2:cl
fc2/5 8 0x4402ef50:06:01:6b:3c:e0:1b:2b50:06:01:60:bc:e0:1b:2b
fc2/6 8 0x4401ef50:06:01:60:3c:e0:1b:2b50:06:01:60:bc:e0:1b:2b
vfc20 8 0x44000020:00:58:8d:09:0f:2b:1f10:00:58:8d:09:0f:2b:1f

Total number of flogi = 5.
The final mapping looks like as follows

vhba0 7 - —Storage Port SP-BO - Primary Target — 50:06:01:68:3c:e0:1b:2b
~Storage Port SP-A3 - Secondary Target- 50:06:01:63:3c:e0:1b:2b

vhbal - --Storage Port SP-B3 — Primary Target - 50:06:01:6b:3c:e0:1b:2b
Storage Port SP-AO — Secondary Target - 50:06:01:60:3c:e0:1b:2b
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6. Now Add San Boot Target.
For SAN Boot Primary

ey,

z 1

% Looged i 85 oYy | | | | |Systemn Trme: 2011-07-01T12: 12
7. Now Add a secondary to the previously created Primary SAN Boot Target. This is under
vhbaO

Fault Surmmary
Q

L
| taupment [SEVEE] Lo | | o0 | v

) = | Pl | st | 2 P
{3 Co-ROM
= [ storage

SAN Target primary

e U Move Down (3] Deletes

T Logged in as adnin LD, 104.100.30 Systam Tioe: 20LLAT0ITIZNS

Note: From the above screenshot, the Boot Target LUN ID has been identified from the
host id of the LUN created for SAN Boot in the corresponding host's Storage Group.
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Follow the same step to Add Secondary SAN Boot Target.
The SAN Boot Target Summary is displayed as follows:

= Lisvw Unilied Compuling Systun Map

= [l servce rofie Templstes
B

?z’
i

4
e

<
2 Logged in a5 adsind10.101.108:30 | | Systom T 200107 171223

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 39 of 83



10.

Associate this Boot Policy to the Service profile created for WebLogic Server under

section 4.2.1 Service Profile Configuration

5 Mo - | G ostiens | 60 | e s | @em

23 e Sarvers + =5 sgrvica Profies + 00 oot + = Servioe Profie SP-6230-WeblogicL

J =) | B e = Bt [ e

11.

Select the Boot Policy previously created and Add to the Boot policy.
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12.
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13. When the Server is rebooted, you can view the WWPNof vhba0 and vhbal visible in

T MNAME

Total number of flogi = &.

rk3

WWPN of vhbal

4.3.3 Zone Configuration
The following are the steps to configure VSAN and add zones in Nexus 5010 for VHBA configured in service profile
of B230 server.
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1) Create VSAN for Storage target ports and Server initiator ports

rk3-N5k-1# conf t

Enter configuration commands, one per line. End with CNTL/Z.

rk3-Nsk-1(config)# v

vlan vrf vsan

rk3-N5k-1(config)# vsan database

rk3-N5k-1(config-vsan-db)# vsan 8 > This is the same VSAN which we have in UCS Manager VSAN
rk3-N5k-1(config-vsan-db)#Vsan 8 interface fc2/5

rk3-N5k-1(config-vsan-db)# Vsan 8 interface fc2/6

rk3-N5k-1(config-vsan-db)# Vsan 8 interface fc2/4

2) Modify server port fc2/4 as F port of N5K
rk3-N5k-1(config)# interface fc2/4
rk3-N5k-1(config)# switchport mode F
rk3-Ns5k-1(config)# exit

3) Above defined steps need to be done on N5K2 as well

4) Add zone & zoneset

rk3-N5k-1# conf t

Enter configuration commands, one per line. End with CNTL/Z.
rk3-N5k-1(config)# exit

rk3-N5k-1# sh flogi database

INTERFACE VSAN FCID PORT NAME NODE NAME

fc2/1 4 0x5302ef 50:06:01:69:3c:e0:1b:f8 50:06:01:60:bc:e0:1b:f8

fc2/2 4 0x530001 20:41:00:05:73:a3:17:40 20:04:00:05:73:a3:17:41

fc2/3 4 0x5301ef 50:06:01:60:3c:e0:1b:f8 50:06:01:60:bc:e0:1b:f8

fc2/74 8 0x9b0003 20:43:00:05:73:a22:97:40 20:08:00:05:73:a2:97:41

fc2/74 8 0x9b0005 20:00:00:25:b5:aa:01:0e 20:00:00:25:b5:aa:00:0F> WWPN of vhbaO
fc2/5 8 0x9b02ef 50:06:01:63:3c:e0:1b:2b 50:06:01:60:bc:e0:1b:2b->Storage port
fc2/6 8 0x9b0lef 50:06:01:68:3c:e0:1b:2b 50:06:01:60:bc:e0:1b:2b-> Storage port
vfcl8 8 0x9b0000 20:00:58:8d:09:0F:2b:20 10:00:58:8d:09:0f:2b:20

Total number of flogi = 8.

rk3-N5k-1# conf t
Enter configuration commands, one per line. End with CNTL/Z.

rk3-N5k-1(config)# zone name b230-WeblLogicl-vhbaO vsan 82> Add zone name
rk3-N5k-1(config-zone)# member pwwn 20:00:00:25:b5:aa:01:0e
rk3-N5k-1(config-zone)# member pwwn 50:06:01:63:3c:e0:1b:2b> WWPN of SP-A3
rk3-N5k-1(config-zone)# member pwwn 50:06:01:68:3c:e0:1b:2b> WWPN of SP-BO
rk3-N5k-1(config-zone)# exit

rk3-N5k-1(config)# zone

zone zone-attribute-group zoneset

rk3-N5k-1(config)# zoneset name WeblLogicl vsan 82> Add zoneset name
rk3-N5k-1(config-zoneset)# member b230-WebLogicl-vhba0> Add zone in zoneset
rk3-N5k-1(config-zoneset)# zoneset activate name WeblLogicl vsan 8-> activate zoneset
rk3-N5k-1(config)# copy r s

rk3-N5k-1(config)# show zoneset active vsan 8
zoneset name WeblLogicl vsan 8
zone name sgl vsan 8
* fcid 0x9b0lef [pwwn 50:06:01:68:3c:e0:1b:2b]
* fcid 0x9b0000 [pwwn 20:00:58:8d:09:0F:2b:20]
* fcid 0x9b02ef [pwwn 50:06:01:63:3c:e0:1b:2b]

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 43 of 83




zone name b230-WebLogicl-vhbaO vsan 8-> Active zoneset
* fcid 0x9b02ef [pwwn 50:06:01:63:3c:e0:1b:2b]
* fcid 0x9b0lef [pwwn 50:06:01:68:3c:e0:1b:2b]
* fcid 0x9b0005 [pwwn 20:00:00:25:b5:aa:01:0e]

The addition of WWPN of vhbal and Storage ports SP-AO and SP-BO0 has to be done for N5K2.

N5K2 configuration

rk3-N5K-2# show zoneset active vsan 8

zoneset name WeblLogicl vsan 8
zone name sgl vsan 8
* fcid 0x440000 [pwwn 20:00:58:8d:09:0f:2b:1f]
* fcid 0x4401lef [pwwn 50:06:01:60:3c:e0:1b:2b]
* fcid 0x4402ef [pwwn 50:06:01:6b:3c:e0:1b:2b]

zone name b230-WebLogicl-vhbal vsan 8
* fcid 0x440lef [pwwn 50:06:01:60:3c:e0:1b:2b]=> WWPN of SP-AO
* fcid 0x4402ef [pwn 50:06:01:6b:3c:e0:1b:2b]> WWPN of SP-B3
* fcid 0x440003 [pwwn 20:00:00:25:b5:aa:02:0e]=> WWPN of vhbal

When the zone is configured, you can view the both VHBA's (vhbaO&vhbal) of B230 WebLogic server logged in
Storage Array.

C_' EMC Unisphere - Windows Internet Explorer

. ) Ad d

EMC Unisphere [Pool LUK < |[Ssareh... | Aduaneed @ 0

< A [ I B3 ooroe €% renicas | [ wonitoring

Host Management flization A SENE) Operating Systems e SR )

~ 1P add T Operating Syst - Count

#ssian Storage to Host Wizard ot ame ress e perating System oun

Hvperviser Information Configuratign Wizg)

Connect Host 2% APM00090300110 - Connectivity Status

F. [ RN~ !

Connectlvlt Status +" Storage Group is enabled

g Host Initiators Mirroriew Initiators SAN Copy Initiators
Init] =

P 20:00:00:25:85:AA:00:0F: 20:00:00:25:B5:4A:01:0E [Unknown; F\hre;'-(ust Agent not reachable or connection registsred manually o

Cozon

Hosts

02:0E [Unknown; Fibre;JHost Agent not reachable or connection registered manually o

Name = T ———_—
AP 20:00:00:25:B5: 441001 0F 20:00: 001 25:B5:44:02: 0
Suwmy | L (& WIN-13DG22EG2MS [10.104.110,223; Fibre]

<

Refresh ALL || Refresh || Detail il (mp=c =l o=

ok || caneel || hel

OO0 15002000 2500 s0 00 4on

Wil 3DG2ZEG2MSE o 2200

1000 1500 2000 2500 3000 3500 4000
Capacity (GB)

Show all
Last Refreshed: 2011-07-04 09:57:07

imin | Role:

4.3.4 Host Registration on Storage
When the login status of the Cisco UCS B230 server is verified on Storage array, register the host to the server
vhba initiators.
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Select Any one of the vhba initiator and go to Register Tab.

(" EMC Unisphere - wh.lﬂﬂ*l Interpet Ceplorer

EMC Unisphere Faal LN | mearch...

£ Bl spmooosoaooaio v |

APMOBOSO300110 ~ H

oSty = Summary

Host Managemert ~ | isualization 24 0 Operating Systems B

a : : Mame = TP Adddress True Dyperaling System « Count
Hyperviser Intormation Conhigurstan Wizard . rud cows. N
Connest Host = APMDODY0I00110 - Cannectivity Stotus [
Eailuver Wizard
Stwraus Srstom Connestrvily Salur . + Storage Group i enshled
Vddate All Huste | Hust Initiatars. | mirrarisiew Lnitistors | SaN Copy nitistors

Tratiator Mame A

e Fibre; Host Agert nol reschable or connechon registered manuslly o

o g@ Fibre; Host Agent nat reachable o connection registered manually o
r

= [ WIN-IH0GEZEGEMS [10,104.110.223; Fibre]

< 3

| retrashgn ||

|| Refresh || Detad || creste || gt || pegister..
| =

0000 S0 2000 2500 00 IS0 4000
Capacity (G0}

Last Refreshed: 2011-07-04 09:57:07

2. Select Initiator Type as “CLARIION Open” and Failover Mode as “Active/Passive
mode(PNR)-failovermode 1". Define hostname and IP address to be allocated to the
WebLogic serve

AEE

EMC Unisphere

£ |2 (AR B srmooco0aooito v |

AFMOBEIANNIAL ~ Stocags

e @G 3,

Systen Stor, ®pocts | P Repiess |
1 Sterage i -

Sturage Gruups

Sorage Pools o ige Groups
Create Storaae Pool [ e —|
- APMODO90300110 - Gannevity Statis = [B]x
L 2 age Griup 15 enabled
Croate LUN beailbttd ' Rogistar Initiator Racord
LLIN Migrafion Summary.
ik p Tnitiater Namd [-Tnitiatos
SEorage Brovisoeing Wizard 2= 20:00: | wwn/ion: [ o ot hata A S || ppdmancelleo
e — o] | s# - ports [&
Slorage Groups: G d manually o
St e St 20:00 ~Host Agent nformarnn
(=) Mew Host, () Existing Hose (0 Satactad Hogt or with Unis 7 itwerni 8
+ B WIN-23| H e =
nst Mame fh230 weblager ] et hke s bl
| 1P addenssf [inaciamm | Refreshed: 2011-07-0% 14:00:55
. e el . TTLS0
Anfresh AL ok || conest || Heln |

Connect Host b Shorade S,
Fhereas System Lonnectivi.,

[ ox || geneel |[ Hew |

0 Selected 0 mems

Last Refroshed: 2011-07-05 14:03:55

Register the other vhbaWWPN with the same host and IP address. Select same Failover
Mode as “Active/Passive mode(PNR)-failovermode 1”
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¢ EMC \Inisphers - Windmve Intornot Explnror

EMC Unisphere | search. advanced @3 ) 7,

| o DEmmm

APMODOINI00110

» Upsts = Suminary

Host Management A Viralization e vl Operating Systems TR ¥
e Maane: « 1P Ackdress True Operating System « Count
Assign STorage to st Wizard
i o Confi wigard
Comet Host
i + Storage Group is enabled
Undate 48 Hosts

Intsator Intormabion

WWNGN:

eachable ur regustered manually o

3P « porl:

wannecion regubered manually or with Unisg

Inibator Type: | CLARION Gpen | Falover Mode: |re-Attive mode(ALUA)-falovermode 4% |

Hast agent
(%) Maw Host () Existing Host
Mt Name: I

18 address: fioaosimsa| J

[ conees || man ||

S0 1500 W00 250 A0 0 AN
Capasity (G
Shaw 4]l
Last Refresled: 2011-07-04 09:57:07

4. When the initiators are registered with the storage ports, you can see the new host
manually registered, but not assigned to any Storage Groups.

¢~ EMC Unispher - Winrows Internet Explarar
EMC Unisphere

| o [

APMUOMEOIONITY = asts = Summary

Host Managoment - Mirtualization 24, o Operating Systems i B

Mame - 1P Address T lipeeating System - Coumt
Aggign Soraee to Hest Wizard s o %

Hypervssor Corhquration Wizgrd

Lannect Host

or " (S
Storaoe Svetem Connactivity Status o' Sturage Group is snabled
Update 41l Hysty Host Initiaters | Mirrariisw [ndistars  SAN Copy Indiatars

Ialar Hage O (Registered [Logged In 39 - port Tyo

SL-Consolidation

WIN-JIDG22EG2MS [10.104.110.227; Mibre,

i

| nefrash aws || refresh || oot || creage. || Editn. || nogiser

H.Iﬂ ll'll'ﬂ 15;11 Z;l'l Al.'ll ]lll| Kﬂlll Illl.l
Capacity (GBI
Show Al

Last Refrashed: Z001-07-04 09:57:07

You have already created a Storage Group, now you need to assign the created host
“b230-WebLogicl” to the Storage Group.
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EMC Unisphere

Storage Groups -

Create Storege Group
Storsgs Assignment Wi

' APHODO90300110 V|

Pool LUN v | [saxch... Muned 3 7 7
z Search
o p Prop
General | LUNs | Hosts |
Do Show Hosts: (ot commested ¥
e [Select Husts
= Filter Far:
awnilabile Hosts Hosts 1o be Cannected
B s consolidation ¥ hddvess
1 Selected | Creams Delaee Propartios CAnR&H LUNS Connect Hasts
Details
masts | LUNS | gamn Copy C

1items

Last Refreshad: 20171-07-04 173:51:44

APMIODSININILG > Stocage

LUN Migration Symmary
Storaus Expanson Wizard
Brovisiyrm r

Storage Grotps =

Greale Slersue Gruvy
ign

Folders
Sreale LU Fulder
Connecibty -

Connect Hosh to Ftorsae 3.,

1 Selected | Cripate
i

<0 [

» Storage Groups

Dalete. Properties

w1/

Connect LUNE

Connact Hosts.

2 items]

Last Refreshed: 2011-07-04 13:56:56

Hosts J[LUNs | Jsan Copy Connecbons

iy

Storage System

.
BB o5-n030-wehlogicl

0 Selected

4.4 OEL installation on SAN

When the SAN and Service Profile configuration for Boot from SAN is completed, start the OEL installation

process.

HAID Type

LT

= B
YA b

storage Fonl  Uker Caparity... Durrent Dwner  Host Informal_ Additional Ini_

RAID Group 3 S0.000 5F &

b blagicl

1iems

Last Refreshed: 2011-07-04 12:59:09
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EMC Unisphere

<[> o [T |

CAUMANOURIRMITA . Starsaa R it
= Cisco Unitied Computing System Manager - rack-fi

i, b Coganinabions
[l seevicr Profe Templotes

1. Go to UCS Manager —> Service Profile and Connect to the server, through KVM
Console.

(= EMC Unisphare - Windows Internat Daplorer

+ b St Server

B 51 o OO for Sl
= | Crnatn a Clone

E Cresle & Sorvice Prufie Tenglale

Disassonate Sernce Frofie

! Change Service Profile Assocation
- sm Uk from the Template

Pool LUN v | Sesrch...

Hex

Service Profile SP8230 Weblogicl = Service Profile 57 B230-Weblogicl

Propertics
A Haee: SP-B230-Weblogicl
° Liser Lol
Dasrphon:
LD D0000000-0000-0003-0003
L0 Pook: Rischa -UCS-LUIID:

LILRD Pool Irstance: oe footjuusd pool fadk-LCS-LUD
Associsted Server: sysichassis-1 blsde-]

“Servicn Profiln Template: LICS. wehlogie
Tenplote Iratance: crrroulfi-LiCSwelioge

Assigned Server or Server Pool

Management 1P Address

Maintenance Policy

EMC Wim il Exprlover

2. Attach OEL 5.5 image through Launch Virtual Media.
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3. When the ISO image is selected you can reboot server and start with the OS install.

{7 EMC Unisphere - Windows Internet Explorer

EMC Unisphere 'l LUN v asrch

Fla View Maoos Tock Help

, Shutdown Server ., Rese
T A 2 rack?-fl f Chasss 1 - Server 3 - KM Cansole- Virtual Media Session

L a
Inzert bool

4. After OS image load, whenyou see the prompt you need to add “linuxmpath” at the boot

prompt.
= SP-B230-Weblogic1 (Chassis 1- Server, 3)

Fle Viewn Macros Tools Help

4 shutdawn Server <, Reset

KV Console | Properties

Enterprise

Linux

ORACLE"

- To install or upgrade in graphical mode, press the <ENTER> key.

- To install or upgrade in text mode, type: linux text <ENTER>.

- Use the function keys listed below for more information.

boot: linux mpath
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Skip the OS image CD test.

f? EMC Unisplwre - Windows rllhﬂlll"wlllml

advanced

EMC Unisphere Pool LUN ¥ |search., [ S

He Wew Muros  Took Help
L Shubedeowin Server . Rasat

FiM Consoke | roperties

Helonme tr

CD Found

To begin testing the CD media belore
installation press UK.

Chouse Skip to skip the media test
and start the installation.

6. Click Next in the next 2 screens. You will see a warning to “erase ALL DATA”, click YES
and continue.

The partition table on device sda (LSI MRSASRoMB-8i 60079
MB) was unreadable.

To create new partitions it must be initialized, causing the
loss of ALL DATA on this drive.

This operation will override any previous installation choices
about which drives to ignore.

Would you like to initialize this drive, erasing ALL DATAT

7. Subsequently you will see an I/O error; click Ignore and continue.

Input/output error during read on /dev/sda

Ignore || Cancel
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8. In the next screen , Select “Remove all partitions on selected drives and create default
layout” Select “Review and modify partitioning layout” If at all /dev/sda (mapped to HDD)
is selected , just uncheck that and go to Next Screen.

NB: RAID 50G drive visible, is the same 50GLUN which you configured in Storage Array.

sl ORACLE

Al s

Installation requires partitioning of your hard drive.
By default, a partitioning layout is chosen which is
reasonable for most users. You can either choose
to use this or create your own.

| [Remove all partitions on selected drives and create default layout. ¢l

[] Encrypt system

Select the drive(s) to use for this installation.

(] [ [+

l + Qc"*anced storage configuration

| ‘Review and modify partitioning layout: I
o] (i)
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9. Delete all the default partitions and click New to create new partitions.

= §P-D230-Weblogic1 (Chassic 1- Sarver 3)

Fit Vew Mo Tock Heb
" Shutdorm Server 5, Reset
P Console | propestios

Drive (51199 MB) (Model: DGC,RAID 1

mappen/moathond
51097 MB

You are about to delete the fdevimappermpathdp] partition
New
Device
Cancel Delete k
= Hard Drives X C

= jdevimapperm
L evimapperimpatniop2 | T S1087 14 6527

Hige RAID device/LVM Volume Group members

T_]Bnlm-:n Notns 4 Back i Moxt

4, Connacted ba 1 10, 104, 108. 127 Sipstem Tema: 2001 1-407H 143

10. New partitions can be created per the deployment requirements, in the present
scenario,you have created partitions as seen inbelow.

- SP-R730-Wehlngic! (Chassis 1- Server 3)

Fie ‘View Macos Took Help

L Chubdown Server S Reset

K¥M Console | rropertes

ho (51199 MB] (Model: DGC,RAID 1

mappermpathbylmappe|
10736 Mis 4436 M|

Delete Reget RAID

Mount Paint/
RAIDNOlume

Size
T Format Start. End
i (MB)

Device

= Hard Drives

¥ jdev/mapper/mpathi
Jdevimappermpatnipl | extd 1 assd
fdevimapper/mpath0p2 swap 4585 5889

fdevimapperjmpath0pd Amp ety K o E 5890 6526

Free Free space 6527 6527
Hide RAID device/LVM Volume Group members

[y etease notes

By Connected to [P: 10, 104,108,127 Syystem Tine: 2011-0704T05:49
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11. Select “Configure Advanced Boot loader option”

A ORACLE

() The GRUB boot loader will be installed on /dev/sda.

(0 No boot loader will be installed.

You can configure the boot loader to boot other operating systems. It will allow you to select an operating system
to boot from the list. To add additional operating systems, which are not automatically detected, click 'Add." To
change the operating system booted by default, select 'Default’ by the desired operating system.

Add

Default Label Device

Enterprise Linux /dev/mapper/mpathOpl

A boot loader password prevents users from changing options passed to the kernel. For greater system security, it
is recommended that you set a password.

[J Use a boot loader password

I ‘Configure advanced boot loader options; I

12. On the next screen , Select the mpath which you configured during disk partitioning

configuration and go to “Change Drive Order”

Install Boot Loader record on:
fdevisda Master Boot Record (MBR)
l 4 [devimapper/mpathOpl First sector of boot partition

[ Change Drive Order ] &

] Eorce LBA3Z2 (not nomally requined)
If you wish to add default options to the boot command. enter them into the 'General kernel parameters’ fleld.

General kemel parameters|

A Back B Next l

D Felease Notes
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13.

Change the Drive Order such that /dev/imapper/mpathQOis the

Install Boot Loader record on:

() /dev/sda Master Boot Recard (MRR)

@ Jdev/mapper/mpathOp e

Change

Arrange the drives to be in the same order as used by the
BIOS. Changing the drive order may be useful if you have
[] Eorce LBA32 (not nomy| multiple SCSI adapters or both SCSI and IDE adapters and
If you wish to add default want to boot from the 5C5I device.
General kernel parameter Changing the drive order will change where the installation
program locates the Master Boot Record (MBR).

/dev/sda

l X Cancel

dox |

Dﬂelease MNotes

first option and click OK.

| parameters' field.

I 4@ Back l [ ® Next l
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14.

In the network devices screen, add the IP and hostname which you added in SAN
Configuration during addition of host to Storage Group. Add Gateway and Primary DNS

per the network requirements.

& . opacie

Cisco Systems Inc VIC Ethernet NIC

Network Devices

Active on Boot Device IPv4/h (el (e e
() Dynamic IP configuration (DHCP)

eth0  DHCP|

O ethl  DHCP

I’.?n Manual configumtigﬁ]

ress

Hardware address: 00:25:B5:02:01:0E

[10,1041109,81

refix (Netmask)
] |255,255,255‘0{ ]

Hostname

Set the hostname:

b230-weblogicl

Miscellaneous Settings

@ manually

[ )Release Notes

() Dynan]
) Manug

Enable IPv§ support
@ Autom,

hostname & IP as added
during addition of host
in Storage Group for
Storage Array

ic neighbor discovery
¢ IP configuration (DHCPv6)
configuration

(xoren][ on |

Come ] [onen]

15.

Change Time Zone, configure OEL password and customize default software packages.

Start the OEL installation.

[ ) Release Notes

ORACLE

Click next to begin
installation of Enterprise
Linux.

A complete log of the
installation can be found in
the file 'froot/finstall.log'
after rebooting your system.

A kickstart file containing
the installation options
selected can be found in the
file 'froot/anaconda-ks.cfg'
after rebooting the system.

Coma |
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16.

WhenOEL installation completes, you can restart which would boot the OEL5.5from
SAN.

4.5 WebLogicllgR1 installation

Whenthe OEL5.5 boot from SAN is completed, start the installation of Oracle WebLogic Server. The WebLogic
Server installation is as follows:

Configuration of WebLogic install LUN on CX4
JRockit 64 bit installation
Oracle WebLogic Server base install

Cluster Configuration

4.5.1 Configuration of WebLogic Install LUN on CX4
In the this setup, you have configured vhbaO&vhbal with Storage Group of CX4 having SAN Boot LUN and vhba2
and vhba3 with Storage Group of CX4 having WebLogic install LUN.

The procedure to configure the same, is detailed in the subsequent table:

WWPN of vhba2 and vhba3 are zoned in clustered Nexus 5010

For N5K1

rk3-N5k-1# sh zoneset active vsan 8

zoneset name WeblLogicl vsan 8

zone name b230-WebLogicl-vhbaO vsan 8> 0OS install
* fcid 0x9b02ef [pwwn 50:06:01:63:3c:e0:1b:2b]
* fcid 0x9b0lef [pwwn 50:06:01:68:3c:e0:1b:2b]
* fcid 0x9b0005 [pwwn 20:00:00:25:b5:aa:01:0e]

zone name b230-WeblLogicl-data-vhba2 vsan 8->WeblLogic Install
* fcid 0x9b0006 [pwwn 20:00:00:25:b5:aa:01:0f]
* fcid 0x9b02ef [pwwn 50:06:01:63:3c:e0:1b:2b]
* fcid 0x9b0lef [pwwn 50:06:01:68:3c:e0:1b:2b]

For N5K2

rk3-N5K-2# sh zoneset active vsan 8

zoneset name WeblLogicl vsan 8

zone name b230-WebLogicl-vhbal vsan 8> 0OS install
* fcid 0x4401lef [pwwn 50:06:01:60:3c:e0:1b:2b]
* fcid 0x4402ef [pwwn 50:06:01:6b:3c:e0:1b:2b]

* fcid 0x440003 [pwwn 20:00:00:25:b5:aa:02:0e]

zone name b230-WeblLogicl-data-vhba3 vsan 8->WeblLogic Install
* fcid 0x440004 [pwwn 20:00:00:25:b5:aa:02:0f]
* fcid 0x4402ef [pwwn 50:06:01:6b:3c:e0:1b:2b]
* fcid 0x440l1ef [pwwn 50:06:01:60:3c:e0:1b:2b]
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2. Add WebLogic install LUN to Storage Group.

(: EMC Unisphere - Windows Internet Explorer

EMC Unisphere

Pool LUN v/|[search... |y ddvenced G [ (2,

Search

Storage Pools Storage Groups

Coocte cionano ool . Filter for

By adened @ (),

EMC Unisphere Pool LUN | search. Search

Storage Pools -~ Storage Groups —
Creaste Storage Pool ¥ . Filter for

Storage Group for
Storage Group Name Weblogic Install LUN = U

LUNs IS

Creste LUN

LUN Migration Summary.
Storage Expansion Wizard
Storags Provisioning Wizard

12:F0:4C: 34132 A9:E0:11:91:38:00:60: 16: 2B BO:DF
FCD7 29:A219E AT E0:11:91:38: 00:60:16: 28 B0: DF
QL-Cansalidation DE:CF:19:BF:05:91:E0:11: AF:ES:00:60:16:2B:B0:DF
weblogicl-boot-lun 7A:11:02:B1:00:A7:E0:11:91:38:00:60:16: 2B:B0:DF
Storage Groups -~

Create Storage Group
Storage Assignment Wizard

1Se\ected‘ Create H Delete H Properties H Connect LUNS || Connect Hosts 5 items

Folders - Last Refreshed: 2011-07-11 15:19:53
Craate LUN Folder Details RYULERE
Wehlogic Install LUN,

SAN Copy Connections " Size=2006 RAID1/0

7 . Filter for
State RAID Type Storage Pool  User Capacity .. Current Dwner  Host Informati... Additional Info...

a
& bz30-weblogicl-install-lun 16 Ready RAIDL/D RAID Group & z00.000fP & weblogic-insta...

3. Register Vhba2 and vhba3 published on CX4.

Connectivity -~

Connect Host to Storage 5.
Storags System Connectiviu.,

PMO0090300110 - Connectivity Status

Host Initiators | Mirrorview Initiators | SAN Copy Initistors

4 Storage Group is enabled

Initiator Name &

+—@ b230-weblogicl [10.104.109.81; Fibre; Host Agent not reachable or connection registered manually or with Unisphere Server Utility]
+—@ b250-oraclel [10,104,109.83; Fibre; Host Agent not reachable or connection registered manually or with Unisphere Server Utility]
+—m b250-oraclel-data [10.10.10.11; Fibre; Manually registered; Host Agent not reachable or connection registered manually or with Unis|
‘—E‘J weblogic-i .10.10.10; Fibre; registered; Host Agent not reachable or connection registered manually or with L

Registerac Whba's

< b4
Refresh Detail Cre Edit... Register... Dereqgister...
| QK || Cancel || Help | |
4. Install EMC NaviAgent as mentioned in the following steps

i. Edit the linux hosts file (/etc/hosts) with weblogic server hosthame and IP
il Install EMC NaviAgent
rpm —-ivh NaviHostAgent-Linux-64-x86-en_US-6.29.6.0.35-1.x86_64.rpm
iii. verify HostIDFile.txt is created under /var/log with the server IP populated in the
mentioned file
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Pseudo name=emcpowerb

[root@h230-weblogicl ~]# powermt display dev=all

CLARTION ID=APM00090300110 [weblogicl-boot-lun]
Logical device 1D=60060160B3B0220008CE391ED4A7EO011 [b230-weblogicl-install-lun]
state=alive; policy=BasicFailover; priority=0; queued-10s=0;
Owner: default=SP B, current=SP B

5. Install EMC power path and mount WebLogic install LUN on server.

Array failover mode: 1

Pseudo name=emcpowera

CLARTION 1D=APM00090300110 [weblogicl-boot-lun]
Logical device 1D=60060160B3B02200BEEE3280F6A3E011 [0S-B230-Weblogicl]
state=alive; policy=BasicFailover; priority=0; queued-10s=0;
Owner: default=SP A, current=SP A

Array failover mode: 1

--------------- Host ---———————————- - Stor - -- 1/0 Path -- -- Stats ---
#H#  HW Path 1/0 Paths Interf. Mode State Q-10s Errors
0 fnic sdd SP A3 unlic alive 0 0
0 fnic sdf SP BO unlic alive 0 0
1 fnic sdl SP B3 active alive 0 0
1 fnic sdn SP AO active alive 0 0

25G 5.
tmpfs 63G

[root@bh230-WebLogicl ~]#

[root@h230-WebLogicl ~]# df -h
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/VolGroup00-LogVol00

6G

/dev/mapper/mpathOpl 99M  17M

0

/dev/emcpowerbl 197G 408M

186G 25% /

78M 18% /boot

63G 0% /dev/shm

187G 1% /u01

——————————————— Host ---------———--- - Stor - -- 1/0 Path -- -- Stats ---
##H#  HW Path 1/0 Paths Interf. Mode State Q-10s Errors
0 fnic sdc SP A3 unlic alive 0 0
0 fnic sde SP BO unlic alive 0 0
1 fnic sdk SP B3 active alive 0 0
1 fnic sdm SP AO active alive 0 0

4.5.2 JRockit 64-bit Installation

Install 64 bit JVM. (WebLogic Installation recommends JRockit for production deployment of Oracle WebLogic

Server).

[root@b230-WebLogicl ~]# java -version
java version '"1.6.0_24"

Java(TM) SE Runtime Environment (build 1.6.0_24-b07)
Oracle JRockit(R) (build R28.1.3-11-141760-1.6.0_24-20110301-1432-1inux-x86_64, compiled mode)
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4.5.3 Oracle WebLogic Server Installation
When the WebLogic Install LUN and 64-bit JRockitJVMis configured, install the Oracle WebLogic Server 10.3.5. In
the this setup,a generic WebLogic installer (wls1035_generic.jar) was used, whichis compatible with 64 bit

platforms.

1. Create user: oracle under group : dba
groupadddba -g 500
useradd oracle —u 501 —g 500
Use this user for WebLogic Server installation
Change the installation directory user ownership
chown -R oracle: /u01

2. Start vncserver with user oracle

[oracle@b230-WebLogicl ~]$ vncserver

You will require a password to access your desktops.
Password:

Verify:

xauth: creating new authority file /home/oracle/.Xauthority

New 'b230-WebLogicl:1 (oracle)' desktop is b230-WebLogicl:1
Creating default startup script /Thome/oracle/.vnc/xstartup

Starting applications specified in /Thome/oracle/.vnc/xstartup
Log file is /home/oracle/.vnc/b230-WebLogicl:1.log

VNC enables to execute the Oracle WebLogic GUI installer
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3. Execute the installer with —d64 option
[oracle@b230-WebLogiclu01]$ java -d64 -Xmx1024m -jar /downloads/wis1035_generic.jar

5 b230-weblogic1:1 (oracle)
HH e o@ona

- S

1] 1s
1“1 jaws ~versien
'y Installation Startup

ronment (Build 1,6,0_24-607)
) (bunld R8T, 3-11-181760-1 6, 0_24-001 1030 14301 srune-i6, B4,

comp1led mode
[rac]lah2T-uhlogic] ~]8 pud
[ home/oracle

[oraclelh2Bo-uhlogic] ~]8 pud
[ home/oracle

eoclogios i
oracle@hT0-veblogicl WLl jova -dB4 <Mmelidn - jar /downloads/ulal035_generi

i [ —

Welcome
This insvaller will guide you through the instaliaion of
WebLogic 103.5.0

ORACLE

Instructions
Clickhe Hext BUTON 10 proceed to the e screen. i you want
10 EhanQ# ENEriEs in 3 previous sereen, lick the Previous Buttan
You may Quit The instalier 81 any time by clicking the Exit buston.

Bem
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4. Define the WebLogic install directory. For example, configure a RAID1/0 LUN with
vhba2&vhba3 mounted as /u01.

[®] oracle Installer - VWehlLogic 10.3.5

Choose Middleware Home Directory

Specify the Middleware Home where you wizh ta install DRACLE‘
WeblLogic 10.3.5.0.

~ Middleware Home Type

(® Create a nev Middlewmare Hom e

Point to wehlogic
install drive

jun1yOracle/Middleware |

|ﬁmwse...| | Rezet ‘

k | Previous | | Mext |
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5. Bypass the Security updates option.

[®] oracle Installer - WehlLogic 10.3.5

Register for Security Updates
Provide yvour email addresz for security updates and DRACLE'

to initiate configuration manager.

Em ail:

Uze My Oracle Suppart email addreszfusername

I'wmizh to receive security updates via My COracle Support

Support Pazsward:

| Previous ‘ | Mext |

6. As you are not installing Coherence, choose custom installation and uncheck Coherence
server installation.

@ Oracle Installer - WebLogic 10.3.5

Choose Install Type
Select the type of installation you wish to perform. DRACLE'

2 Typical
@ Install the following product(s) and component(s);

& Miehlogic server
& Oracle Coherence

® Custom

S—
@’ Choose software products and companents 1o install and perform
£ aptianal cu&.figuration.
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7. In the present setup, we are demonstrating a WebLogic Cluster deployment and chose to
un-check coherence deployment. Coherence can also be checked if required.

[®] oracle Installer - WeblLogic 10.3.5.0

Choose Products and Components

Grayed selections are already installed. OHACLE-

Double-click headings to reveal or collapse selections.

7 £ webLogic Server ~| | Description
Core Application Server Coherence provides reliable distributed
Administration Console in—m.emu:ury data managem ent and caching
Conflguration Wizard and Upgrade Frames zervicez ontop of a highly scalable peer-to-peer
cluztering protocal.
Web 2.0 HTTP Pub-Sub Server
[ WebLogic SCA
[#] WwebLogic |DBC Drivers
[#] Third Party |DBEC Drivers
Weblogic Server Clients Approximate Installed Size™
WeblLogic Web Server Plugins
UDDI and ¥query Support Highlighted item: 12.6 ME
[] serwer Examples || [ Common antifacts: 49.5 ME
Evaluation Database Total of all selected items: 660.3 MB
g oracle Cokerence |E| *lnstaller requires free dizk space
] |I| approximately 2x thiz total
un-ctheck Oracle

k Coherence installation | Previous | | Next |

8. Select JRockitJVM.
@ Oracle Installer - WehLogic 10.3.5

JDK Selection
|DK¢s choser will Be installed. Defaults wil ORACLE

be uzed in script string-substitution if installed.

) Discard Changes

Bundled JCK: Approzimate installed size™

Highlighted item:
All zelected bundled JDE's: 0.0 KE
Total of all selected iterns: 660.3 MB

TInztaller requires free disk space
approximately 2x this total

1i[sl:8 —

Oracle 1.6.0_24 {full/jrackit-jdkl.6.0_24-R28.1.3-4.0.1) I

pevss | e |
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Installation Summary and continue with the install.

E| Oracle Installer - WebLogic 10.3.5.0

Installation Summary

The following Productz and JDE:s will be installed.

ORACLE

"] WeblLogic Server

D Core Application Server

D Administration Conzole

D Configuration Wizard and Upgrade F
[ web 2.0 HTTP Pub-Sub Server
[ webLogic SCA

[ webLogic JDEC Drivers

[ Third Party JDBC Drivers

D WebLogic Server Clients

D WebLogic Web Server Plugins
D UDDl and Xquery Suppart

D Bwaluation Databaze

Description

Implements [EE technologies, Weh services, and ather
leading Internet standards, 1o provide a reliable fram ework
for highly available, scalable, and secure applications.

Approximate Inztalled Size

Highlighted item: BES9.9 ME
|< " | El Total of all selected itemns: 660.4 MB
‘ Previous | | Mext I

10.

When you see the “Installation Complete” screen, check the Quick Start option and

continue. This verifies the installation.

|E| Oracle Installer - WebLogic 10.3.5.0

Installation Complete
Click the Done button ta exit the installer. DRAELE‘
~ Message
Congratulations! Installation is complete.
Run Quickstart
[ eone |
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4.5.4 Oracle WebLogic Cluster Configuration

In the previous section, we discussed the base installation of Oracle WeblLogic Server 10.3.5. When the basic
configuration is completed, you can start the quick start Ul, which would enable you to configure WebLogic Admin
Server, Node Manager and WebLogic domain which would include WebLogic Managed Servers.

Figure 19. Cluster Configuration

UCS B230 Serverl UCS B230 Server2
Manager 2

Managed Managed

Node Server 1 l Server 3
Managed Managed
Server 2 Server 4

Oracle WebLogic Cluster can be deployed either on a single physical server or on multiple physical servers. In the
event of hardware failure of either of the physical servers, deployment of cluster on multiple physical servers help
ensures Failover and thus high availability of the deployed system. In the present setup,you have configured a
vertical scaling scenario, where several instances of WebLogic managed servers are deployed on a cluster, within
a single physical server.

Manager 1

In the this setup, you use two physical servers for Oracle WebLogic Cluster configuration. Each of the physical
serverswill have multiple managed servers and a NodeManager. The Node Manager on a machine that hosts
Managed Serversenablesthe start and stop of Managed Servers remotely using the Administration Console or
from the command line.WebLogic AdminConsole resides on one of the physical servers. Figure 19 shows the
WebLogic Cluster deployment.

Some of the important steps to cluster Oracle WebLogic Server are as follows:

e Create domain , Admin Server and Node Manager on UCS B230Serverl
e Create domain and Node Manager in UCS B230Server2

¢ Register Node Managers to Admin Server on UCS B230Serverl

e Configure Managed Server on UCS B230Serverl and Server2

* Register Managed Servers to respective Node Managers

e Create a Cluster through AdminConsole and Assigh Managed Server
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Server. Follow the guidelines detailed under Oracle WebLogic Server Installation.

|§| WebLogic Platform - 10.3.5

ORACLE'

QUICKSTART

These QuickStart links

are provided to help get
you started with your | (& Getting started with WebLogic Server® 10.3.5 I

installed Oracle products.

o o

X i startar@ma\n to explore Weblogic Server, Select the wls_starter
Windows users will also damain Tmplate to include a deployed application containing & welcome
find useful shortcuts in page. Ril aynches the Canfiguration Wizard|

the Start Menu, to create

domains, start servers, ) )
relaunch QuickStart, (4] Upgrade domains to version 10.3.5

and maore. Launch the domain Upgrade Wizard, which streamlines upgrade of
WeblLogic Server 8.1, 9.1, 9.2 and 10.0 domains.

@ Access documentation online

Review our online documentation to learn about Oracle products
and what's avalable in this release,

Before starting the cluster configuration, install the WebLogic Base server on the second B230

Select create new WebLogic Domain.

@ Fusion Middleware Configuration Wizard

Welcome

ORACLE’

® Create a new WebLogic domain
Create a Weblogic domain in your projects directory

O Extend an existing WebLogic domain

Use this option to add new campaonents to an existing damain and modify configuration settings

Go 10 the next screen

2 | Create a new WebLogic Domain, which is used in creating a WebLogic Server Cluster.

3 | Select Generate WebLogic Basic Domain.
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Fusion Middleware Configuration Wizard

Select Domain Source

ORACLE

| ® Generate a domain configured automatically to support the following products: I

[ Basic WebLogic SIP Server Domain - 10.3.4.0 [uwlserver_10.3]
[ 'WebLogic Advanced Web Services for JAX-RPC Extension - 10.3.4.0 [wdzerver_10.3]
[ WebLogic Advanced Web Services for JAX-WS Extension - 10.3.4.0 [wdserver_10.3]

() Base this domain on an existing template

We can choose SIP Server domain , JAX-RPC and JAX-WS extensions , but for illustration we
have opted for Basic Weblogic Server Domain
Rename the domain and accept the default i

|§| Fusion Middlewrare Configuration Wizard

tallation di

Specify Domain Name and Location

ORACLE

Enter the name and location for the domain:

Domain name base_daomain |

Domain location: | full/Oracle/Middleware fuser_projects/domains || Erouvse ‘

Note the Domain Location and domain name; this will be used when you configure the second
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physical server.

[®] Fusion Middleware Configuration Wizard

Configure Server Start Mode and JDK

5 | In the next screen, define a password for WebLogic domain and continue with domain Startup
Mode. Select Production Mode (Oracle Recommends JRockit for Production Mode).

ORACLE

Before putting your domain into production, make sure that the production environment is secure, For more information, see the topic
'Securing a Production Environment' in the WebLogic Server documentatian,

‘WebLogic Domain Startup Mode

JDK Selection

() Development Mode

Litilize boot.properties for username
and passwiord and poll for applications
to deploy.

Sun DK recommended for better startup
perfarmance during iterative
development.

( Production Mode

Require the entry of a username and
password ahd do not poll for
applications to deploy.

‘WeblLogic JRockit DK recommended for
better runtime perfarmance and
managemment.

(®) Available JDKs

Rockit SDK 1.6.0_24 & full/jrockit-jdkl.6.0_24-R25

[

(") Other DK

Location:

Console

6 | On the Configuration Screen, go through the Administration Server setting, Managed Server,
cluster Setting, and RDBMS Security Store Settings. Presently we would just configure a Machine
during the setup, and further would configure Managed Server and Clusters through Admin
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|§| Fusion Middlewrare Configuration Wizard

Select Optional Configuration

ORACLE’

[¥] Administration Server
Modify Settings

Managed Servers, Clusters and Machines

Add or Delete
Modify Settings

RDEMS Security Store
Modify Settings

7 | For Administration Server, select SSL Enabled

|§| Fusion Middlewsare Configuration Wizard

Configure the Administration Server

ORACLE
{7 Discard Changes
*Mame: | AdminServer |
*Listen address: | All Local Addresses [~]

Listen part: | 7001 |

SSLlisten port: | 7002 |

551 enahbled:

8 | Do not add any Managed Servers. These are added afterthe Clusters are configured, through the
Admin Console.
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@ Fusion Middlewsare Configuration Wizard

Configure Managed Servers

ORACLE’
f_l Add % ) Discard Changes |:| Switch Dizplay
Mame™ Listen address™ Listen port 5L listen port 550 enabled
Leare Blank

Donot add any cluster configuration. This would be done through the Admin Console, after

registering theNode Manager with Ad C |

|§| Fusion Middleware Configuration Wizard

Configure Clusters

No Cluster Configuration

ORACLE
E Add ¥ ' Dizcard Changes |:| Switch Display
Mame™ Cluster messaging mode Multicast address Multicast part Cluster address

10

Add Node Manager detalils.
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E| Fusion Middleware Configuration Wizard

Configure Machines

ORACLE

Machine | Unix Machine |

[] Add 3 Delete 7 Discard Changes

ul — Mode manager listen address Mode manager listen port
= [l| b230-weblogicl 1 fm Local Addresses 1 || 5556
—

11

No ManagedServers were created, so accept the default configuration, under Assign Servers to

Machine screen.

|§| Fusion Middleware Configuration Wizard

Assign Servers to Machines

ORACLE’

button.

Server

AdminServer

Take as Default

Select a machine in the right pane. Then select the server(s) in the left pane and assign them to the machine by clicking the right arrow

hachine

I~ Machine
‘& b230-weblogicl

12

Verify the Domain Configuration Summary.
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[®] Fusion Middleware Configuration Wizard

Configuration Summary

Domain SUmmary Click on an item inthe Domain Summary pane on the left toinspect its attributes
Summary View: inthe Details pape below. You can makle_ I|m|t_ed adJustmgnts by clicking Previous
| Deployment | - | 10 return to a prior panel. If everything is satisfactory, click Create.
" basze domainl (ull, Oracle/Middlenare fuser_pro =
Details
Server -
D AdminServer Attribute ‘u‘alge . _
Mame Bazic WeblLogic Server Domain
Description  Create a basic WeblLogic Server domain without installing sample a
Authaor Oracle Carporation
Locatian Fullforacle Middleware fudserver_10.3/commanftemplatesfdo

[ D | [+]

13 | Exit from the Quick Start. Start th

|§| Fusion Middleware Configuration Wizard

Creating Domain

Progress:

100%

Preparing...

Extracting Domain Contents...

Creating Domain Security Information...
Saving the Domain Inform ation...

Staring Domain Information...

String Substituting Domain Files...
Perfarming OS5 Specific Tasks...
Performing Post Domain Creation Tasks...
Domain Created Successfully!

Domain Location: full/Oracle Middleware fuser_projects/domains/ucs_domain
Admin Server URL: http://b230-weblogicl:7001, https:/ fb230-weblogicl:7002

14 | Repeat Steps 1 through 12 for the second physical server. Note for the second physical server,
configure the NodeManager. You do not need to run theAdminConsole for the second physical
server, since it is managed by Admin Server configured for b230-weblogicl.
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15 | Start AdminConsole in b230-weblogicl

[oracle@b230-weblogicl ucs_domain]$ pwd
/u01/0Oracle/Middleware/user_projects/domains/ucs_domain
[oracle@b230-weblogicl ucs domain]$ ./startWeblLogic.sh

16 | Register Node Manager in b230-weblogicl with AdminConsole through WebLogic Scripting Tool.

Node Manager is a Java utility that runs as separate process from WebLogic Server and allows
performing, common operations tasks for a Managed Server, regardless of its location with
respect to its Administration Server.

Node Manager on a machine enables hosts Managed Servers, to start and stop the Managed
Servers remotely using the Administration Console or from the command line.

[oracle@b230-weblogicl bin]$ -/wlst.sh>WLST tool
CLASSPATH=/u01/0Oracle/Middleware/patch_wls1035/profiles/default/sys manifest_classpath/weblogic
_patch.jar:/usr/jrockit-jdk1.6.0_24-R28.1.3-
4.0.1/1ib/tools.jar:/u01l/Oracle/Middleware/wlserver_10.3/server/lib/weblogic_sp.jar:/u0l/Oracle
/Middleware/wlserver_10.3/server/lib/weblogic.jar:/u0l/Oracle/Middleware/modules/features/weblo
gic.server.modules_10.3.5.0.jar:/u01/0Oracle/Middleware/wlserver_10.3/server/lib/webservices. jar
:/u01/0Oracle/Middleware/modules/org.apache.ant 1.7.1/lib/ant-

all _jar:/u0l1/0Oracle/Middleware/modules/net.sf.antcontrib_1.1.0.0_1-0b2/1ib/ant-contrib._jar:

PATH=/u01/0Oracle/Middleware/wlserver_10.3/server/bin:/u01/0Oracle/Middleware/modules/org.apache.
ant_1.7_.1/bin:/usr/jrockit-jdkl1.6.0 24-R28.1.3-4.0.1/jre/bin:/usr/jrockit-jdk1.6.0_24-R28.1.3-
4_.0.1/bin:/usr/javasbin:/usr/1ib64/qt-
3.3/bin:/usr/kerberos/bin:/usr/javasbin:/usr/local/bin:/bin:/usr/bin:/etc/opt/emcpower/bin:/hom
e/oracle/bin:/etc/opt/emcpower/bin:/home/oracle/bin

Your environment has been set.

CLASSPATH=/u01/0Oracle/Middleware/patch_wls1035/profiles/default/sys manifest_classpath/weblogic
_patch.jar:/usr/jrockit-jdk1.6.0_24-R28.1.3-
4.0.1/1ib/tools.jar:/u01l/Oracle/Middleware/wlserver_10.3/server/lib/weblogic_sp.jar:/u0l/Oracle
/Middleware/wlserver_10.3/server/lib/weblogic.jar:/u0l/Oracle/Middleware/modules/features/weblo
gic.server.modules_10.3.5.0.jar:/u01/0Oracle/Middleware/wlserver_10.3/server/lib/webservices. jar
:/u01/0Oracle/Middleware/modules/org.apache.ant 1.7.1/lib/ant-

all _jar:/u01/0Oracle/Middleware/modules/net.sf._antcontrib_1.1.0.0_1-0b2/lib/ant-
contrib.jar::/u01/0Oracle/Middleware/utils/config/10.3/config-

launch.jar: :/u01/0Oracle/Middleware/wlserver_10.3/common/derby/1ib/derbynet. jar:/u01/0Oracle/Midd
leware/wlserver_10.3/common/derby/lib/derbyclient.jar:/u01/Oracle/Middleware/wlserver_10.3/comm
on/derby/lib/derbytools.jar::

Initializing WebLogic Scripting Tool (WLST) ...

Jython scans all the jar files it can find at first startup. Depending on the system, this
process may take a few minutes to complete, and WLST may not return a prompt right away.

Welcome to WebLogic Server Administration Scripting Shell

Type help() for help on available command

wls:/offline> connect (“"weblogic®,“weblogicl”,"t3://10.104.109.84:7001")->AdminConsole
Connection

Connecting to t3://10.104.109.84:7001 with userid weblogic ...
Successfully connected to Admin Server “"AdminServer® that belongs to domain “"base_domain®.
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Warning: An insecure protocol was used to connect to the
server. To ensure on-the-wire security, the SSL port or
Admin port should be used instead.

wls:/base_domain/serverConfig>

nmEnrol 1 (*/u01/Oracle/Middleware/user_projects/domains/base_domain®,
*/u01/0Oracle/Middleware/wlserver_10.3/common/nodemanager®)->Registering NodeManager
Enrolling this machine with the domain directory at
/u0l1/0Oracle/Middleware/user_projects/domains/base_domain ...

Successfully enrolled this machine with the domain directory at
/u0l1/0Oracle/Middleware/user_projects/domains/base_domain.

[oracle@b230-weblogicl ucs_domain]$ pwd

Do the same for Machine 2, for example b230-weblogic2Node Manager. Registration of Node
Manager has to be done with same AdminConsole (http://10.104.109.84:7001)

17

Start Node Manager on both of the physical servers.

[oracle@b230-weblogic2 bin]$ pwd
/u01/Oracle/Middleware/wlserver_10.3/server/bin
[oracle@b230-weblogic2 bin]$ ./startNodeManager.sh

18

Login to AdminConsole and verify registration of NodeManager with AdminConsole.
http://<server-name>:<port>/console

[f?' Settings for b230-weblogic? - base_domain - WLS Console - Windows Internet Explorer,

IA'.

@.\ g & 10,104,109.84

File Edit Wiew Favortes Tools  Help

e Favorites | 5 £ * @ Free Hotmail & | -

{é Settings for b230-weblogic - base_domain - WLS Co...

ORACLE WebLogic Server® Administration Console

Change Center &) Home LogOut Preferences Record Help Q
view changes and restarts Home =Surnmary of Servers =Surmary of Machines =b230-weblogic2
Configuration editing is enabled. Future Settings for b230-weblogic2

changes will automatically be activated as vou

modify, add or delete items in this domain. Configuratiog

Domain Structure anager Status § Mode Manager Log

base domain

L Environment
FServers
t--Clusters
;“"\n'irtual Hosts
;“"Migratable Targets
- Coherence Servers

This page allows vou ko vily gurrent status information For the Node Manager instance configured Far this machine,

tatus: Reachable

ersion: 103

1
r=owork Managers

L"Startup and shutdown Classes
~"Deployments
F-Services
--Serurity B ealms

Verify both NodeManagers (Machinel and Machine2) are reachable from the AdminConsole. This
helps to create Managed Servers on either of the physical servers from single AdminConsole.

19

From the AdminConsole, create two Managed Servers on each of the physical servers and create
a cluster having all the four Managed Servers.
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= Summary of Serve

& summary of Servers - base_domain - WLS Console

eate a New Server - base_domain - WLS Console - Windows Internet Explorer
@,\U/ - ‘y_‘ 10,104, 109,84 @ & ‘g‘ 10.104,109.54
Fle Edk View Favortes Tools Help File Edt View Favorites Toos  Help
o Favorites | % [ - ] Frectomal @) v Favorees | 9 [ ~ ] Free Hotmail ] -

(& Create a Mew Server - base_domain - WLS Console

Safety » Tooks » |

Change Center
view changes and restarts
Configuration edting is enabled. Fiture

modify, add or delete iters in this domain.

changes wil automatically be activated as you

ORACLE Weblogic Server® Administratior

Domain Structure
base_domain

~~Virtual Hosts
Migratable Targets
~~Coherence Servers
~Coherence Custers
F~Machines

~Work Managers
~Startup and Shutdown Classes
~Deployments

h-Services

—-Security Realms

Hows do T

ORACLE Weblogic Server® Administration Console

@ Home Lo | change Center & Home Log Out Preferences [&=] Record Help Q “ected to: base_dor
Home =Sumi | yiew changes and restarts Horne =Summary of Servers sMServer_3 =Summary of Servers =MServer 12 =Summary of Servers
Summary of | Configuration editing is enabled. Future
changes will automatically be activated as you
Configurati | Modify, add or delete items in this domain. Next | Firish ‘ cancel
Domain Sruchure Server Properties
= A server is | base_domain
= The Following praperties wil be used ta identify your new server,
This page 5 Servers * Indicates required fields
~Clusters
[} “-Virtual Hosts
ehat would youlike to name yvour new server?
P Customi: - *Server Name: WServer 3
a V""Mach\nes
7 “Work Managers Where wil this server listen For incoming connections?
L v “Startup and Shutdown Classes 7S Rt (=
E . "?Ep\uyments Server Listen Address: 10,104 109 B4 X
3 | B-Services [_] or
=] —Sariity Raslms (-]
* i .
d Server Listen Port:
al O How dnT.. al

20

21

Settings for MServer

Edit the previously created server and assign Machine/NodeManager to the ManagedServer.

domain

WLS Console

Windows Internet Explorer

G- e

10.104.109.54

File Edit ‘“iew Favorites

w d

{I Favarites

Tools  Help

* @ FreeHotmal & | @

'_r,éSettings for MServer_3 - base_domain - WLS Console

Change Center

¥iew changes and restarts

Configuration editing is enabled, Future
changes will automatically be activated as you
modify, add or delete items in this domain,

Domain Structure
base_domain
E}'Environment

Migratable Targets
Coherence Servers
Coherence Clusters
Machines

‘Work Managers
L“Startup and shukdown Cl
--Deployments

E-Services

—-Serurity Realms

[+

asses

ORACLE Weblogic Server® Administration Console

@ Home Log Out Preferences

Record Help i
Home =Summary of Servers =MServer_3
Settings for MServer_3
Configuration | Protocols | Logging | Debug | Monitoring | Contral | Deployments | Service
General | Cluster | Services | Keystores | SSL | Federation Services | Deployment | Migrat
Save

Use this page ko configure general Features of this server such as default network communications,

Name: MServer_3

5] Machine:

@g Cluster:

=

How do I...

=]

#F Listen Address:

10.104.109.54

Repeat steps 18 and 19 to add other three servers, with appropriate IP and
machine/NodeManager Name.

The Server screen displays as follows:
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ORACLE Weblogic Server® Administration Console

Change Center @ Home Log Out Preferences Record Help Q
Yiew changes and restarts Haome =Summary of Servers =MServer_3 =Summary of Servers =MServer_3 =Summary of Servers
Configuration editing is enabled, Future Summary of Servers

changes will automatically be activated as you

modify, add or delete items in this domain, Configuration | Conkraol

Domain Structure

base domain - A server is an instance of WeblLogic Server that runs in iks own Java Virtual Machine (VM) and has its awn configuratic
E}'Eliﬂvironment This page summatizes each server that has been configured in the current WeblLogic Server domain,
i Servers
Clusters
rtual Hosks Q
igratable Targets
Coherence Servers [ Customize this table
Coherence Clusters
Machines Servers (Filtered - More Columns Exist)
F-Waork Managers T
“--Starkup and Shutdown Classes I
~Deployments
-Services [ | Name & Machine Listen Port
-Gty Realms j
[ | AdminServeri admin) 001
How do L. =
® reate Managed Servers D VR STE IR S
¢ Clone Servers [ | Mserver_oz b230-weblogics 7004
» Delete Managed Servers
& Delete the Administration Server [0 | maerver_1 b230-weblogic2 7003
Skart and st
© chart andstop servers [ | mserver_2 bza0-weblogic? 7004
System Status S| | | IMServer_S I FZSD-weblogiCZJ ]

22 | Create a cluster and assign the Managed Servers to the cluster.
reate a Mew Cluster - base_domain - WLS Console - Windows Internet Explorer

e
Q- & 10.104.109.84

File Edit VYiew Fawarites Tools  Help

f\? Favarites 5.3 ﬂ ~ & Free Hotmal & -

@ Create a New Cluster - base_domain - WLS Console

ORACLE Weblogic Server® Administration Console

Change Center @ Home Log Ouk Preferences Record Help Q

¥iew changes and restarts Horme =Summary of Servers =MServer_3 =Summary of Servers =MSerwer_3 =Summary of Servers =Sunmary of Cla:

reate a New Cluster

Ok | Cancel

Configuration editing is enabled, Future
changes will automatically be activated as wou
modify, add or delete items in this domain,

Domain Shuuchune Cluster Properties

base_domain =
EH-Enviranment The following properties will be used to create your new Cluster,
;“"Servers * Indicates reguired fislds
rtual Hosts
i ?
--Migratabls Targsts What would wou like to name your new Cluster?
—-Coherence Servers * Name:
--Coherence Clusters i
~Machines
“Work Managers Clusters use messaging For sharing session, lnad balancing and Failover, 3M3, and other information between clu:
“--Startup and Shutdown Classes [ simple broadcast: technology that enables multiple applications to subscribe to a given IP address and port numbe
~Deployments does not have these requirements. What messaging mode should this cluster use?
F-services i
“-Serority Realms j Messaging Mode: |
How do I... B |

Add a cluster name and IP and select unicast cluster messaging mode.
Oracle recommends unicase messaging mode (ref:
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http://download.oracle.com/docs/cd/E11035 01/wls100/cluster/features.html)

Note: When creating a new cluster, it is recommended that you use unicast for
messaging within a cluster. For backward compatibility with previous
versions, WebLogic Server you must use multicast for communications
between clusters.

In Unicast messaging mode, cluster members are split into groups and every group has a group
leader. Cluster members communicate to the group leader when they need to send a broadcast
message which is usually the heartbeat message. When the cluster members detect the failure of
a group leader, the next oldest member becomes the group leader. All group leaders are
connected to each other

23 | When a Cluster is created you can start the servers and view the server status and verify machine and
cluster assignment.

You can also start the servers from command prompt , for example:

/u01/Oracle/Middleware/user_projects/domains/ucs_domain/bin/startManagedWebLogic.sh
MServer_1http://<admin-server>:7001

/u01/Oracle/Middleware/user_projects/domains/ucs_domain/bin/startManagedWebLogic.sh
MServer_2http://<admin-server>:7001

ORACLE Weblogic Server® Administration Console _

Change Center @ Home Log Ot Preferences [2] Record Help =% welcome, weblogic

Cannected to: base_dal

View changes and restarts Horme =Summary of Servers =Summary of Chusters =Summary of Environment =Summary of Clusters =Cluster-UCS =Summary of Clusters =Cluster-UCS =Summary of Chusters =Cluster-UCE =Summary of

Configuration editing is enabled, Future
changes will sutomatically be activated as vou Summary of Servers
modify, add or delete ems in this damain,

Configuration | Contral
Domain Structure

base_d:
ise_domain A server is an instance of WebLogic Server that runs inits own Java Wirtual Machine (JvM) and has its own configuration.

[ Servers This page summarizes sach server that has been configured in the current WebLogic Server domain.
“~Clusters

~-¥irtual Hosts

i~ Migratable Targets
~-Coherence Servers

]

~-Coherence Cluskers P Customize this table
“Machines

~Wtark Managers
~-Startup and Shutrdown Classes e
~Deployments

Servers (Filtered - More Columns Exist)

Showing L to 6of 6 Previous | Hext

“Services
. Name & Machine Listen Port Health Cluster State
Security Realms,

How do I... =] [ | Adminservertadmin) 7001 & oK RUNNING
* Create Managed Servers O |mserver ot {230 weblogics ) 7001 ¥ oK PllsterUis Y RUNNING
o Clone Servers
o Delete Managed Servers [ | Mserver_oz bz30-weblogic3 7004 & ok Cluster-UCs RUNNING
® Delete the Administration Server O | mserver 1 b230-weblogic2 7003 & ok Cluster-UCS RUNNING
* Start and stop servers

MServer_2 be30-weblogicz 7004 & or Cluster-LICS RUNNING

= e ' — ) \ /

24 | Some of the important steps to deploy an application on WebLogic cluster are detailed below. In
the this setup, you have used MedRec application which is part of samples of WebLogic Server

installation.
#Deployment on Clustered Weblogic Server

(Deployment of application is executed from WebLogic Admin Console)

1) Confgure DataSource with JNDI Name = jdbc/MedRecGlobalDataSourceXA, driver = Oracle Driver
(Thin XA) and target as WeblLogic Cluster

2) Goto Services > Messaging
a) Add JMS Server
b) Configure JMSModule with Target as WeblLogic Cluster
c) Add Queues to JMS Module
3) Goto Domain -> Deployment
a) Install jsf and jstl libraries (deploy as libraries)
b) Install browser-starter.war , physician.ear and medrec.ear
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c) In broweser-starter.war edit the context root to /browser-starter

d) On Medrec Overview tab , edit the Deployment Order to “1”

e) Ensure all targets point to previously created cluster
4) Start the application . Presently we can access the application to each of the configrd
Weblogic Cluster. In next section we would use Apache HTTP Server with Weblogic HTTP plugin and
define the cluster configuration

When the Oracle WebLogic Cluster is configured, interface it with Apache 2.2 HTTP Server by using Apache HTTP
Server Plug-in for WebLogic 10.3.5.

4.5.5 Apache HTTP Server Plug-in

Apache HTTP Server Plug-In allows requests to be routed from an Apache HTTP Server to WebLogic Cluster.The
plug-in is intended for use in an environment where an Apache Server serves static pages, and dynamic part of
web-page (HTTP Servlets or JSP's) is delegated to WebLogic Server, which may be operating in a different
process, possibly on a different host.

1. Copy the Apache2.2-WebLogic (mod_wl_22.s0) plug-in from

$WL_HOME/server/plugin/linux/x86_64 to $Apache_Home/modules

2. Edit $Apache_Home/conf/httpd.conf with following parameters:

#lLoad WebLogic plug-in module
LoadModulle WebLogic_module modules/mod wl_22.so

# SetHandler specifies the handler for the Apache HTTP Server Plug-In module
-Presently we have are proxing all request to WeblLogic.

<Location /medrec>> We have clustered WebLogic MedRec application and defined the
loationSetHandler WeblLogic-handler
</Location>

# Add an IfModule block that defines WebLogic Cluster

<IfModule mod WebLogic.c>
WebLogicCluster MServer_1:7003,MServer_2:7004,MServer_01:7001,MServer_02:7004
</I1fModule>

3. Restart apache, and we have a Apache 2.2 proxying requests to Oracle WebLogic
Cluster. Access http://<Apache-Server>/medrec/ to ensure that you can access the
clustered application.

4.6 Cisco UCS Statelessness

As elaborated in the previous sections, Cisco Unified Computing System enables data center servers to be
stateless, for example a server’s identity (using MAC or WWN addressing or UIDs) as well as build and operational
policy information such as firmware and BIOS revisions and network and storage connectivity profiles can be
dynamically provisioned or migrated to any physical server in the system.

Cisco UCS Service profiles, in combination with the stateless nature of Cisco Unified Computing System servers,
provide the underlying mechanism that allows the use of a common pool of spare servers that can be quickly
repurposed for nearly any requirement. For most organization and applications, this feature can result in an
immediate reduction in capital expenditures (CapEx) because required spare and overflow capacity can be shared
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among multiple departments and applications. Users can tailor the cost and acceptable risk by varying the size of
these shared resource pools.

The subsequent sections detail the migration of Service Profile created for Oracle WebLogic Server hardware, thus
utilizing the statelessness benefits of the Cisco Unified Computing System.

4.6.1 Service Profile Migration

In the present setup, there is a single Oracle WebLogic server hardware, with multiple WebLogic Managed
Servers instantiated in a WebLogic Cluster. In the event of hardware failure, migrate the Service profile of
WebLogic Server hardware to another server, which would help ensure minimal downtime for application server
environment and faster deployment of new hardware deployed with WebLogic Server Cluster.

In the event of multiple physical servers for WebLogic Cluster deployment, youwill achieve lossless end-user
services, as Service Profile of failed physical server would be migrated to the redundant physical server.

The pre-requisites to successfully migrate the failed WebLogic Cluster physical server to a available stand-by
areSANBoot of OELS5.5.

1. Verify Setup. We have Slot 3 assigned to Service Profileb230-WebLogicl.This is the
physical server wherethe Oracle WebLogic Cluster is deployed.

= Cisen Uniied Commputing System Manager - rack? 1

m;m Y. & .4 |lee=esdsie @ex =
3 2 i 7 3> SR Equpmert + wyl Chassis » W Chasss | ¢ e S8vers ¢ g Server 3 e et 3

- |
Wlf|.mm Virbus Mschines | Instabied Prmavare | SEL Logs | VIT Paths | Fauks | Cverts | P | hatistics | Temperatures | Fower
[Bigdnimk | cervers | Loy | san | v | adme S - .

tikers T I— Tk sy

= @ v A A
i 0 1 [

Status
‘B~
g 1 Status Details
Actions.

® B P tmurrets et

PartiD of Blade3

% Lnggnd in s adming 101104, 10630

Verify the partID of Blade3 = JAF1503AMGA
2. On event of Server Failure we would migrate this Service Profile of Server3 to Server4
(stand-by server) and verify status of WebLogic Cluster.

Disassociate Service profile b230-WebLogicl.

System Times: 211 1.07- 1370849
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3. Verify the dis-association status in FSM. When it is 100 percent,you can associate the

Service Profile b230-WebLogicl to another available server.

I
QW 6w - | Dhootors | © 0 | A Fts i | E@em

I» EE Coupment + Wil Chatss + REIChAtES | 1 o Sarvers 1 o Sarver )

Save Changes Focet Yakues

T Logped in as admind 10,104, 108,30 | System Tmer 201 1-07- L3700

4, Associate Service Profile b230-WebLogicl to Available server at Slot4.
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6. When Service Profile b230-WebLogicl is associated, you can verify the status of new
physical server.
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WebLogic Admin Console.
m Home Log ©ut Preferences [&] record Help ||:H&I

Servers

7. When physical server is migrated, start the Oracle WebLogic Server and verify from the

Welcome, weblogic

Hame =Summary of Servers =Summary of Clusters =Summary of Enviranment =Surmary of Clusters =Cluster-UCS =Summary of Clusters =Cluster-UCS =Summary of Clusters =Cluster-UCS =Sumn

Connected to: b

summary of Servers

Configuration = Control

This page summarizes each server that has been configured in the current WeblLogic Server damain,
L]

b Customize this table

servers (Filtered - More Columns Exist)

A server is an instance of Weblogic Server that runs in its own Java Virkual Machine {J¥M) and has its own configuration,

Showing 1 to 6 of 6 Previo

[ | Name &% Machine Listen Port Health Cluster State

[ | AdminServer{admin) FO01 & o RUMNNING

[ |mzerver_ot m 7001 @ 0K ierer s Y RUNNING

[ |mM3erver_o2 b230-weblogic3 FO04 & ox Cluster-UCS RUNMIMG

[ |mzerver_1 bZ30-weblogic: 7003 < ok Cluster-UCS RUNNING

[ |m3erver_2 b230-weblogic2 7004 & 0K Cluster-UCS RUNNIMNG
R

As stated above, the service profile migration successfully migrates the failed physical server to a stand-by server
pool, without changing any configuration on the new Cisco UCS B230 blade sever. This demonstrates the power of

the statelessness characteristic of the Cisco Unified Computing System.

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 82 of 83



5. Future Considerations

5.1 Server Failure Detection and Automated Service Profile Migration

This deployment guide detailed the stateless behavior of Cisco UCS Service profile and its benefits in the data
center. Defined is a methodology to migrate a service profile from a failed physical server to a stand-by server.
Cisco UCSManager, with its API's can be configured for an automated service profile migration, during physical
server hardware failure.

The next step is automated scripts which would enable this behavior. A deployed Cisco UCS service profile would
move over to a available server in a stand-by server pool without manual intervention.

5.2 Performance and Scalability Analysis for WebLogic on a Cisco UCS Blade
Server

To explore the performance and scalability benefits of a Cisco UCS B230blade server deployed with Oracle
WebLogic Cluster, you would deploy a Java EE benchmark application and evaluate over Cisco UCS and evaluate
Cisco Unified Computing System on three important criteria:

e Throughput—-Maximum transaction/sec achieved from the deployed application with the condition of
acceptable application response time or saturation of available system resources
« Response Time—Time taken to execute deployed application transaction.

e Multi-Instance Application Server Cluster—Performance improvement either on basis of maximum
throughput or lower response time achieved by deploying multiple instances or nodes in Oracle WebLogic
application server cluster.

6. For More Information

http://www.cisco.com/en/US/products/ps10280/index.html
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