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Data Center Switching Solutions

INTRODUCTION

The Data Center is the consolidation point for Bimning multiple services that drive an Enterphissiness. Ethernet switching
technology is the foundation upon which many othservices are built. The requirement to serv®tta Center environment mandates
that a solid design methodology be used to buigdnistwork. Moreover, support for key technologiestralso be present to allow it to
fulfill its role as the foundation for deliveringuttiple services.

This document will explore the key technologied #ilbow Ethernet switching platforms to successfsirve the needs to the Data Center.
It will summarize the suggested topology and layers Data Center. Further detail will be providedexplain features that enhance the
operational capabilities of the switching platforatsach layer of the Data Center topology.

DESIGNING THE DATA CENTER LAYERS

The functional layers designed to serve the nebtteedata Center are typically built around thiegers—the Core Layer, the
Aggregation Layer and the Access Layer.

The Core Layer is central to the Data Center nétwaad provides interconnection between the Aggregdtayers. Typically, the Core
Layer utilizes high performance low latency switslpeoviding high densities of 10GE. The use of 1a&GEnk up to the Aggregation
Layer Switches is highly recommended. Switchegiatlayer operate exclusively as Layer 3 devicée target Cisco device
recommended to serve the needs of the Core Laytee Satalyst 6500 switch.

The Aggregation Layer acts as a Services LayethfoData Center. Services such as Load BalancBig,Ggtimization, Firewalling, etc
are typically found at this layer. Multiple Accdsayer switches will also use the Aggregation Laggian interconnection point. The use
of 10GE links to uplink into the Core Layer is amoon practice. More of an emerging trend is theaf€0GE links to downlink into the
Access Layer providing higher bandwidth and fuomreofing the network. The switch of choice for dgphent in the Aggregation Layer
is the Catalyst 6500 Switch.
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Figure 1.  Data Center Topology
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Access Layer

The Access Layer provides connectivity for the ms@rwers that deliver application and web seniicghe business as well as the
interconnections for a server cluster design. Ast@yer switches can be configured for both Layan@ Layer 3 deployments. An access
Layer switches may be required to support bothlsiagd dual homed servers. Flexibility to extendW's between Access Layer
switches is an important feature that should beredtfor in the design. Use of multiple uplink ops (to the Aggregation Layer) is also
used to improve network resilience. These designe been confirmed and ratified though internat@igsting.

Traditionally, the Catalyst 6500 has been depl@tatiost customers at the Access Layer. It can ggtgel00s of servers and has the
scalability and resiliency to support hundredsarf/srs. In addition, two new Access layer switchiogplogies are emerging driven

by the choice of servers—top-of-rack and blade $wic Cisco offers Catalyst 4948G as a top-of-ragtck and Catalyst Blade Switches
as blade switches. The Catalyst 4948G can aggregate48 servers, while the Catalyst Blade Switshally aggregates 10-16 servers.
Hence, the scalability, resiliency and manageatikitpabilities are designed to meet those needs.

Two standard design approaches (Multi-Tiered Deaigh Server Cluster Design) are often used wheigrieg a Data Center and are
based on tried and proven design methodologiesd@stsome of the largest Data Centers Cisco héshigaopportunity to work with.
These designs are engineered to provide improvenreperformance, scalability, resiliency and flebiy.

The Multi-Tiered Design for the Data Center is fingt of these design options and is geared to stifptiered approach to serving HTTP
applications. This design approach happens todentist common design model used for Data Centdeytd hree tiers of servers are
used, those being Web, Application and Databases&@multi tiered server farms offer improvementsath resiliency and security.
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Figure 2.  Multi-Tiered Design Model
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Aggregating servers into separate functional laftetber bolsters resiliency in this design modeserver can be taken out for
maintenance, for example, while other serversénsdme tier can continue to provide service. Asbeaseen in the diagram above, a
three-tiered server approach is used to sepanaterdanctionality into a web layer, applicatioryéas and database layer. On the left is a
view of the network utilizing stand-alone applias@ehile on the right is a view of the network acfrig the same aim with an integrated
services module approach. Added resilience is weliey load balancing traffic between the tiers.

Security enhancements are gained by utilizing falésabetween the tiers. VLAN'’s complement the inmpéatation of firewalls by
segregating the server farms into functional grodpe use of VLAN’s lends itself to the switch atelture, which along with the
firewalls and load balancers is VLAN aware and \Ue&N technology to segregate server farms. Segntiemtalso improves
performance when the choice of allowing each tiarde dedicated hardware is taken. Simplifyingcthraplexity of managing the server
farm is inherently built in through the use of VLANThe view of a server tier is depicted in thagitam below with the physical view on
the left and the logical segmented view on thetrigh
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Figure 3.

Server Farm Segmentation with VLAN’s
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While this approach has typically been implemereithe past to meet specific scientific and miltapplications, more and more
enterprise Data Centers are now adopting this ntodekeet the new application demands. Specifichiignce data centers requiring
financial analysis, major film companies render@mgmations for films, design modeling for manufaittg and search engines are all
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The Server Cluster Desigh model is the other n#gaign model advocated for Data Centers. This nmisd®igineered for high
performance server clusters typically found in hpgifformance computing centers. Server clusters haique operational requirements

and should be served by a slightly different desigproach. High performance interconnects; lownlateswitching and large densities of
high bandwidth interfaces are common inclusionthis design.
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examples of enterprise-based customers lookingechis design model for their Data Center.

An example of the server cluster design can be iseite following diagram.
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Figure 4.  Server Cluster Design
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The elements of this design incorporate a mastee nohich is responsible for directing the othempating nodes that make up the
cluster. These other computing nodes are colldgtresponsible for processing the application asgbaiated data. A high-speed fabric
typically links these nodes up to provide a lovefaty path between nodes. A storage path to a corfifa@ystem rounds off the elements
of this cluster providing a storage point for apgation data. High density (10GE) and low latencitaving are but a few of the key
drivers that the network must deliver to make ttésign successful. Other technologies discuss#teinext section, will also play a
critical role in the successful implementationtuo server cluster design.

TECHNOLOGY DRIVERS FOR DATA CENTER SWITCHING

Data Center design is the starting point in driviogards a successful Data Center implementatiomveyer, the switching technology
that is proposed in the design should not onlydmuasimply offering Ethernet connectivity. Featiege key to a Switch successfully
serving the needs of each layer of the Data Ceaer more importantly, to the business needs sédaydlde Data Center. Feature
requirements can differ slightly depending on tirgét layer, the Data Center design model beindeimgnted and where the switch is
being deployed. The categories under which theiregiData Center features can be grouped are Civepsere Resilience, Architectural
Scalability, and Operational Manageability. Exarspdé features that serve the requirements for ethese groups are explored in
further detail in the following section.

Comprehensive Resilience (CR)

Business demands on application and data avafiahii always increasing, which in turn appliespuge on Data Center technology
to maximize the uptime of network services. Datat€eswitches must look to implementing numeroughHvailability features

to maintain availability. The following section dés some of the HA features that can be usedite dip network availability in the
Data Center.
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CR—Non-Stop Forwarding/Stateful Switchover (NSF/SSO)
Applicable Platforms. Catalyst 6500

Applicable Design Layers: DC Aggregation, DC Access

Core and Aggregation Layers using dual Supervifwrsnproved resilience can take advantage of NSE/$o further bolster network
availability. The concept behind NSF/SSO is towlthe redundant Supervisor to maintain state viighgrimary Supervisors forwarding
tables. It does this such that in the event ofimgmy Supervisor failure, the redundant Supervisor assume the primary role (stateful
failover) and continue to forward data using thet kmown set of routes (non stop forwarding).

The key to this feature is the ability of the redant Supervisor to de-couple the control and ditaepduring this failover. Upon
switchover, the data plane will continue to forwaeatkets while the control plane alerts its neighlwd the switchover by issuing an NSF
graceful restart to “NSF aware” neighbors. Thigagsavoids the peers tearing down neighbor retatigps reducing route flaps and
unnecessary network instability that might occondra full reconvergence. The control plane willuidéd the FIB using route information
from its peers from which the data plane can thart ssing to forward packets.

It should also be noted that many servers are loi@led to two separate switches, which would prowidelternative resiliency
mechanism to the dual supervisor strategy.

CR—IOS with Software Modularity
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

The introduction of I0S with Software Modularity 12.2(18)SXF4 on the Catalyst 6500 adds more eesiji to 10S. 10S with Software
Modularity adds subsystem ISSU (In Service Softwidpgrades) allowing individual processes to be pedowvithout the need to reboot
the entire IOS and incur system downtime. Apphéngatch to a running process will cause that inldigi process to be upgraded and

restarted, allowing other processes to continumptrate with no operational impact.

Figure 5. 10S with Software Modularity Architecture
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These processes can be manually restarted fro@Lther by the system (in the event of a proces$ailgre), avoiding any outage that
might normally have been incurred by other procegs@rior versions of I0S.

In the first release of IOS with Software Modulgrinore than 20 processes now run in their ownggteti memory space. As this
software is developed in the future, more procesdiébe migrated into their own protected memopase, allowing 10S with Software
Modularity to take Data Center switches to evenebpdevels of availability.

CR—Multicast High Availability
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC Aggregatibg; Access

With more multicast applications being deployedata Centers, so too is the reliance on HA feattirasenhance multicast availability.
In a multicast deployment, the Rendezvous poini) (®&ys a critical role in defining and buildingrath through the network over which
multicast traffic can traverse. Loss of the RP significantly impact the delivery of that multicasaffic affecting SLA’s for those
applications. To protect against the loss of thétighst RP, IOS now supports Redundant MulticassR® backup RP can now be
configured to take over from a primary RP in theecaf failure providing further resiliency for Migast traffic.

Another important Multicast HA feature to considesupport for Multicast traffic during NSF/SSO wtiover. In those switches using
redundant Supervisors, now both Unicast and Mutitaffic flows can continue to be switched in gvent of a Supervisor Failover.

CR—Route Dampening
Applicable Platforms: Catalyst 6500, Catalyst 4948G

Applicable Design Layers: DC Core, DC Aggregatib; Access (if L3 to the Edge)

With the DC Core, DC Aggregation and possibly th@ Bccess Layers using Layer 3 protocols to mairfiaiwarding tables, so too

the need to ensure that flapping routes do not émpatwork stability. Normally a link that movestiween an UP and DOWN state will
cause the Layer 3 routing protocol to re-convegggilting in potential packet drops. To protect agiaihis scenario, the use of Route
Dampening can be put into effect. Route Dampenifegtively puts a flapping link into a temporary BMN state until the link stabilizes.
Once the link stabilizes, it is moved back to alinenstate. Moving the link into a temporary DOWidte eliminates network instability
while the link flaps and removes the burden onlifger 3 routing protocol from continually re-congirg.

Currently, customers deploy the Catalyst Blade &wis in a layer 2 environment. Hence, this featunet relevant in that architecture.
CR—Generic On-Line Diagnostics (GOLD)
Applicable Platforms: Catalyst 6500, Catalyst 4500, Catalyst 4948G

Applicable Design Layers: DC Core, DC Aggregatibg, Access

Diagnostics are performed on Catalyst switch hardwafboot up time. Many Data Centers run theitcveis for an indefinite period

of time, so the inability to run boot-up diagnostieduces the chance of detecting potential hasligaues that might otherwise arise.
Generic Online Diagnostics (GOLD) is a feature tiliws Diagnostics to be invoked at run time drestuled at a pre-determined time
while the switch is active. The use of GOLD carubed as a preemptive measure on the part of Nethairknistrators to ensure the
hardware serving the needs of the Data Centenidifuning correctly.

Architectural Scalability (AS)

As the enterprise business grows, so too must #te Denter adapt to meet the growing demands dfutbimess. Implementing switching
platforms that accommodate growth in connectivitgl &unctionality is one key requirement of a Datnter Switch. However, scalability
is much more than the ability to incrementally adare port density. Scalability needs to cover otiveas of control and data plane
scalability to truly meet the scalability demandsdata Center switch.
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The area of scalability should also address theatian of multiple services into the Data Centenjalk necessitates the tightening of
security to secure hosts and applications fronreat€and internal) attacks. The use of Firewatigusion Prevention and Detection
devices often spring to mind as the first line efethse. Hardening password policies, use of tot@rendomize passwords and
implementation of AAA services also adds to therallesecurity strategy. The networking devices, begr, also have a range of security
features that should also be considered in pamsitblthose mentioned above.

The following section lists examples of some ofshalability features that should be considerechfbata Center switch.
AS—Hardware MAC Learning
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Aggregation, DC Access

To provide Layer 2 services, a Data Center switithbe required to learn MAC addresses of connededces. The two methods of
MAC learning are software-based learning and harewsased learning. Of the two learning methodsj\eare based MAC learning is
preferred for a number of reasons. Firstly, perfogtMAC learning in hardware alleviates the switdmtrol plane from that function,
freeing up important Switch CPU processing capdoityther control plane bound tasks. Secondly, @erthaps more importantly, to
secure the switch against a Layer 2 MAC attack (e/heultiple random MAC addresses are forwardetheécstvitch). This form of attack
can have the intended effect of initiating a Deniabervice attack on the switch control plane,alihif Hardware MAC learning is used,
can effectively mitigate this attack.

Another important aspect is that as more bladessgifor blade switches) are added into the netwbekCAM table is flushed for that
VLAN leaving the switch to learn the MAC addresfm@sall devices in that VLAN. Hardware MAC learniagoids any potential impact
on performance caused by an overloaded controeptzat would otherwise have to relearn all MAC addes in software. Consider
another scenario where failover occurs to a redunclzassis and now the switch has to relearn alC\@dresses for dual homed hosts.
Like the previous example, Hardware MAC learninfgets any performance hit that the control planghtndtherwise incur through this
learning process.

AS—Private VLAN
Applicable Platforms. Catalyst 6500, Catalyst 4948G

Applicable Design Layers: DC Access

In those situations where IP address space nedmsdonserved, or where further subnetting of haddress space needs to be avoided,
Private VLAN's offers a way to minimize IP addresgmce loss. The Private VLAN allows the creatioa M_AN within a VLAN.

Within the primary VLAN are a series of sub VLANsown as a community or isolated VLAN. All of thedts in these “sub” VLANS
share the address range from a common IP subnetn@nication between those “sub” VLAN’s howeveriisited when compared

to a normal VLAN. Hosts in the same community VLABN communicate with one another but cannot comratmwith hosts in other
community or isolated VLAN's within the same PrigafLAN without having an ACL defined. Hosts in @aolated VLAN cannot
communicate with any other host in the Private VLA&&Nen hosts in the same isolated VLAN) withoutA&zi..

The use of Private VLAN's defers the need for sutimg of the IP address space allowing all hosth@ésame Private VLAN to share the
address space while securing communication betteetsub” VLAN's.
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AS—Low Latency Switching
Applicable Platforms. Catalyst 6500, Catalyst 4948G, Catalyst Blade Switch

Applicable Design Layers: DC Core, DC AggregatiDg; Access

Performance is a key driver behind the establisthmemany Data Centers. Close analysis of the epeltl transaction timeframes are
performed to ensure any performance optimizatiamshe achieved. The Catalyst 6500, Catalyst 494®(3Catalyst Blade Switch
provide low latency switching in the order of 4a6us for the Catalyst 4948, 10-12us for the Cat&$00 and 8-10us for the Catalyst
Blade Switch . Minimizing switch latency is keydaiving down overall transaction times.

AS—High Density 10 Gigabit Ethernet
Applicable Platforms: Catalyst 6500
Applicable Design Layers: DC Core, DC Aggregatibg; Access

Figure 6. WS-X6708-10GE-3C

Driving higher levels of bandwidth, coupled withetemerging 10GE NIC technology for servers is neagiswitching platforms to
support more 10GE connections. The Catalyst 658fopi recently introduced support for an 8-porGEImodule that increases
10GE port density to 64 x 10GE ports in a chagsiswsith most high-density 10GE linecards providgd3witch vendors, this linecard
is 2:1 oversubscribed. The key to handling overstistson though, is to provide adequate congestimmagement tools to handle the
oversubscription. In the case of this module, é0RE port is equipped with 200Mb of per port buffgrwhich is distributed between
the receive queues and transmit queues. CoupladhiéatWeighted Random Early Discard (WRED) Congeslilanagement algorithm,
the port is more than adequately ready to handiegeof oversubscription.

AS—Logical Port Density
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

Virtualization is being embraced on many frontsj adoption of server virtualization is one suchrepke that is high on the agenda of
many Data Centers. With tools like VMWare and Ralsl Data Centers can significantly reduce openati and environmental costs by
reducing the physical count of servers while maiitg an adequate number of logical servers to fieetiemands of their customers.
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One of the scalability challenges that faces Datat€'s implementing server virtualization is sakmpport for logical ports on the
switch. In the simplest sense, a logical portiis@esentation of a physical ports aggregate VLAdnimership. So, for example, an access
port is seen as a single logical port as it is pha single VLAN. A trunk, however, is seen as ftiplé logical ports due to it supporting
multiple VLAN'’s. To support a physical server rungimultiple logical server instances will requinat switch port to support multiple
logical ports for each physical switch port conrmtt

The number of logical ports that are supported $wich is gated by factors such as the physicaluteohardware and the Spanning Tree
algorithm used (i.e. MST, PVST+, RPVST+). LogicalPscalability is one area that the Catalyst 660¢els in. In the DC Aggregation,
up to 52,000 logical ports can be supported intal@st 6500 switch, with up to 8700 logical pores finecard. In the Access Layer,
assuming 24 Access Layer switches with 7000 semwenections, and 400 VLAN's with 10 virtual machsmeer physical server, the
Catalyst 6500 could support up to 4640 logical pper chassis with up to 800 logical ports perciand.

AS—Hardware Unicast RPF (URPF)
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Aggregation, DC Access

The ability to protect the Switch from an IP Addrepoofing attack can be addressed using Unicagr&ePath Forwarding. The
Catalyst 6500 provides support for this featurbandware. Unicast Reverse Path Forwarding provadesans to inspect the forwarding
tables when receiving a packet but using a reverdeip. What this means is rather than inspectiegforwarding tables to determine
where to send the packet, the forwarding tabledpdkoks at where the packet should have come framexample, if a packet arrives
on interface 3/1 and has a source IP address df199, a lookup into the forwarding tables is parfed. The tables are inspected to see
which interface network 99.1.1.2 exists on. If ibekup returns that the network does indeed existlmat interface, the packet is
forwarded. If, however, the lookup returns an ifaee that is not 3/1, then the system considessalsipoofed packet and will drop it.

Protecting against spoofing attacks allows a raridgenial of Service (DoS) attacks to be mitigatiéldre importantly, by performing this
mitigating function in hardware eliminates the elttfrom causing a side effect, that of impacting siwitch control plane, which in itself
is a form of DoS attack.

AS—STP Root Guard
Applicable Platforms: Catalyst 6500, Catalyst 4948G

Applicable Design Layers: DC Aggregation

In cases where the Access Layer runs at Layer@nr8pg Tree will invariably be used to protect Beta Center Switch network from
loops. During the design of the Spanning Tree, itchvitypically at the Aggregation Layer) will baainted with the task of serving as
the Spanning Tree Root. This device is importarthéxSpanning Tree topology as it serves as thieoarfor that STP instance originating
STP BPDU'’s (Bridge Protocol Data Unit Traffic whiskrves to provide other switches with topologwinfation) for that STP domain.

Should another device be inserted into the STP dowigh a lower STP bridge priority or a lower ordd MAC Address (when having
the same priority as the STP root), it could taker@as the STP root changing the STP topologyléssaefficient communication path.
Even worse, it could be used by an attacker taeetltraffic via their device in order to snoopuser data.

STP Root Guard is a feature that protects the iityegf the STP root. Should a superior BPDU arié@e¢he STP Root (indicating that
another device wants to take over as STP Root), ttheRoot Switch will place the link from whichet®BPDU arrived into a “Root
Inconsistent” state effectively disabling that lifithis action secures the Root Switch from beingm@mised.

Since the Catalyst Blade Switch is deployed atteess Layer, this feature is not relevant to it.
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AS—Security Services Modules
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Aggregation

The first line of defense in most Data Centers)asd above, is to implement a range of devicel aad-irewalls, Intrusion Detection and
Intrusion Prevention. While these services canduessed by implementing standalone applianceCatayst 6500 offers the added
advantage of integrated these services into thielswhassis. One of the primary benefits of thigrapch is the integrated services module
typically provides a much higher level of perforroarthan its equivalent standalone appliance ecntaRfs the data load on the Data
Center grows, so too the requirement for highefoperance loads on these devices, which can be ynitielse modules.

The Firewall Module (FWSM) and Application Contihgine (ACE) module also offer Virtualization supppdhe use of these modules
in a Data Center allows different user groups ttuaiize an instance of that service module whiichurn, allows the creation of an
operational configuration tuned to the specificuiegments of that group. Environmental benefits ednto play with virtualization
avoiding the requirement to otherwise deploy midtipstances of the standalone appliance to meatebds of multiple groups.

Cisco’s Data Center architecture recommends sertieeapplied at the aggregation layer. Hence, timeskiles are not relevant to the
Access layer switches.

AS—Multicast Security
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Aggregation

With increasing deployments of Multicast based @afibns, so too the need to secure the networksiganauthorized Multicast sources
from distributing content. Recent enhancement©i& how allow the Multicast Rendezvous Point (RPphspect PIM Register

commands from Multicast sources in order to deteentineir authenticity. The RP can use an ACL chiealerify the validity of the

source and accept or reject that multicast sowose €stablishing itself as a Multicast source. Thechanism further bolsters an aspect of
security not often considered by many Network Adstmators.

AS—Control Plane Policing
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Aggregation, DC Access

The Switch Control Plane drives many of the funwtilcaspects of a switch, and as such is a critgsalurce that must be protected.
Compromising the Switch Control Pane can haveairssequences for maintaining the on-going operakifumctionality of the switch.
Control Plane Policing has been introduced on t@l¢st 6500 platform to protect it from inadvettbarsts of control plane traffic and
also from more maliciously intended forms of at&ck new interface called the “Control Plane irded” can have a rate limiting policy
applied to it to limit the total amount of traffitestined to the Control Plane. By limiting the amioof traffic that can be forwarded to the
Control Plane ensures that the operational vigtilithe switch is maintained.

Operational Manageability (OM)

When the Data Center is operational, the role eftiministrator is to manage the devices to maximjime of available services.
Understanding what is going on in the network isapaunt to supporting capacity planning effortsva# as troubleshooting issue that
might arise. The following section details soméhaf features that can be used to help better mahad@ata Center network.
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OM—Encapsulated Remote SPAN
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

Switched Port Analyzer (SPAN) is a hardware-enalgature in the switch that allows traffic on egetrport (or VLAN) to be mirrored to
a SPAN port. SPAN currently limits the source ortl the destination port to be in the same chadssisapsulated Remote SPAN
(ERSPAN) is an enhancement that allows the sourdelastination ports to be in different chassis #ina separated by a Layer 3
boundary. ERSPAN works by using the Supervisor\vard to encapsulate the SPAN traffic within a GRinel. While Remote SPAN
(RSPAN) offers a similar capability, it requiregthource and destination chassis to be Layer 2amja

ERSPAN requires the use of a Supervisor 720 tm llee chassis where both the source and destinabids are located. Devices in
between the source and destination chassis camytdeaice capable of forwarding IP packets.

Figure 7.  Encapsulated Remote SPAN
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ERSPAN offers Data Centers the benefit of being &blconsolidate monitoring devices on one devickraplicating traffic from a
source port to that central device.

OM—Time Domain Reflectometry (TDR)
Applicable Platforms: Catalyst 6500, Catalyst 4948G

Applicable Design Layers: DC Access

TDR is a method that can be used to assist inoitaibn and identification of copper cabling faultscan be used for the detection of
broken or shortened conductors, loose connectdonsped or cut cables, sheath faults and much nidms. feature is embedded in the
hardware of many of the latest generations of Eetdimecards. It offers administrators managinggDZenter resources a fast and
effective way to assist in the diagnosis of copyadiling problems that might arise.
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OM—Power
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

The growth in Data Center use translates into amit network resources, which require network @mtiwity. The drive towards higher
speed connections and greater densities of corthdetgces requires the network to accommodatereatver loads over time. A move
to a modular based switch brings with it a rangpafer supply options that can be used to meeetgesvth demands.

While both AC and DC power supply options incretmechoice for power deployments, so too the drafaultiple input power
supplies also add flexibility for network admingiors and facilities managers. The latest rourélavfer Supplies now available for the
Catalyst 6500 offer multiple inputs. The 6000W pospply, for example, supports two inputs. Using put provides 3000W of
power (@220V) and can be incrementally grown tqpeup6000W of power by simply activating the secamalt. This allows the Data
Center to provision only the required number of poimputs to meet current needs, while with ligffort, supporting incremental growth
by simply activating the second input.

OM—cConfiguration and Capacity Planning Management
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

As services in the Data Center are added, so theheiconfiguration in the Networking Switches ptito meet those needs. Changes to
the configuration over a period of time can leaddafiguration inaccuracies gradually creepingline Catalyst 6500 now adds support
for a configuration check (command is “show diadiwosanity”) that scans the configuration for esroeporting back any inconsistencies
it finds. It will review SNMP, HA, Port Channelingrunk interfaces, UDLD, STP, IGMP, Duplex configtions and many more
configuration elements. A report is presented tiadke user highlighting any errors found.

Understanding the use of hardware resources irtarshas, up until now, also been a daunting takks information is pertinent to

the ongoing task of network capacity planning. Mo€lthe capacity information exists, but is buriechmongst a multitude of show
commands that are often tedious to correlate. Acmwmand enhancement (command is “show platformivieme capacity”) is now
available that lets an Administrator check the vese consumption of a variety of hardware resourResources such as QoS Policers,
Switch Fabric load, Power consumption, VLAN’s, PFCAM resources and much more can be viewed withghow command.

OM—Layer 2 Traceroute
Applicable Platforms: Catalyst 6500, Catalyst 4500, Catalyst 4948G, Catalyst Blade Switch

Applicable Design Layers: DC Aggregation, DC Access

The availability of a Layer 2 Traceroute commanthptements the existing layer 3 Traceroute tool thast Network Administrators are
familiar with. In Data Centers that deploy Layestzhe edge, the use of Layer 2 Traceroute carsée to assist in the troubleshooting of
Layer 2 connectivity issues. It works in a similashion to Layer 3 Traceroute providing hop-by-l@fprmation of the nodes from a
source to destination device through a Layer 2 eotion.
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OM—Embedded Event Manager (EEM)
Applicable Platforms: Catalyst 6500

Applicable Design Layers: DC Core, DC AggregatiDg; Access

Embedded Event Manager is a programmable subsysienavailable on the Catalyst 6500 that allowsex ssript to invoke actions on
the switch when a specific event occurs. The fiéigjithat EEM offers the Data Center is signifitawith over 14 event detectors to
detect events on the switch, the Administratoriogmiement scripts to manage a multitude of situetion a 24/7 basis. The event
detectors can monitor SYSLOG messages, CLI commamesface counters, insertion and removal of hare, failovers, I0S processes,
and much more. The scripts can invoke actions dietugenerating emails and pagers, issuing CLI cants, restarting the switch, and
generating custom SYSLOG and SNMP traps.

Figure 8. Embedded Event Manager
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OM—Hardware Based Netflow
Applicable Platforms: Catalyst 6500, Catalyst 4948G

Applicable Design Layers: DC Core, DC Aggregatibg; Access

Better understanding traffic flows through the Da@tnter network for capacity planning or accounpimgooses is a high priority for most
Network Administrators. All modular Catalyst switphatforms offered by Cisco provide hardware-basatection of Netflow records.
Recent extensions to Netflow support have beerrjizated into the Catalyst 6500, allowing it toateeNetflow v9 records. The
implementation of this new record type allows theaByst 6500 to collect information on Multicagivis that transit the switch. The
ability to complement Unicast flow record collectiwith Multicast flow record collection providesetidata Center with a better overall
understanding of network traffic patterns. More artpntly, it allows administrators to adjust keywerk parameters to meet service level
agreements for key business users of the Data Cente
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SUMMARY

The convergence of multiple services into the [eater offers many operational benefits to the fpmise business. By converging
computational, storage, application and networkieyices, into the one operational center, howelaces stringent demands on the
Data Center design and the capabilities of thecgswservices these needs. Furthermore, performsengity and availability of
application and data services are all key methias must also be met to provide a successful DetdeC service.

The Modular Cisco Catalyst Switch family providesadid foundation upon which to run today’s Datate. Its widespread deployment
in customer networks today validates its abilitpéove those needs. Moreover, its rich featurerestide the greatest flexibility for
designing the Data Center to meet the specific ieéthe Enterprise business it is serving.

As new server form-factors get deployed in the Betater, Cisco has developed newer access laythéwg solutions, like top-of-rack
Catalyst 4948G and Catalyst Blade Switch, to meeemerging networking needs. These switches offepelling value-proposition
based on the resiliency, scalability and managéabiteds of the servers/applications they conteettie Data Center network.
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