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1 What You Will Learn

This document describes how the Cisco Unified Computing System™(UCS) can be used in
conjunction with EMC® CLARIION® or Symmetrix VMAX storage systems and VMware® vSphere
4™ to implement SAP Systems compliant to SAP Adaptive Computing. The Cisco Unified Computing
System provides the compute, network, virtualization, and storage access resources that are centrally
controlled and managed as a single cohesive system. VMware vSphere 4 adds more flexibility and
manageability to the computing resources. The result is an implementation that addresses many of
the challenges that SAP Basis administrators and their IT departments face today, including needs for
a simplified deployment and operation model, high performance for SAP systems, and lower total
cost of ownership (TCO). The document introduces the Cisco Unified Computing System and
provides instructions for implementing it; concluding with an analysis of reliability characteristics. This
document provides an overview of configuration along with instructions for setting up the Cisco
Unified Computing System. The document reports on Cisco’s performance measurements and a
reliability analysis that demonstrates how the system continues operation even when hardware faults
occur. This document will not show SAP performance numbers or sizing suggestions.

Introduction

Leadership From Cisco

Cisco is the undisputed leader in providing network connectivity in enterprise data centers. With the
introduction of the Cisco Unified Computing System, Cisco is how equipped to provide the entire
infrastructure for SAP systems deployments. With the capability to scale to up to 320 servers and
incorporate both blade and rack-mount servers in a single system, the Cisco Unified Computing
System together with EMC CLARIiON / Symmetrix VMAX storage systems and VMware vSphere 4
virtualization technology provides an ideal foundation for SAP application deployments.

Historically, enterprise resource planning systems have run on costly symmetric multiprocessing
servers that use a vertical scaling (or scale-up) model. However, as the cost of one-to-four-socket
x86-architecture servers continues to drop while their processing power increases, a new model has
emerged. SAP systems uses a horizontal scaling, or scale-out, model, in which the application stack
uses multiple servers, each contributing its processing power to the application stack, increasing
performance, scalability, and availability. SAP system logon groups can balance the workload across
the application servers, and the SAP application is continuously available in the event of a server
failure.

SAP System Configuration
All components for an SAP implementation work together flawlessly, and Cisco, EMC and VMware

have worked closely with SAP to create, test, and certify an Adaptive Computing Compliant
configuration of SAP systems on the Cisco Unified Computing System.

Benefits of a Cisco Unified Computing System Configuration

The Cisco Unified Computing System Configuration for SAP systems offers a number of important
benefits:

Simplified Deployment and Operation

Because the entire SAP application stack runs on a single cohesive system, SAP Basis

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper Page 4
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administrators no longer need to painstakingly configure each element in the hardware stack
independently. The system’s compute, network, and storage-access resources are essentially
stateless, provisioned dynamically by Cisco® UCS Manager. This role- and policy-based embedded
management system handles every aspect of system configuration, from a server’s firmware and
identity settings to the network connections that connect storage traffic to the destination storage
system. This capability dramatically simplifies the process of scaling an SAP system configuration or
re-hosting an existing node on an upgrade server. Cisco UCS Manager uses the concept of service
profiles and service profile templates to consistently and accurately configure resources. The system
automatically configures and deploys servers in minutes, rather than the hours or days required by
traditional systems composed of discrete, separately managed components. Indeed, Cisco UCS
Manager can simplify server deployment to the point where it can automatically discover, provision,
and deploy a new blade server when it is inserted into a chassis.

The system is based on a 10-Gbps unified network fabric that radically simplifies cabling at the rack
level by consolidating both IP and Fibre Channel traffic onto the same rack-level 10GbE converged
network. This “wire-once” model allows in-rack network cabling to be configured once, with network
features and configurations all implemented by changes in software rather than by error-prone
changes in physical cabling. The balanced resources of the Cisco Unified Computing System allow
the system to easily process a data and bandwidth intensive service like Business Warehouse and
response time dependent workload like ERP with no resource saturation. This sample SAP system
configuration not only supports physically separate networks; it provides redundancy with automatic
failover.

High-Performance Platform for SAP Systems

The Cisco UCS B-Series blade servers used in this configuration feature Intel Xeon 5500 series
processors that deliver intelligent performance, automated energy efficiency, and flexible
virtualization. Intel Turbo Boost Technology automatically boosts processing power through increased
frequency and use of hyperthreading to deliver high performance when workloads demand and
thermal conditions permit.

The patented Cisco Extended Memory Technology offers twice the memory footprint (384 GB) of any
other server using 8-GB DIMMs, or the economical option of a 192-GB memory footprint using
inexpensive 4-GB DIMMs. Both choices for large memory footprints can help speed application
performance by allowing more data or programs to be cached in memory.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper
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2 SAP Adaptive Computing Concept

This solution combines Server Virtualization from VMware with SAP Adaptive Computing Application
Virtualization. This provides the highest available degree of flexibility and operability that an SAP
landscape can have.

Figure 1: Server Virtualization

Any Service, Any time on
Any server

m operation of SAP systems,
increases flexibility and reduces
complexity

= is an approach to dynamically
assignresources to SAP systems

Adaptive Computing Application Virtualization Adaptive Computing Controller

= SAP System Management
= Resource Management

= Operation
= Control
= Mass operations

The SAP Adaptive Computing Controller lets you manage entire SAP software landscapes and IT
infrastructures. This helps reduce complexity, cut data center costs, increase hardware utilization,
and achieve the flexibility and scalability needed to improve IT efficiency and value.

IT Infrastructure

The SAP Adaptive Computing Controller provides a single point of control that allows your system
administrator to visualize, monitor, and manage data center tasks for deployed SAP solutions.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper
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Figure 2: SAP Adaptive Computing Solution
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3 The Cisco Unified Computing Solution

The Cisco Unified Computing System (UCS) is a next-generation data center platform that unites
compute, network, and storage access. The platform, optimized for virtual environments, is designed
within open industry standard technologies and aims to reduce TCO and increase business agility.
The system integrates a low-latency, lossless 10 Gigabit Ethernet unified network fabric with
enterprise-class, x86-architecture servers. The system is an integrated, scalable, multi-chassis
platform in which all resources participate in a unified management domain.

The Cisco Unified Computing System represents a radical simplification of the traditional blade server
deployment model by providing simplified, stateless blades and a blade server chassis that is
centrally provisioned, configured, and managed by Cisco UCS Manager. The result is a unified
system that significantly reduces the number of components while offering a just-in-time provisioning
model that allows systems to be deployed or redeployed in minutes rather than hours or days.

The Cisco Unified Computing System addresses many of the challenges faced by SAP Basis
administrators and their IT departments, making it an ideal platform for SAP implementation:

Comprehensive Management

The system uses an embedded, end-to-end management system that uses a high-availability active-
standby configuration. Cisco UCS Manager uses role and policy-based management that allows IT
departments to continue to use subject-matter experts to define server, network, and storage access
policy. After a server and its identity, firmware, configuration, and connectivity are defined, the server,
or a number of servers like it, can be deployed in minutes, rather than the hours or days that it
typically takes to move a server from the loading dock to production use. This capability relieves SAP
Basis administrators from tedious, manual assembly of individual components and makes scaling an
SAP system configuration a straightforward process.

Radical Simplification

The Cisco Unified Computing System represents a radical simplification compared to the way that
servers and networks are deployed today. It reduces network access-layer fragmentation by
eliminating switching inside the blade server chassis. It integrates compute resources on a unified I/O
fabric that supports standard IP protocols as well as Fibre Channel through FCoE encapsulation. The
system eliminates the limitations of fixed 1/0 configurations with an I/O architecture that can be
changed through software on a per-server basis to provide needed connectivity using a just-in-time
deployment model. The result of this radical simplification is fewer switches, cables, adapters, and
management points, helping reduce cost, complexity, power needs, and cooling overhead.

High Performance

The system’s blade servers are based on the fastest Intel Xeon 5500 series processors. These
processors adapt performance to application demands, increasing the clock rate on specific
processor cores as workload and thermal conditions permit. These processors, combined with
patented Cisco Extended Memory Technology, deliver application performance along with the
memory footprint needed to support memory intensive applications. The system is integrated within a
10 Gigabit Ethernet—based unified fabric that delivers the throughput and low-latency characteristics
needed to support the demands of the cluster’'s public network, storage traffic, and high-volume
cluster messaging traffic.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper
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Scalability Decoupled from Complexity

The system used to create the sample configuration is designed to be highly scalable, with up to 40
blade chassis and 320 blade servers connected by a single pair of low-latency, lossless fabric
interconnects. New compute resources can be put into service quickly, enabling SAP systems
configurations to be scaled on demand, and with the compute resources they require.

Ready for the Future

The system gives SAP systems room to scale while anticipating future technology investments. The
blade server chassis, power supplies, and mid-plane are capable of handling future servers with even
greater processing capacity. Likewise, the chassis is built to support future 40 Gigabit Ethernet
standards when they become available.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper Page 9
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4 The Value-Add of VMware vSphere 4 in an Adaptive
Computing Environment

Consolidation and Increased Flexibility

With VMware vSphere 4 as virtual resource provider, you can achieve higher levels of utilization of
your physical computing resources. By configuring a VMware Distributed Resource Scheduling (DRS)
cluster, live migration of virtual computing resources can take place automatically to load balance the
environment. The live migration process itself uses VMware vMotion™, which does not affect the
running SAP instances or databases. The manual migration of Virtual Machines can also be
performed by using the SAP Adaptive Computing Controller.

Easy Physical-to-Virtual and Virtual-to-Physical Migration

In an Adaptive Computing environment, your services (SAP instances and databases) are not bound
to a specific computing resource but can be migrated from one server to another. It does not matter if
this server runs on native hardware or if this server is a Virtual Machine. Physical and virtual
computing resources can be lumped together in the same resource pool, so both types are able to
run the same set of services.

Fast Provisioning

Templates of Virtual Machines, which are stored in your VMware vCenter™/ESX® configuration
repository, can be deployed by using the SAP ACC.

Full vCenter Integration

The SAP ACC uses the VMware vCenter API to perform basic operations, read the Virtual Machine
configuration and provide overview information about the available Virtual Machines and their
utilization.

Combining the Features

All features of VMware vSphere 4, including those not described here, can be used without
interruption of the SAP ACC. In particular, VMware Business Continuity features (such as High
Availability, Disaster Recovery and Data Protection) are available and can provide a great benefit for
SAP systems

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper Page 10
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5 Configuration Overview

The Cisco Unified Computing System used for this configuration is based on Cisco B-Series Blade
Servers; however, the breadth of Cisco’s server and network product line suggests that similar
product combinations will meet the same requirements. The Cisco Unified Computing System uses a
form-factor-neutral architecture that will allow Cisco C-Series Rack-Mount Servers to be integrated as
part of the system using capabilities planned to follow the product’s first customer shipment (FCS).
Similarly, the system’s core components—high-performance compute resources integrated using a
unified fabric—can be integrated manually today using Cisco C-Series servers and Cisco Nexus™
5000 Series Switches.

The system used to create the sample SAP systems implementation is built from the hierarchy of
components illustrated below.

Figure 3: Cisco UCS Components

Cisco UCS | alratlie Cisco UCS
6120XP 20 Port cisco  Manager
Fabric Interconnect (Embedded)
F” 8 Cisca UGS 2104XP Fabric Extender
4 (Up to 2 in Each Chassis)

i- Cisco UCS 5108
I | et Blade Scrver Chassis
IE_ - l- L | (Up to 40 per System and Up
- —e——— = to 320 Half-Width Blades)

Cisco UCS B250 M1 Extended Cisco UCS B200 M1
Memory Blade Server Blade Server

i i;— 5| -

Cisco UCS B-Series
Blade Servers
(2 Types)

Cisco UCS Network Adapters

(Interior View)
Efficiency and
Performance

Cisco UCS 82598KR-CI
10 Gigabit Ethemet Adapter

Compatibility m

Cisco UCS M71KR
Converged Network Adapters
Cisco Extended Memory Technology

Virtualization m
Cisco UCS MB1KR

Virtual Interface Card
48 DIMMs

The Cisco UCS 6120XP 20-Port Fabric Interconnect provides low-latency, lossless, 10-Gbps
unified fabric connectivity for the cluster. The interconnect provides connectivity to blade server
chassis and the enterprise IP network. Through an 8-port, 4-Gbps Fibre Channel expansion card, the
interconnect provides native Fibre Channel access to the storage system. Two fabric interconnects

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper
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are configured in the cluster, providing physical separation between public and application networks
and also providing the capability to securely host both networks in the event of a failure.

The Cisco UCS 2104XP Fabric Extender brings the unified fabric into each blade server chassis.
The fabric extender is configured and managed by the fabric interconnects, eliminating the complexity
of blade-server-resident switches. Two fabric extenders are configured in each of the cluster’s two
blade server chassis. Each one uses two of the four available 10-Gbps uplinks to connect to one of
the two fabric interconnects.

The Cisco UCS 5108 Blade Server Chassis houses the fabric extenders, up to four power supplies,
and up to eight blade servers. As part of the system’s radical simplification, the blade server chassis
is also managed by the fabric interconnects, eliminating another point of management. One chassis
were configured for the SAP Adaptive Computing Compliance Test system implementation described
in this document.

The blade chassis supports up to eight half-width blades or up to four full-width blades. The system
was equipped with six Cisco UCS B200 M1 Blade Servers and one Cisco UCS B250 Blade Server,
each equipped with two quad-core Intel Xeon 5500 series processors at 2.93 GHz. Each Cisco UCS
B200 M1 blade server was configured with 96 GB of memory. The Cisco UCS B250 M1 blade was
configured with 192 GB memory. A configuration of up to 384 GB is possible with the Extended
Memory technology of the Cisco UCS B250 M1 Blade Server.

The blade server form factor supports a range of mezzanine-format Cisco UCS network adapters,
including a 10 Gigabit Ethernet network adapter designed for efficiency and performance, the Cisco
UCS M81KR Virtual Interface Card designed to deliver the system’s full support for virtualization, and
a set of Cisco UCS M71KR converged network adapters designed for full compatibility with existing
Ethernet and Fibre Channel environments. These adapters present both an Ethernet network
interface card (NIC) and a Fibre Channel host bus adapter (HBA) to the host operating system. They
make the existence of the unified fabric transparent to the operating system, passing traffic from both
the NIC and the HBA onto the unified fabric. Versions are available with either Emulex or QLogic HBA
silicon; the sample configuration uses a Cisco UCS M71KR-Q QLogic Converged Network Adapter
that provides 20-Gbps of connectivity by connecting to each of the chassis fabric extenders.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper

Page 12



e 2
c l s c o whEthgli;es' \v‘ . l \'A't:] (3]

6 Solution Architecture
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Detailed Topology

As shown in Figure 3, one chassis housing five blades were used for this sample SAP system

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper Page 13
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implementation. Tables 1 through 4 list the configuration details for all the server, LAN, and SAN
components that were used for testing.

Figure 4: Detailed topology of the Public Network and Application Network

Table 1: Physical Cisco Unified Computing System Server Configuration

Quantity
1

6

1

2 per blade
12 per B200
48 per B250
1 per blade

2

0o N

Description

Cisco UCS 5108 Blade Server Chassis, with 2 power supply units, 8 fans,
and 2 fabric extenders

Cisco UCS B200 M1 Blade Server

Cisco UCS B250 M1 Blade Server

Quad-core Intel Xeon 5500 series 2.93-GHz processor

4-GB DDR3 DIMM, 1066 MHz, totaling 48 GB per B200 blade server
4-GB DDR3 DIMM, 1066 MHz, totaling 192 GB per B250 blade server
Cisco UCS M71KR-Q QLogic Converged Network Adapter, PCle, 2 ports,
and 10 Gigabit Ethernet

Cisco UCS 6120XP 20-Port Fabric Interconnect with 2 power supply units
and 2 fans

8-port, 4-Gbps Fibre Channel expansion port module

4-Gbps Fibre Channel- Small Form-Factor Pluggable (SFP) Line Card
10GBASE-CU SFP+ cable (5 meters)

Fiber cables for connectivity to Fibre Channel and 10 Gigabit Ethernet

Table 2: SAN Components

Quantity
2

Description

Cisco MDS 9222i switch

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper
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Table 3: Storage Configuration

Quantity
1
45

Table 4: Software Components

Description
Microsoft Windows 2008 Server

Red Hat Linux Enterprise Server 5.4

SAP MaxDB 7.8.01 Build 08 64-Bit

Oracle 10.2.0.4 64-Bit
Microsoft SQL 2008 Server 64-Bit

2
Bl H vmware:

Description
EMCz2 Storage Symmetrix VMAX

450-GB, 15,000 RPM, Fibre Channel spindles

SAP NetWeaver CE 7.2 (AS JAVA Kernel 7.20 PL30, JVM 6.1 PL10)

ACC 7.2 SPO1

SAP NetWeaver 7.0 EHP1 (AS ABAP Kernel 7.01 PL69)

SAP Host Agent 7.20 SP22
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7 Configuring Cisco UCS for SAP System
Implementation

Configuring the Cisco UCS 6120XP Fabric Interconnect

The Cisco UCS 6120XP Fabric Interconnect is configured in a cluster pair for redundancy. It provides
resiliency and access to the system configuration data in the rare case of hardware failure.

For fabric interconnects, the configuration database is replicated from the primary switch to the
standby switch. All operations are transaction-based, keeping the data on both switches
synchronized.

Note: Detailed information about the fabric interconnect configuration is beyond the scope of this
document. For more information, refer to the Cisco Unified Computing System documentation at

http://www.cisco.com/en/US/docs/unified computing/ucs/sw/gui/config/guide/b GUI Config Guide.html

Configuring the Server Ports

The first step is to establish connectivity between the blades and fabric interconnects. The ports
should be configured as server ports as shown Figure 5 Four public links go to Fabric Interconnect A
and four private links go to Fabric Interconnect B.

Figure 5: Physical Connectivity and Port Configuration

Server Ports

L 4
Server Ports

Uplink Ports

Configuring Uplinks to the SAN and LAN

Configure the uplink Fibre Channel ports (Expansion Module 2).
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Configuring the SAN and LAN on Cisco UCS Manager

Before configuring the service profile, do the following:

1. Configure the SAN.

On the SAN tab, set the VSANSs to be used in the SAN (if any). We also recommend to set up
pools for worldwide node name (WWNN) and worldwide port name (WWPN) for assignment
to the blade server virtual HBAs (VHBAS).

Sample pool definitions:
WWxN: 20:00:00:25:B5
20:00:00:25:B5:XX

The first 5 bytes are registered for Cisco

The first Bit identifies 0 as node and 1 as port
The second bit is used to identify the OS

0 = Windows

1= Linux

2 = VMware ESX

The 7 Byte identifies the Organization (only
a number for each Sub-Organization)
20:00:00:25:B5:00:00:XX The last byte identifies the node or port

20:00:00:25:B5:00:XX

Configure the LAN.

On the LAN tab, set the VLAN assignments to the virtual NICs (VNICs). You can also set up
MAC address pools for assignment to vVNICs. For this setup, the public VLAN (VLAN ID 100)
was used for public interfaces, and the application VLAN (VLAN ID 200) was created for SAP

application to application communication.

Sample pool definitions:
MAC: 00:25:B5
00:25:B5:XX

00:25:B5:00: XX

00:25:B5:00:00: XX

Note:

The first 3 bytes are registered for Cisco
The first Bit is used to identify the port

0 for ethO, 1 for eth1, 2 for eth2*, ...
eth2 — ethXX with M81KR (Palo) only
The second bit is used to identify the OS
0 = Windows

1= Linux

2 = VMware ESX

The 5" Byte identifies the Organization (only
a number for each Sub-Organization)
The last byte identifies the NIC.

It is very important that you create a VLAN that is global across both fabric interconnects.

This way, VLAN identity is maintained across the fabric interconnects in case of failover.
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The screen shot below shows two VLANS:

Fault Summary

i@ O B new v | [& ootions | @ @ | [@Est
Q@ VvV A A
0 15

vimware

» Cisco Unified Computing System Manager, - SAPTMEO1

- =) thr-policy-default

EI WLAN application {200) a VLANS
=] wLan defaul (1)
=] WLAN public {100}
= Palicies
= ,a:a, roak
- Flow Control Policies
-- Dynamic vNIC Connection Policies
Metwork Cantrol Palicies
Q05 Policies

= R

After you have completed these preparatory steps, generate a service profile template for the
required hardware configuration. You can then create the service profiles for all eight nodes from the
template.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information.
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8 Setting Up Service Profiles

Service profiles are the central concept of the Cisco Unified Computing System. Each service profile
serves a specific purpose: to help ensure that the associated server hardware has the configuration
required to support the applications it will host.

The service profile maintains configuration information about:
e Server hardware
e Interfaces
e Fabric connectivity
e Server and network identity

This information is stored in a format that can be managed through Cisco UCS Manager. All service
profiles are centrally managed and stored in a database on the fabric interconnect.

The service profile consists of the following information:
e |dentity and personality information for the server
o Universally unique ID (UUID)
o Worldwide node name (WWNN)
o Boot order
e LAN and SAN configuration (through the vNIC and vHBA configuration)
o NIC and HBA identity (MAC and WWN/WWPN information)
o Ethernet NIC profile (flags, maximum transmission unit [MTU], etc.)

o VLAN and VSAN connectivity information

e Various policies (disk scrub policy, QoS etc.). For the SAP Adaptive Computing Compliance test
system implementation, we used boot policy.
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9 Creating the Service Profile Template

To create the service profile template, do the following:
1. From the Service Profile Templates screen, click the Servers tab.

2. Click Service Profile Template.

Fault Summary

e. New"Dg:t\onsl (?) ﬂl;xit

> wp Servers » [T Service Profile Templates » g, root

Sub-Organizations I Service Profiles I Fouols I Folicies I Faults I Events

vV A A

=5 Service Profile BIOS-Update
.E:'l‘ Sub-Crganizations
. Service Profile Templates

E| -4 Podls
Bl

Server Pools
UUID Suffixc Pools
F- %, Sub-Organizations

[ savechanges | [ Reset vales |

4 Logged in a5 ukleidon@10,29.155.9 System Time: 2010-04-23T20:53
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» Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Identify Service Profile Template (7)
You must enter a name for the senice profile termplate and specify the template type. You can also specify how a UUID will be
assigned 1o this template and enter a description.

R Y

1. v Identify Service Profile

Template
Storage

z
3 L petworking ‘
4. D server Book Order
s
3

Server Assignment
0 Operational Policies

@ Tange O Ui Tt

Select (pool default used by default) -

= ==

3. From the Identify Service Profile Template screen:
a. Inthe Name field, enter the template name (for example, SAP_APPL).

b. Forthe template type, choose initial template.

Initial templates create new service profiles with the same attributes but the child service
profiles are not updated when a change is made to the original template. Updating templates
behave that the children profiles are immediately updated when a change to the template is
made. This could result in all the dependent children profiles causing servers to reboot so

they should be used with care.

4. Click Next.
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» Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Storage

TR ST — Optionally specify disk policies and SAN configuration information.

Template
. ¥ storage
- Networking

2
3
4 Usprver poot order Select Local Storage Policy ko use v
5
6,

Serwer Assignment
Operational Policies

Select (pool default used by default) -

| Order

& Move Up. W Move Dosn [ Delete Add | B Modify:

A=) T

5. To create vHBAs for SAN storage:

a. Inthe How would you like to configure SAN storage? options, select Expert.

b. Click Add to add an HBA.
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» Create viHBA

Create vHBA

Dperational Parameters

(o] =]

6. Inthe Name field, enter vHBA1.

7. Inthe Select VSAN drop-down list, choose VSAN default.

For simplicity, this configuration uses the default VSAN for both HBAs. You may need to
make a different selection depending on what is appropriate for your configuration.

8. If you have created SAN pin groups for pinning Fibre Channel traffic to a specific Fibre
Channel port, specify appropriate pin groups, using the Pin Group drop-down list.

Pinning in a Cisco Unified Computing System is relevant only to uplink ports, where you can
pin Ethernet or FCoE traffic from a given server to a specific uplink Ethernet (NIC) port or
uplink (HBA) Fibre Channel port. When you pin the NIC and HBA of both physical and virtual
servers to uplink ports, you get finer control over the unified fabric. This control helps ensure
better utilization of uplink port bandwidth. However, manual pinning requires an
understanding of network and HBA traffic bandwidth across the uplink ports. We did not use
pin groups for this configuration.

9. Click OK.

10. To create the second vHBA for SAN storage, go back to the Storage screen.
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» Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template StUrage

R T Optionally specify disk policies and SAN configuration infarmation.

Template
v Storage
Metworking

2
3
4 DServar Boak Crder
5
&

Server Assignment
Operational Policies

Select (poal default used by default) -

MName AP | Order
=S4 vHBA vHBAL derived 1
-] vHBA IF default

& Maove Up W Move Dovin . 0

[ < Prev Ji Next > i [ Finish }[ Cancel J

11. Click Add to add an HBA.
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v Create vHBA

Create vHBA 2)

default{16/32)

X

(1)
<naot seb> A

©stis Conaied

Operational Parameters

=R ZT=N

12. To create the second vHBA:
a. Inthe Name field, enter vHBAZ2.
b. Inthe Select VSAN drop-down list, choose VSAN default.

For simplicity, this configuration uses the default VSAN for both HBAs. You may need to
make a different selection depending on what is appropriate for your configuration.

c. If you have created SAN pin groups for pinning Fibre Channel traffic to a specific
Fibre Channel port, specify appropriate pin groups, using the Pin Group drop-down
list.

13. Click OK.
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» Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template StUrage

R T Optionally specify disk policies and SAN configuration infarmation.

Template
v Storage
Metworking

2
3
4 DServar Boak Crder
5
&

Server Assignment
Operational Policies

Name | WP | Order
‘S vHBA vHEAL derived 1
-] wHBA If default
- vHBA vyHEAZ derived z
... 5 wHBA TF default

A& Maye Up W Move Dovn .De\ete Add [ Madify

14. Click Finish.

Two VHBAS have been created and completes the SAN configuration.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper

Page 26



atfren]e, 2
CISCO MEMocl;es‘ vinmware

Creating and Associating VNICs With VLANs

To create the VNICs and associate them with the appropriate VLANS, do the following:
1. From the Networking screen:
a. Inthe How would you like to configure LAN connectivity? options, select Expert.

b. Click Add.

= Create Service Profilz Template

Unified Computing System Manager

Create Service Profile Template Networking

1. V' ldent Service Profie. Optionally specify LAN configuration infarmation.

Template
2. V'storage
5 ¥ etworking
4 | Server oot Order
5 [ server assignment.
6. DﬂgevatmnalPuhUes | MAC Address | Order | Fabric ID | Mative YLAM

- MoveUp W Move Dovn [ DA

[Cprew J [ mem= | [ rnsn ][ coneel |
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» Create vNIC

Create vNIC 2)

|

Select (pool default used by default) -

| Mative YLAN
default
application

|public

Operational Parameters

2. Inthe Name field, enter vNIC1.
3. For the Fabric ID options, select Fabric A and Enable Failover.

4. Forthe VLAN Trunking options, select Yes.
VLAN trunking allows multiple VLANSs to use a single uplink port on the system.

5. Inthe VLANSs area, select the associated check boxes for application and public.
6. Click OK.

VNIC1 is assigned to use Fabric Interconnect A for the public network.
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To create the second vNIC, do the following:
1. From the Networking screen:
a. Click Add to add vNIC2.
The Create vNIC screen displays.
2. From the Create vNICs screen:
a. Inthe Name field, enter vNIC2.
b. Forthe Fabric ID options, select Fabric B and Enable Failover.
c. Forthe VLAN Trunking options, select Yes.
d. Inthe VLANS area, select the associated check boxes for application and public.
3. Click OK.
VNIC2 is assigned to use Fabric Interconnect B for the Application network.

The Networking screen lists the vNICs that you have created.

+ Create Service Profile Template

Create Service Profils Template Networking

Optionally specify LAN configuration infarmation
1. Identify Service Profile P ¥ specity d
Template
. \/Storage
- Nebworking

2

3

4. I Server Book Order
5. L Server Assignment
&

Cperational Policies W | MAC Address  Order
] wNIC ¥NIC1 derived 1
= Network public
‘ -=ifj Network application
¥NIC ¥NICZ derived z

+-=ifj Network public
Babuinele annlicati

4 Hove lip. W Move Doy [ Delete: add

[ <prev [ mext> | [ Fnsh ][ cancel |

The setup created here did not use SAN boot or any other policies. You can configure these in the
screens that follow the Networking screen. You may be required to configure these policies if you
choose to boot from the SAN or if you associate any specific policies with your configuration.

4. Click Finish to complete the service profile template.
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Creating and Associating Service Profiles With Blade Servers

To create eight service profiles associated with individual blade servers, do the following:
1. From the Cisco Unified Computing System Manager screen:

a. Right-click Service Template SAP_APPL.

b. Select Create Service Profiles From Template.

» Cisco Unified Computing System Manager - SAPTMEO1
IQ@ O &l New - | [ ootions | @ @ | @Ext el

>3 i Servers » [ Service Profile Templates + &%, roct + [ Service Template SAP_APFL

Fault Summary

0 15 1z 4
Policies | vNICs | vHBAs | Boot Order | Events
Equipment | Servers | Lan | et | admin

R service Terplate SaF_APFL

» Servers

5 servics Frofes I

=8, root

i
ERRT
(- =5 Service Profile Driver P
(-5 Service Profile Windows-Bench Associated Server Pool

[ service Prefe
=

Pssociate Template

Create Service Profiles From Template N

Change World Wide Node Name

- & Policies
=) 2, root
H- 52, SAP
¢ =) Adapter Policies
- ) Boot Policies
55 Host Frmware Packages
E0 IPMI Profiles
- &5 Lacal Disk Config Policies
- 5 Managemert Firware Pacl Copy Chl+C
£ & Scrub Policies
- 5 Serial aver LAN Policies
- &5 Server Pool Policies Paste Chil+y
i1 & Server Pool Policy Qualifical
¢ & Threshold Policies
= & Pools
-8, root
- %, SAP
e SErVET OIS
158 ULITD Suffix Pools
ta.p Server Poolks
#1158 LD 5uffix Pools

Assodiate with Server Pool

Change UUID

Cut chrl+X

Delete chil+D

Save Changes . Reset Yalues '

‘ System Time: 2010-01-24T04:06

T Logadin = sdnnio .55
2. Inthe Create Service Profiles From Template dialog box:
a. Inthe Naming Prefix field, enter SAPDEMO.
b. Inthe Number field, enter 4.
c. Inthe Service Profile Template field select SAP_APPL.
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Create Service Profiles From Template

SAPDEMO

vice Ternplate SAF_APPL
(1]

d. Click OK.

This step creates service profiles for all four blade servers. When the service profiles are
created, they will pick unigue MAC, WWN and WWPN values from the resource pools
created earlier.

Now you can associate the profiles with the appropriate blade servers in the chassis.
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10 Configuring the SAN Switch and Zoning

The Fabric Interconnects are connected to a SAN switch that also provides connectivity to storage.

= Device Manager 4.2(1) - oowmds [admin] r;”E”E'
Device  Physical  Interface FC IP Security  Admin Logs  Help

SRR 0E E’@]i? [+] Advanced

Device rngmar':.-' ]

Pup B Dover [lFail - Minor || Unreachiable [l outOfService E]J

To configure the SAN switch, do the following:

1. Make sure that the following configuration details are implemented:
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=" oowmids - Feature Control

HPo2ES

Marme Stakus | Ackion LastCommand | Result
Fesp disabled |noSelection  noSelection none
Ficon disabled |noSelection  noSelection none
kacacs disabled |noSelection  noSelection none
gos-manager [disabled jnoSelection [noSelection none
pork-security  [disabled  noSelection  [noSelection none
fabric-binding |disabled  |noSelection  [noSelection none
port_track  |enabled  |noSelection [noSelection none
scheduler enabled |noSelection  noSelection none

R SElECtion nSelection one
tion  noSelection none
dieabled  [noSelection  noSelection rone

e dizsabled |[noSelection  [noSelection none
isapi dizabled |noSelection [noSelection none
cimseryver disabled |noSelection  |noSelection none
santap disabled |noSelection  noSelection none
kpc disabled |noSelection  noSelection none
drnrm disabled |noSelection  noSelection none
enfp-host disabled |noSelection  noSelection none
Fm dizabled |noSelection  [noSelection none

Refresh ] [ Help ] [ Close

19 rowis)
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b. The 4-GB SPF+ modules must be connected to the Cisco UCS 6100 Series Fabric

= oowmds - fc1/1

X

| eneraf rR_x BB Credit rgther rFI:OGI ELF | Trunk Config rTrgnk Failures rEhvsicaI rgapability Licens 1 b B

Descripkion

Portvsan: 1 |[¥]

DrynamichSan:

~Mode
Admin

oper:

 @auto (OF OFL OE OF Q3 OT OF QST QNP

F

—Speed
Adrnin

Jper
RateMode

; ado (160 O 26h (O 4Eb O autoMaxzG

14 Gh
i (%) dedicated () shared

—Status

FailureCause

LastChange

Jper:

Admin:

up () down

up

L none

¢ 2010/01)21-02: 3346

—0Others

Cwner

z

’ Refresh l[ Help H Close ]

c. If you have created different VSANS, make sure to associate each FC uplink with the

right VSAN.

2. To continue with your setup, refer to the established SAN and zoning best practices.
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After you complete the zoning, you are ready to configure storage.
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11 Setting Up EMC Storage

This section provides general information about storage configuration for SAP systems. However, it
does not supply details about host connectivity and logical unit number (LUN)—that is, RAID—
configuration. For more information about EMC storage, refer to http://powerlink.emc.com.

Prepare the Storage for Virtualized SAP implementation

Before a LUN can be used they must be mapped manually to a Server. On that server start the
Computer Manager and navigate to Storage -> Disk Management. Windows open a new Window to
initialize all new Disks at this Server. The next step is to create a partition and Format this with the
File system NTFS on all disks that will be used for ACC. If all disks have a File system remove all
Drive letters or Mount path and remove the access from this host on the storage.

For EMC2 Storage and the ELSA Module there is a configuration file
C:\usr\sap\adaptive\emcadaptive.ini.

For each File system add a line with the syntax:
SRID Mount-Point Diskgroup Volume-ID

Where SRID is a unique Storage Resource ID, the Diskgroup is the Windows Diskgroup or four
dashes “----“, Volume-ID is the Host specific GUID of the disk out of “mountvol” and the Mountpoint is
the Path where the LUN must be mounted end with a backslash. For detail see the ELSA Module
documentation from EMC2.

To find out which Volume is which EMC2 LUN it is at best to map one LUN after the other. The
Volume-ID for each mapped LUN can be identified by the command “mountvol”’. This must be done
on every Compute node to add the Volume-ID to the corresponding SRID in the emcadaptive.ini file.

Support

The interoperability of Server Hardware from different vendors and Storage products of EMC can
occur in a wide variation of combinations. EMC’s main focus is to achieve the highest reliability and
availability. For that, EMC tests lots of combinations of hardware and publishes the results monthly in
the EMC Support Matrix. This matrix is public available on the internet using this URL:

http://www.emc.com/interoperability/matrices/EMCSupportMatrix.zip

Every combination, that is not mentioned in this Matrix will not be used as general available, because
these combinations are checked and handled as individual cases.

EMC provides Customers, Partners ans Employees an information Portal, where all kind of
Dokumentation like Release Notes, Version Histories, Administration Guides and White Papers can
be found. This portal is accessible for registered Users on the internet using this URL:

http://powerlink.emc.com

The EMC2 ELSA Module for SAP Adaptive Computing Controller requires the EMC2 Solution Enabler
to manage the LUNs on the storage system. The Documentation and the software are can be

requested by email: sap@emc.com.
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EMC Symmetrix VMAX Management

The Software ,Symmetrix Management Console (SMC)“ is the management GUI interface of an EMC
Symmetrix VMAX Storage system. SMC runs on the Storage Processor of each Symmetrix VMAX
array and provides a browser-based Management GUI. It is based on Java, each Management PC
needs to have SUN JRE installed to use the GUI.

Symmetrix VMAX Autoprovisioning functionality can be perfomed from SMC to add, change and
configure the EMC Symmetrix VMAX. Autoprovisioning performs the mapping and masking of the
LUNS automatically. The additional Clones and Snaps can also be configured and managed from
this utility.

Detailed information about SMC and Autoprovisioning can be found in the EMC Document library
under http://powerlink.emc.com.

EMC CLARIiON Management

The Software ,Navisphere Manager® ist the management utility of an EMC CLARIiON Storagesystem.
Navisphere Manager runs on the Storage Processor of each CLARIION and provides a browser-
based Management GUI. It is based on Java and each Management PC needs to have SUN JRE
installed to use the GUI.

Navisphere Manager provides all functions for adding, changing and configuring the EMC CLARIiON.
Also LUN assignment and managing the additional Software as SnapView, MirrorView and Sancopy
can be done by this utility.

Detailed Information about daily administrative Tasks, LUN Management und Configuration Changes
is available in the “Navisphere Administration Guide” which can be found in the EMC
Documentlibrary http://powerlink.emc.com .

The following section provides an overview of the Navisphere Manager Context Menu:

How to Clone a LUN With EMC Storage

EMC Symmetrix VMAX has TimeFinder software with Clones and Snaps, and EMC CLARIiON has
SnapView that uses Clones and Snapshots. We will refer to both TimeFinder and SnapView as EMC
Clones and EMC Snaps for this explanation. This Software is part of the layered application
software, which is running on each EMC Storage Processor. The hosts will have the Solutions
Enabler software installed along with the appropriate key for the clones and snaps functionality.

EMC Snaps are logical point-in-time copies of production LUNs. The EMC Snaps are created on one
storage processor and is based in the memory of the storage processor. Snaps can be handled like a
normal lun and can be assigned to a host. Snaps are available as a read-write LUN. Creating Snaps
is a simply process only taking a few seconds.

An EMC Clone is a physical copy of a lun. This means, data on a production lun is copies to another.
The copy runs block level-based. After an initial sync, which can take some time but happens in the
background, the clone can be fractured or activated. After that the clone can be assigned to a host
and is available for all I/O. Changes between the original source and the clone are tracked and can
be re-synchronized incrementally.

In comparison between Snaps and Clones, Clones have a higher availability because data is stored
on individual physical disks. Because of that, Clones do not interfere with production lun performance.
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It takes longer time to create them initially, while a Snaps is created very fast.

More procedures and information is available in the ,EMC SnapView Administration Guide“ (P/N 069-
001180) for CLARIION and the ,Solutions Enabler Symmetrix TimeFinder Family CLI Product Guide*
(P/N 300-000-876) for Symmetrix VMAX. Additional information is available on Powerlink.

EMC Snaps are used to create storage system based copies of LUNSs for testing along with Operating
System cloning and other functions.

Configuring Storage

To configure storage for Cisco UCS data center solution, do the following:

1. Make sure to check host connectivity.

If each host has the EMC Navisphere Agent® package installed, the agent automatically
registers the HBA initiators. If the package is not installed, make sure that all initiators are
registered properly to complete the host registration. These can also be defined through the
SMC GUI with Autoprovisioning on the Symmetrix VMAX arrays.

2. Create the RAID groups.

Testing for the Cisco Unified Computing System solution used:
e EMC Symmetrix VMAX with 45 Fibre Channel disks
e EMC CLARIiON CX4-480 with 45 Fibre Channel disks
e 2 RAID-5 Groups to store the operating systems, applications and Archive logs
e 2 RAID-0+1 Groups to store the database data files

e 1 RAID-0+1 group to store the database redolog files

3. Create the LUNSs.

Note: Itis extremely important that you choose an appropriate Storage Processor as the default
owner so that both the service processors are evenly balanced.

For more information about SAP best practices for EMC storage, refer to the appropriate EMC2
documentation.

© 2010 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. White Paper

Page 38



ST 2
CISCO whEMq vimware

12 Installing the Operating Systems

After completing the configuration of the Cisco Unified Computing System, the SAN, and storage, you
can install the OS. To run the Adaptive Computing Compliance Test with the Cisco Unified
Computing System, 64-bit Windows 2008 Server and Red Hat Enterprise Linux 5.4 was used as OS.
Both Operating Systems are installed on a physical Blade as well as on a Virtual Machine based on
VMware vSphere 4.

Method of Single OS Maintenance

Installation and maintenance of operating system environments for IT landscapes today is a cost
intensive and time-consuming process. Modern deployment solutions try to reduce the costs of such
efforts by automating operations and using the concept of the centralized shared data model. All data
in a SAP solution landscape, such as operating system images, file systems, database files and
application installation paths, are located on a central storage system to which the server for the
landscape can connect to.

We assume that the reader of this document has technical knowledge in administration and
configuration of Windows or Linux Operating Systems.

To simplify the OS Maintenance Cisco use the default Installation feature from Microsoft Windows for
the very first installation of the Operating System. All other Operating System deployments will be
done with copy or cloning methods of the installed Disks.

The Cisco Unified Computing System architecture and Cisco UCS Manager make it easy to work with
replicated disk images because it is easy to reconfigure disks (by reassigning them from one Service
Profile to another).

If there are any major changes to be done on the operating system or other “basic” software, this
change has to be done only one time. This new or changed installation will then be defined as the
new Master Disk or Golden Image and can be cloned as often as needed. To activate the new
installation on a Server, it is only necessary to create a clone of the Master Disk and map this new
disk to a Service Profile.

Patching or Changes can be done for a whole SAP landscape with a Rolling reboot approach.
Relocate a running SAP system, shutting down the server, change the Boot LUN mapping and boot
the server. Are there any problems with the new installation, change the Boot LUN back to the
original LUN and restart the Server. The production can keep running with the “old” OS installation
while issues with the “new” OS installation are fixed on a separate Service Profile configuration.

VMware vSphere 4 Installation
Install VMware vSphere 4 on a Cisco UCS blade server.

Open the Cisco UCS Manager and navigate to the service profile sapdemo03 to install the server
esx001 and open the KVM Console

1. Click the Servers tab and navigate to sapdemo03.

2. Click KVM Console.
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IWa

(=

~
A Ciseo Unified Computing System Manager - SAPTMEDL =N

i a
Foul t;mmary v A A iQ 0 & mew - | [ ontions | @ © | [@Et PN

i} 33 17 26 2P e DEIVELS ¥ :E Service Profiles gl. root + ﬁa Sub-Organizations * ﬁa SAP-Test + :E Service Profile sapdemall :E Servi

: General | storage | Network | Boot Order | Virtusl Machines | Policies | Server Details | FSM | Faults | Events
£ v | Servers | Lan [ san [ v | A
| quipment irnimy

Filter: All - Fault Summary Properties

e Servers @ V A A Name: sapdemoDl
. ] 1] o

Service Profiles fi)

Associsted Server: sysfchassis-1/blade-1

; ‘% SE‘;“'EE Profil tidal Status Det: Service Frofils Template:

=} g% Sub-Organizations

B85, SAP Assigned Server or Server Pool
Actions

- g, SAP-Diemo
43, SAP-TEQ

- i Bl

rook Description:
#}-Z5 Service Prafile B103-Update Status LUID: o
=5 Servics Profile Tidal-Demo LLID Padl:
= Service Profile s-tidal Overall Status: < config
i

m

2 7
b-Orqanizations ¥, shutdown Ssrver

R Ten

Service Profils Templates

~
7, Reset

==
=] Create a Clone

e Server Pools
[+ UUID Suffi Pools
i) %, Sub-Organizations .>.k_E=u Disassociate Service Profile

E Create a Serwice Prafile Template

==
= Change Service Profile Association

o a Template

Change LIID

. i b

Save Changes Reset Yalues

5 Logged in as ukleidon@10,29, 155, ystem Time: -04- H
L d Keidon@10,29,155.9 Syskem Time: 2010-04-30710:08

3. Open virtual media manager.

4. Goto Tools and select Launch Virtual Media.
| A sapdemoli (Cha
File View Macros Tools Help
s Session Options
K Consl | propety  Single Cursor

Launch Virtual Media

~4 SAPTMEDL / Chassis 1 - Server 1 - KVM Cansole- Virtual Media Sessioi

Client View

Mapped | Read Only | Exit
| ~ 25 D - CO/OVD
Add Image...

5. Map the Installation DVD to the virtual drive.
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where information lives®

6. For installation from a physical DVD, insert the media to your local DVD-Drive and click the
heckbox Mapped for your local drive.

Client View
) =& D: - COJDVD
Add Image...

7. For installation from an ISO image click Add Image.

Clienk View
Mappedl Read Only I

| & 25 D: - CofovD

8. Click vSphere_40.iso.
B offnen

Suchening ) BACKUP (G -

| Backup

| saprouter

. sim

| Software

|| en_windaws_server_2005_r2_standard_enterprise_datacenter_and_web_x64_dwd_x15-5575¢
|| menlo-E_WinZkE_xG4_1.0.2d.is0

|| menlo-C_WinZKE_xg4_1.0.2d.is0

|| thel-server-5,3-x86_g4-dvd.iso

|| SLES-10-5P3-DVD-x86_54-GM-DYD1 iso

g-GMC-DYDL_Liso

| B
Dateiname:  |vSphere_40.iso Onen &Ffnen |
Dateityp: Disk. image File (*.iso, *.img) - Abbrachen |

9. Click the checkbox Mapped.

10. Click Exit.
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£ SAPTMED] / Chassis 1 - Server 7 - K¥YM Console- ¥irtual Media Session

Clignk Wigw
Mappedl Read Cnly | Drive Exit |
(| (| a A - Floppy

Add Image. .. |

(| - E: - Remaovable Disk

Remove Image. ..

(| I 25} Dt - CDjDVD d |
Sphere_d4i.iso0 - 150 Image Fils Details # |

11. Click Boot Server to boot the service profile.

12. Follow the installation steps displayed onscreen.
For more information, refer to the VMware installation documentation, "ESX and vCenter Server
Installation Guide" (http://www.vmware.com/support/pubs/)

Windows Installation

Install Windows Server 2008 on a Cisco UCS Blade Server

Open the Cisco UCS Manager and navigate to the service profile sapdemo01 to install the server
physwin and open the KVM Console.

1. Click the Servers tab and navigate to sapdemo01.

2. Click KVM Console.

Fault Summary e . o _| D Ontions ‘ @0 | 6] it

>3 wp Servers » oo Service Profiles + g5, root » b Sub-Organizations » &%, SAP-Test + =5 Service Profile sapdemai

7 Starage I Networkl Boak Order | virtual Machines | Palicies | Serwer Details | F5M | Faults I Events
quipmen

4

[

ervice Profiles

Assigned Server or Server Pool

+ 58 UUID Suffi: Pools
G- ge, Sub-Organizations

Urigine From inz |

b

[ Save Changes ][ Reset Yalues ]

@ Logged in as ukleidon@10.29,155.9 System Time: 2010-04-30710:08
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3. From Tools and select Launch Virtual Mediab.

| A sepdemodl (Chassis 1 e

File View Macros Tools Help

L3 Session Options

KiM Console: [p@h Single Cursor
Stats
Launch Virtual Media

_d SAPTMEDL / Chassis 1 - Server 1 - KVM Consale- Virtual Media Session

Client View
Mapped | Read Only |

| ~ 25 D - CO/OVD

4. Map the Installation DVD to the virtual drive.

5. Toinstall from a physical DVD, insert the media to your local DVD-Drive and click the
checkbox Mapped for you local drive.

& D: - COJDVD

Client View

Mapped | Read Only |
| ~ 25 D - CO/OVD
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7. Select the ISO-Image and click Open.

Opel

Lookin: |} 150

b200-drivers, 1.0.1e
cdo-ml-drivers-1.0.2

Ernulex

Isicre
openSUSE-11.2-GMOME-LiveCD-i686
Qlogic

thel-server-5.4-x86_64-dwd

SLES-11-DWD-i586-GM-DVD1

SLES-11-DWD-x86_64-GM-CWD1

eTFar e = o SO _MLF_X12-58049

File name: Jfindows_Srv_2008_dc_ent_std_spZ_xf4_dvd_342336.is0 Open

Files of type: jDisk image File {*.iso, *.ima) -

8. Click the checkbox Mapped.
9. Click Exit.

Client Yiews

Mappedl Read Only I Exik
" 5 [: - COfDYD

-
Add Image...
(] 22 L erstukleidoniDownloadsiT Wind

Remove Image. .

Details #

10. Click Boot Server to boot the service profile.

11. Select the language and format settings and Click Next.
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w Install Windows

=y
Windows Server2008

Language o nstal

Time and currency format: English (United States) \

Enter your language and other preferences and click "Next” to continue.

Copynight & 2003 Microsoft Corporation. All rights reserved,

12. Click Install now.

% Install Windows

=

1
Windows Server 2008

Install now ‘3

‘What to know before installing Windows

Repair your computer

Copyright & 2008 Microscft Corporation. Al rights reserved.
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13. Select the operating system you want to install.

14. Select Windows Server 2008 R2 Enterprise (Full Installation) and Click Next.

Qemaven W TR A\

Select the operating system you want to install

Operating system | Architecture Date modified
Windows Server 2008 R2 Standard (Full Installation) 7/14,/2009
Windows S 3 R2 Standard (Server Core Installation)

ver 2008 R2 Enterprise (Full Installation)
Windows Server 2008 R2 Enterprise (Server Core Installation) /
Windows Server 2008 R2 Datacenter (Full Installation) 7/14/2009
Windows Server 2008 R2 Datacenter (Server Core Installation) 7/14/2009
Windows Web Server 2008 R2 (Full Installation) 7/14/2009
Windows Web Server 2008 R2 (Server Core Installation) 7/14/2009

Description:
This option installs the complete installation of Windows Server, This installation includes the entire
user interface, and it supports all of the server roles,

— |

1 Collecting information 2 Installing Windows

15. Read the license terms and select the checkbox | accept the license terms.
16. Click Next.

17. Select Custom (advanced).
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@ £7 Install Windows

.

vmware!

Which type of installation do you want?

Upgrade
., Upgrade to a newer version of Windows and keep your files, settings, and programs.
| The opticn to upgrade is only available when an existing version of Windows is
running. We recommend backing up your files before you proceed.

Custom (advanced)
Install a new copy of Windows. This option dees not keep your files, settings, and
programs. The option to make changes to ¢ nd partitions is available when you
start your computer using the installation di e recommend backing up your files
before you proceed.

3

Help me decide

1 Collecting information 2 Installing Windows

18. Go back to the Virtual Media Manager Windows and add the Cisco UCS Drivers Media.

19. Uncheck the checkbox for the Windows installation media

£ SAPTMEODL f Chassis 1 - Server 1 - K¥M Console- ¥irtual Media Session

Clignt Wigw
Mappedl Read Cnly I Drive Exit |
(I - ﬂ A - Floppy
Add Image. .. |
r r [=] E: - Removable Disk
Remowve Image. ..
N r ~ 25 D - COJTVD 4 |

et_2003_r2_standard_enterp

Details ¥

20._Accept the warning and unmap the drive by Click Yes.

R N TR Tt REP: T

Unmap Drive Requested

Instead of unmapping the drive it is preferable
to eject the drive from the target device.

Ejecting the drive gives the target device an opportunity
to complete any pending transactions before the

drive is unmapped.

Do you still want to unmap G:ien_windows_server_2003

d enterprise_datacenter_and_web_x64_dvd_x15-59754.is0 - 130 Image File?

21. Click Add Image ....
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£ SAPTMEDL  Chassis 1 - Server 1 - K¥M Console- Yirtual Media Session

vmware

Client Yiew
Mappedl Read Only | Drrive Exit
r O 4 & - Floppy
Add Image. ..
r r (=M E: - Remavable Disk e
Remove Image...

- F 250 -cojovo g |

n Gien_windows_server 2003 Details * |

22. Select the Cisco UCS Qlogic driver media, Menlo-Q_Win2K8 x64 1.0.2d.iso.

23. Click Open.

Suchenin:  — BACKUP (5:) ~ T EE
i | Backup
e | saprouker
, sim
. Software

|| rhel-server-5.3-x86_f4-dvd.iso

|| SLES-10-5P3-DVD-xE86_64-GM-DVD1 . iso
|| SLE3-11-D¥D-x86_64-GMC-DYDL_L.iso
|| winZki.iso

4]

|| en_windows_server_2005_rZ_standard_enterprise_datacenter_and_web_x&4_dvd_x15-5975¢
|| menlo-E_Win2ks_x64_1.0.2d.is0

i3

Dateiname:  [menlo-Q_Wwin2Ke_x64_1.0.2d.is0

Dateityp: Disk irmage file (*.iso, *.img)

-

abbrechen |

24. Click the checkbox Mapped.
2 SAPTMEDL / Chassis 1 - Server 1 - KYM Console- ¥irtual Media Session

Clierk: Yiew
Mapped I Fead Only I Drrive
I I =0 E: - Removable Disk, il
- ] 25 Dt - COJOYD
) | I 25 Grlen_windows _server_2008_r2_standard_ent

S 5 rnenlo-Cp_vin

Exit

Add Image...

Remove Image. ..

Details *
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25. From the KVM screen click Browse.

Qr—wdlh A \

Select the driver to be installed.

¥ Hide drivers that are not compatible with hardware on this computer.

Browse
s

——

1 Collecting information 2 Installing Windows

26. Select the CD Drive and click OK.
x|

Browse to the driver(s), and then dick OK

1M Computer
ﬁ Floppy Disk Drive (A:)
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27. Click Next to load the driver and start the scan process for available drives.

Select the driver to be installed.

OLogic FCoE Adapter (D-\QLFCOEINF)

¥ Hide drivers that are not compatible with hardware on this computer,

[ Browse I

|

1 Collecting information 2 Installing Windows

28. Select the disk that is highlighted and click Next.

29. Sometimes it is required to create a new partition; click New and then click Next.

Where do you want to install Windows?

| Name Total Size Free Space | Type

Disk 0 Partition 1 101.0 MB 00ME Offline

Disk 0 Partition 2 68.4 GB 00MB  Offline
Disk 1 Partition 1 68.5 GB 00ME Offline
Disk 3 Unallocated Space 50,0 GB 50.0 GB Offline

- Disk 4 Partition 1 101.0 MB 0.0 MB em
="

+4 Refresh x.gelete onrmat New
&Q Load Driver 3 Extend

A Windows cannot be installed to Disk 0 Partition 1. (Show details)

= @ |

1 Collecting information 2 Installing Windows

30. Continue to follow the Microsoft Windows installation instructions.
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An additional important task to complete is to initialize and partition all new disks after creation. This

is necessary since all newly created LUNs are not initialized and there is no partition and files
systems yet created.

1. Open the Server Manager and initialize and partition all new disks after creation.

W2 5aPY¥M1_ERP on localhost - Yirtual Machine Connection [-[O[=]
File Action Media Clipboard View Help
S O0@O@O| N I¥|ds
E* Server Manager ;Iﬂlll
File Action View Help
2 | HEHEHBEXSE =@ E
S Server Manager (SAPERPCEPV) Disk Management  Volume List + Graphical View Actions
L Disk M nt o
5] Features Volume Layout | Type | File System | Status Sl EIlE
8 Disgnostics = (C) Simple  Basic NTFS Healthy (System, Boot, A More Actions 3
g jﬂ Configuration (C@SAPDATA (G:) Simple  Basic NTFS Healthy (Primary Partition
Task Scheduler (C=SAPEXE_PAGE (E:) Simple Basic NTFS Healthy (Primary Partition
Windows Firewall with Adve | 2 5APLOG (Lt) Simple  Basic NTFS Healthy (Primary Partition
G; Services 4 | 3
&5 WMI Control B
-
. _-E Local Users and Groups | Disk 0 —
B £S5 storage Basic ()
i Windows Server Backup 30.00 GB 30.00 GB NTFS
L= Disk Management Orline Healthy (System, Boot, Active, Crash Dump, Prim
L_Disk 1
Basic SAPDATA (G:)
60._00 GB 60.00 GB NTFS
Online Healthy (Primary Partition)
= Disk 2
Basic SAPLOG (L:)
20.00 GB 20.00 GB NTFS
Online Healthy (Primary Partition)
L_-Disk 3
Basic SAPEXE_PAGE (E:) b
35._00 GB 35.00 GB NTFS
Online Healthy (Primary Partition)
“io-ROM O hd
4| | _,I B Unallocated [l Primary partition
Start| | = J 5 Initial Configuration Tasks W Sife Wil 11:18AM

Install Windows Server 2008 on a Virtual Machine

Use the default VMware installation process to install Windows Server 2008 on a Virtual Machine.

Refer to, “Guest Operating System Installation Guide PDF”
(http://www.vmware.com/pdf/GuestOS quide.pdf )

Install Java Software
SAP Software need the Java Runtime Environment. See SAP Note 941595.
Windows Registry changes

To run virtualized SAP Applications, registry changes on Windows are recommended.

1. Disable the network loopback check.

2. Create the entry DisableLoopbackCheck as a DWORD under
“‘HKEY_LOCAL_MACHINE\SYSTEM\ CurrentControlSet\Control\Lsa” and set the Value to 1

3. Disable strict name checking.
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4. Create the Entry DisableStrictNameChecking as a DWORK under
“‘HKEY_LOKAL_MACHINE\SYSTEM\CurrentControlSet\Services\LanmanServer\Parameters
” and set the Value to 1

To disable the Auto update mechanism for Java, run the following commands:

Set EnableAutoUpdateCheck under "HKEY_LOCAL_MACHINE\SOFTWARE\JavaSoft\Java
Update\Policy" /v to 0

Set SunJavaUpdateSched under
"HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Run" to "-"

Set Environment Variables

To complete the operating system installation, it is necessary to change some environment variables
and install additional software. In order to do this, connect to the server using the Microsoft Remote
Desktop and the IP address or the corresponding hostname.

1. Expand the %PATH% variable with the following Directories:
(a) C:\usr\sap\adaptive
(b) C:\j2sdk1.4.2_<PatchLevel>\bin
(c) C:lusr\cisco\bin
2. Create JAVA_HOME variable
(a) Set JAVA_HOME to C:\j2sdk1.4.2_<PatchLeve>

Network Configuration

Previously, we changed the default naming of the network interfaces on the Windows Operating
system to a more useful name; ethO and ethl. It is also possible to change it to the same name than
the interfaces have in the service profile configuration.

“Local Area Connection” to ethO or vNIC1 and “Local Area Connection 2” to eth1 or vNIC2.

_E_" Network Connections

(_) (_) |@ ~ Control Panel ~ Network and Internet » MNetwork Connections - - l‘gj I Sea

Organize *  Disable this network device  Diagnose this connection  Rename this connection  View status of t

Local Area Connection 2
Unidentified network

EthO is used for the whole network traffic in this sample with the IP rang 192.168.121.0
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I Network Connections

':E = Control Panel = Mebwork Connections

I%Organize - ig'v'iews -

Mame |-| Skaktus |v| Drevice Name |-| Zonneckivik |-| Mebwork, Categor: |-| Dwner |v|
H Speed

1 B2593EB 10 Giga...

Linux Installation

Install Red Hat Enterprise Linux 5.4 on a Cisco UCS Blade Server

Use the default UCS installation routine to install Red Hat Linux on a Cisco UCS blade server.

1. Open the Cisco UCS Manager and navigate to the service profile sapdemo02 to install the
server physrhl and open the KVM Console.

2. Click the Servers tab and navigate to sapdemo02b.

3. Click KVM Console.

e. New"ﬁgphunsl @ 0 | [0] Exit

55 e Servers ¢ T Service Profiles » &3, roat » £ Sub-Organizations » &3, S4P-Test » = Service Profile sapdemonz

. kl Boot Order | virtual Machines | Policies | Server Details | = | Faults | Events
[ Ecuipment | Servers [ Law [ sa | v [ admin] storage | Netwo

[ e Servers
5155 Service Profiles
[=E ro

Service Prafile BIOS-Update|
Service Profile Tidal-Demo |
Service Profile Is-tidal | € &
Service Profile tidal Status Details
&%, Sub-Organizations -
&, AP Assigned Server or Server Pool
- g2, SAP-Demo

{ [@-T5 Service Profile sapwini
Service Profile sapwinZ
Service Profile sapwin3
Service Profile sapwind
Sub-Crganizations

B
=
==
==
e
==
=p

TPREE

= . Service Profile Templates

= S Policies

B

168 Pools

Bl 4, oot
[+ Server Pools
-2 LD Suffixc Pools
&3, Sub-Organizations

4 Logged in a5 ukleidon@10,29.155.9 System Time: 2010-04-30T21:45

4. Open virtual media manager.
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5. From Tools click Launch Virtual Media.

File View Macros Tools Help

~hsh Session Options
K Consl | popety ~ Single Cursor

= Launch Virtal Media

2 SAPTMEOL / Chassis 1 - Server 1 - KVM Console- Virtual Media Session

Client View

| ~ 25 D - CO/OVD

Add Image...

6. Map the Installation DVD to the virtual drive.

7. Toinstall from a physical DVD, insert the media into your local DVD-Drive and click the
checkbox Mapped.

& D: - CD/DVD

Client View
Mapped | Read Only |

| & 25 D: - COfOVD

Rermaove Image. ..

9. Select the ISO-Image and click Open.
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b200-drivers, 1.0.1e
cdoe-ml-drivers-1.0.2

Ermulex

Isicre
openSUSE-11.2-GMOME-Live CD-i686
Qlogic

Qlogicl

rhel-serd

SLES-11-DWTES

SLES-11-DWD -6 _f4-GM-DWD1
S_CD_Windows_Swr_Std_2003_R2_32-BIT_English_-2_R2_CD1_ISO_MLF_x12-5804%

File namme: findows _Srv_2008_de_ent_std_sp2_x64_dvd_342336.is0 Gpen

Files of type:  pisk image File (*.iso, *.img) -

Client Yiew

Mappedl Read Only I Exit
25 D - COJDVD

Add Image. ..
Remaove Image...

Details #

Macros Tools Help

ubdmyam Server

12. Continue to follow the installation procedure on the screen.
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Install Red Hat Enterprise Linux 5.4 on a Virtual Machine

Use the default VMware installation process to install Red Hat Linux on a Virtual Machine. See
“Guest Operating System Installation Guide PDF” (http://www.vmware.com/pdf/GuestOS guide.pdf)

Install Java Software

SAP Software need the Java Runtime Environment. See SAP Note 1172419.

Preparing Linux OS to Host the SAP system
The SAP LinuxLab provides recommendations on how to prepare your Linux OS for SAP

environments. See SAP Note 171356 for general SAP on Linux advisory and SAP Note 1048303 for
specific Red Hat Enterprise Linux 5 configuration.
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13 Additional Software

Patches

Install all recommended Patches and Updates for the OS. Please refer to the OS vendor website as
well as to the SAP notes to make sure that all required patches are installed.

EMC? Software

Install the EMC2 Navisphere for CLARiiION or Symmetrix Management Console (SMC) for Symmetrix
VMAX. Solutions Enabler software will be used for either implementation. It is highly recommended
that you install this Software because PowerPath helps ensure automatic host registration with EMC
CLARIION storage. The SolutionEnabler includes the navcli command line utility. EMC2 PowerPath is
recommended for SAP production systems. On Linux you can also use embedded multipathing
software. For more information about mutipathing software and device setup, refer to EMC?2
PowerPath documentation.

Please refer to “SAP Adaptive Computing Controller EMC Library for SAP Adaptive (ELSA) UNIX
and Windows” Technical Note (P/N 300-004-680) for more details on the EMC software.
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14 Central Services

It is required that a Microsoft Active Directory (AD) Structure is running before you can start to
implement any virtualized SAP systems on Windows. We recommend that a new Active Directory or
a Sub-Tree of an existing Directory is used for Adaptive Computing. You need Administrative rights to
add Users, Groups and Computers to this AD. Please follow the Documentation from Microsoft to
setup an AD structure on a new Server.

For the SAP Adaptive Computing Compliant implementation the server vmad is used to serve the
central services:

e Active Directory

e DNS - Server

e DHCP — Server (optional)
After the operating system installation the role Active Directory Domain controller must be activated.
Part of the AD Domain controller is the required DNS server. The used Domain name is

SAPACC.VCE.CORP as a new Tree.

Please read the related documentation from Microsoft if you are unfamiliar with the Active Directory
concept.
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15 Installing Database and SAP Applications

For more information about application installation, refer to the SAP installation documentation.

For our sample we use the following settings:

physical hostnames Description IP addresses
vmacc virtual machine, Linux, SAP ACC system 192.168.121.16
vmad virtual machine, Windows, Active Directory 192.168.121.17
vmrhl virtual machine, Linux, prepared for ACC 192.168.121.18
vmwin virtual machine, Windows, prepared for ACC 192.168.121.19
physrhl physical machine, Linux, prepared for ACC 192.168.121.20
physwin physical machine, Windows, prepared for ACC 192.168.121.26
virtual hostnames
dbwin WIN database instance 192.168.121.21
paswin WIN Primary Application Server instance 192.168.121.22
ascswin WIN ABAP System Central Services instance 192.168.121.23
scswin WIN System Central Services instance 192.168.121.24
dwin01 WIN Dialog instance 192.168.121.25
dbwi2 WI2 database instance 192.168.121.35
paswi2 WI2 Primary Application Server instance 192.168.121.36
dwi201 WI2 Dialog instance 192.168.121.37
dbrh1 RH1 database instance 192.168.121.27
pasrhl RH1 Primary Application Server instance 192.168.121.28
ascsrhl RH1 ABAP System Central Services instance 192.168.121.29
scsrhl RH1 System Central Services instance 192.168.121.30
drh100 RH1 Dialog instance 192.168.121.31
drh101 RH1 Dialog instance 192.168.121.32
dbrh2 RH2 database instance 192.168.121.37
pasrh2 RH2 Primary Application Server instance 192.168.121.38
ascsrh2 RH2 ABAP System Central Services instance 192.168.121.39
scsrh2 RH2 System Central Services instance 192.168.121.40
drh200 RH2 Dialog instance 192.168.121.41
File systems:
LUN Size Mount point Description
024B 240 GB - VMware ESX datastore
[NFS] - /home Linux global mount
[NFS] - Jusr/sap/trans Linux global mount
[NFS] - /sapmnt Linux global mount
[NFS] - Joracle/client RH1 global mount
0255 100 GB Joracle/block RH1 database instance mount
[NFS] - /Jusr/sap/RH1/DVEBMGS00 RH1 PAS instance mount
[NFS] - /Jusr/sap/RH1/ASCS01 RH1 ASCS instance mount
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[NFS] - Joracle/client RH2 global mount
0255 100 GB Joracle/block RH2 database instance mount
[NFS] - /usr/sap/RH2/DVEBMGS02 RH2 PAS instance mount
[NFS] - /Jusr/sap/RH2/ASCS03 RH2 ASCS instance mount
0259 100 GB C:\MSSQL\WIN WIN database instance mount
025D 10 GB C:\usr\sap\WIN\DVEBMGS00 WIN Cl instance mount
025E 10 GB C:\usr\sap\WIN\SYS WIN SYS directory mount
025F 10 GB C:\usr\sap\WIN\DO1 WIN dialog instance 01 mount
0260 100 GB c:\MssQL\WI2 WI2 database instance mount
0261 10 GB C:\usr\sap\WI2\DVEBMGS02 WI2 PAS instance mount
0262 10 GB C:\usr\sap\SYS WI2 PAS instance mount

Grey shaded file systems are managed by ACC.

The installation process of an SAP Application at all is described in the SAP Application
documentation and ACC Implementation- and Operation Guide.

Windows Based Installations

Copy the required software media that are required to install the specific application like ERP to a
LUN on the EMC storage. Here are two of the existing ways to copy the SAP installation Media onto a
Windows server running on Cisco Unified Computing System.

1. Insert media into the DVD-Drive of your Desktop and copy the Software through the network
to a UNC or NFS path

Or

2. Use the Cisco UCS Manager Virtual Media Manager to map the local DVD-Drive to a server
in the Cisco UCS system. The DVD-Content will show up as in a local drive attached to the
server.

Make sure that all prerequisites’ like Java Runtime or are installed before starting the sap installation.

The sapinst procedure requires installing the SAP Central Instance on the same Disk than the
SAPMNT Share. Please make sure that you have 10GB free space for the installation on the disk you
have created the sapmnt share. Do not mount the LUNs to the <X>:\usr\sap\<SID>\ dir for the
installation process. The Database files can be located direct to the right LUNs mounted at
C:\MSSQL\<SID>\

After the installation of all Instances is finished, stop the SAP system and the SAP services. Move the
directories and files under the <SID>-Directory (C:\usr\sap\<SID>) to the LUN that are mounted to a
temporary directory or Drive letter and remount this to C:\usr\sap\<SID>.

Please be aware that you have to set the environment variable SAPINST_USE_HOSTNAME to
CITST.sample.corp before you start the installation. An option is to open a CMD-Windows and start
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the installation process with “sapinst.exe SAPINST_USE_HOSTNAME=CITST.sample.corp.

Note: See also SAP Note 1282975

Microsoft SQL 2008 Server Installation

The Microsoft SQL 2008 Server must be installed on each host who should serve a SQL database
individually. To help ensure that all settings for SAP are defined right we used the software media
provided by SAP to install Microsoft SQL 2008 Server with the SQL4SAP.vbs command.

Note: See SAP Note 1144459

In some cases the installation procedure must install also updates for the Microsoft Installer software
and the .Net framework. This required at least one operating system reboot. The installation routine
will restart automatically after the logon.

Oracle RDBMS 10.2 Installation

The Oracle RDBMS binaries can be shared with some SAP systems or each SAP system can have
an own Oracle installation. To be more flexible the preferred installation type is to have a dedicated
Oracle installation for each SAP system. The Oracle installation shall be done before the SAP
installation. The best practice is to have the same SID for the Oracle database that for the related
SAP system, i.e. SAP SID = ERT -> Oracle SID = ERT.

Please follow the Oracle installation guide to install the RDBMS software.

MaxDB Installation

The MaxDB installation is part of the sapinst procedure; there is no preparation required.

SAP Host Agent Installation

Download and install the latest SAP Host Agent from SAP Service Marketplace. See SAP Note
1031096.

SAP system Installation

Now after the operating system and database binaries are prepared the SAP installation can be done.
For a virtualized SAP installation please take care that all IP-Addresses are configured and that all
LUNs to store the database files are mounted. Please start sapinst with the parameter
SAPINST_USE_HOSTNAME=<hostname>. We will here only show the steps that are different to a
default SAP installation procedure.

Note: See SAP Note 962955

Global Host Preparations for SAP System WIN
Start the Installation procedure with sapinst.exe SAPINST_USE_HOSTNAME=paswin.

And select <APPL> -> <DB> ->Distributed System ->Based on AS <XXX> -> Global Host
Preparation.
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Selectthe service that you want to install

XY SAP Installation Master
P [ SAP CRM 5.0 Support Release 3
P (1 SAP ERP 6.0 Support Release 3
P[] SAP SCM 5.0 Suppart Release 3
D (] SAP SRM 5.0 Support Release 3
~ (3] SAP Netweaver 7.0 Suppart Release 3
< {3 SAP Systems
D (J1BM DB2 for Linux, UNE, and Windows
P (J1BM DB2 for Z0S
P [ MaxDB
< &) MS SAL Server
P [J Central System
<~ &1 Distributed System
P[] Based on AS ABAP and AS Java
P ([ Basedon AS Java
¥ & Based on AS ABAP

{53 Database Instance

Centra
P -Availability System

Database Instance for SAP System WIN

IE]v{ZI

11

Follow the steps on the screen.

1. Start the Installation procedure with sapinst.exe SAPINST_USE_HOSTNAME=dbwin.

2. Select <APPL> -> <DB> ->Distributed System ->Based on AS <XXX> -> Database Instance.

Selectthe service that you want to install

EL7  SAP TNSTaNanon master || EeEre
E gg:z Eg::'g'g::;;’:g;f::s 33 lél 4 Installsp:l database instance. .
; Mandatory step in installing an SAP system distributed
P (] SAP SCM 5.0 Support Release 3 on several hosts.
D[] SAP SRM 5.0 Support Release 3 Database instance
~ (& SAP Netweaver 7.0 Support Release 3 The SAP system with software units or usage types
¥ 3 SAP Systems based on AS ABAP uses its own datahase schema in
D (1 1BM DB2 for Linu, UNEX, and Windows the database.
b (J1BM DB2 for 2108
P (O maxDE
¥ &Y MS SOL Server
P (7 Central System
¥ {3 Distributed System
P [ Based on AS ABAP and AS Java |
P [ Based onAS Java
< & Based on AS ABAP
[4]
[
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3. Follow the steps on the screen.

Configuration of Database Files
Add a row for each datahase file name. You can enter hoth data files and log files.

EMC

where information lives®

e —

Type [Name [par”™ o~ Size MBI/
data EEWI1DATAT CoAMSSOLAWITAWITDATAT 2000
data EIWI1DATAZ CoAMSSOALAWINAWITDATAZ 2000
data T UI1DATAS C:\MSSOLAWI1AWI1DATAS 2000
log El WI1LOG1 C:AMSSOLAWINAWITILOGY 1000

4. Change the Database File location to C:\<DATABASE TYPE>\<SID>\...

Central Instance for SAP System WIN

1. Start the Installation procedure with sapinst.exe SAPINST_USE_HOSTNAME=paswin.

2. Select <APPL> -> <DB> ->Distributed System ->Based on AS <XXX> -> Central Instance.
Selectthe service that you want to install

Ea7 SAF THSTAlEI Master

D[] 3AP CRM 5.0 Support Release 3

P (7 SAP ERP 6.0 Support Release 3

D[] SAP SCM 5.0 Support Release 3

P (1 SAP SRM 5.0 Support Release 3

7 3 SAP Neteaver 7.0 Support Release 3
~ & SAP Systems

D (J1BM DB2 for Linux, UNIX, and Windows
P (J1BM DB2 for Z0S
D I maxDB
¥ Y MS SaL Server
P (7 Central System
~ {9 Distributed System
D [ Based on AS ABAP and AS Java
P [JBasedonAS Java
¥ & Based on AS ABAP
Global Host Preparation

Description

Installs a central instance and enables additional
software units or usage types if relevant.

Last step in installing an SAP system distributed on
several hosts.

You must have already installed the datahase instance.

Central instance

The central instance is the core component of an SAP
system. It usually provides all SAP system utilities.
Exactly one central instance must exist in each SAP
system.

oh

‘You can also have one or more dialog instances. You
can find the installation service for dialog instances in
Software Life-Cycie Options -= Application Senver.

: [4]
4 . [+]
v
3. Follow the steps on the screen.
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All phases completed

L binishyatoralgsmin Message Bod B ——
Phase List It Release 3 = SAP
v Check Solutionmanac ExacUlipeon = Based on AS ABAP =

Update system DLLs | SAP NetWeaver 7.0 Support Release 3 » SAP Systems > MS SOL Uiy
Server = Distributed System = Based on AS ABAP = Central Instance

{ P
GlesleaaremrEn has been completed successfully.

Install common systel
Unpack SAP archives )
Configure database ¢
Install central instance

Start central services instance
Startinstance

ABAP postinstallation activities
Check DDIC passwaord

Run ABAP Reports

Change default passwords

LR & N & AER A5 & S

Now the SAP system is installed and running.
Linux Based Installations

Database Instance Installation
Follow the SAP Installation Guide. For installations in an Adaptive Computing environment, your

database has to be switchable. To perform the necessary steps, include the sections marked "HA
(UNIX)".

SAP Host Agent Installation

Download and install the latest SAP Host Agent from SAP Service Marketplace. See SAP Note
1031096.

SAP System Installation
Follow the SAP Installation Guide. For installations in an Adaptive Computing environment, your SAP

instance has to be switchable. To perform the necessary steps, include the sections marked "HA
(UNIX)".

Linux Host Preparation

After you installed a database or an SAP instance on a host, you have to prepare the other host(s) to
take over the switchable instance. To adapt the other host(s), do the following:

e Users and groups (use the same ID)
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e Port configuration (/etc/services)
¢ Not switchable Database specific directories and files

¢ Not switchable SAP instance specific directories and files
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16 Configuring the ACC

Creating Pools and Networks

Create pools and networks based on your specific environment. For the demo environment, we only

created one pool and one network.

Integration of a Computing Resource

} Resource Configuration (3 resource(s)) - Expand tray to see all resources

Add Resource Steps
‘ | save || Cancel | || 4 Previous |[ Next
I» EN 2
Detect Resources Save Resources

Resource detection

| iew Detection Issues | | Get Cached Resources |
Host Name: Comwint > ]
Host Agert Port: 1128 |
Use Secure Communication (HTTPS). [ ]
Timeout [seconds]; 30
Use Default Credentials: [l
User Name: sapaccﬁs—apadm
Password: |ssessnse
e

1. Enter the physical hostname of the server. Make sure that the SAP Host Agent is running and

provide its credentials.
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| Resource Configuration (3 resource(s)) - Expand tray to see all resources ElE
Add Resource Steps
| [Save |[ Cancel | [ Previous || Mext » | ‘
I» 1} 2 -
Detect Resources Save Resources

Select the resources to be saved

Select the resources to be saved. This is only possible for resources not yet configured. After the save the resource can be configured normally.

Select All || Deselect All | | Copy Settings from Template |
5 Save | Resource AC Managed Pool Operating System Operating System Version CPU Type Address Space
—ply|  vmwint | poolt v Windows NT v Windows Server 2008 X86_64 v B4 -

2. Assign the resource to a pool. The other columns should be filled automatically with
information that the SAP Host Agent provides.

| Resource Configuration (4 resource(s)) - Expand tray to see all resources =[O

| Configuration - vmwin1

[ Save |[Cancel | |« Frevious |[Next # [ import Configuration |

19— Step1— Step2  Step3

-

Basic Configuration Resource Properties Mass Configuration

Adaptive Management

AC Managed: (V]

Pool Assignment

Host Agent Configuration
Test Connection | Ti it [ ds] 10

Use Default Credentialg,
User Name:

Use Secure Communication (HTTPS): [~

Port: [1128
Password:

3. After you added the resource, you have to configure it. The information you specify on the
first configuration page should be the same as entries you made when adding the resource.
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Resource Configuration (4 resource(s)) - Expand tray to see all resources =[]

Configuration - vmwin1

| save || cancel | [« Previous |[ Next » |[ import Configuration |

I» Step 1 Step 2 Step 3

-4

Basic Configuration Resource Properties Mass Configuration

Adaptive Enablement

Enabled: V]

4C Operational: (V]

Capabilities

SAPS Provided: |0

Hetwork Assignment

|Remove | | Retrieve & Add Interfaces from Host Agert [4| Timeout [seconds]: 10|  Hew Interface ID: [eth0
Add Interface ID

5 | Interface ID Network

A—*&thﬂ v 1921681210 -

4. Enable "AC Enabled" and "AC Operational". This help ensures that the SAP ACC can
operate the resource. Assign a network to each NIC that will hold virtual IP addresses.

5. Save the configuration or proceed to "Mass Configuration" if you want to configure several
resources with the same settings.
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Integrating an SAP Service

2 newv service(s) detected, choose Next to continue with the configuration or detect again on a different host

Overview ©  Services | Resources , Yirtualization [ Activities [ Task Planner ©  Logs ~ Configuration

. Service Configuration (2 system(s)) - Expand tray to see all services

Add Service Steps
I [ save |[ cancel | [« Previous |[ Next »
I» i £ S .
Detect Services Select Services

Serdice detection

‘ | Yiew Detection Issues | | Get Cached Services |
Host Name: | Detect Now
Host Agent Port:

Use Secure Communication (HTTPS): O
Timeout [seconds]: 33—

Detect and configure Diagnostics Agent: [

Database Administrator Settings (Optional)

If set, these credentials are verified. If not set, databases may be detected, but monitoring may fail.
The credentials can also be added or changed later on in the service configuration.

User Name: | |

Password: | |

6. Enter the physical host name of the host where the SAP system is installed. Make sure that
the SAP Host Agent and the SAP system are running. When you click "Detect Now", the SAP
ACC collects data from the SAP Host Agent.

Service Configuration (2 system(s)) - Expand tray to see all services J|

Add Service Steps

| Save |[Ccancel | [« Previous |[Next »]

» ] 2 s -

Detect Services Select Services Assign to System

‘ Select Services for Assignment to System

Select this service to assign a non-AC managed service to a system
If the host name of a service is incorrect, then select this service, enter a host name in the "New Host Name" field, and choose "Set".
If checked, this Diagnostics Agent will be saved as a non-regular (hidden) service and will be prepared and unprepared implictly together with the corresponding regular servic

Select &Il || Deselect &l | Hew Host Hame: |

Usll Assign Service Host Name | AC Managed Paol
— (/] WIN System Database (ABAP). MS SQL, dbwin dbwvin O
_1_[_> v WiIN Central Instance (ABAP): 00, paswin paswin O

In the following step, you see which instances the SAP Host Agent reported to SAP ACC. These
instances have to be assigned to an SAP system.
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‘ Service Configuration (2 system(s)) - Expand tray to see all services

Add Service Steps

| [ save || cancel | [« Previous || text » |

»—7] 2] 3] -
Detect Services Select Services Assign to System

' Select System

Select the system to assign the services to.

Known Systems System Properties

T System ‘ AC Managed ] System ID:

¥ Host Naime: |dowin ]
|| New System 0] Poot BT =
l -J ACC: Web AS Java, vmacc O .
- System Type: Weh AS ABAP S~
| | RH1:Web AS ABAP 701, dorh1
— Release:

7. Create a new system. Host Name is usually the same as the virtual host name of the
database instance.
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Successfully tested database admin credentials. Reported database status: Running
Related Links ,

Overview @ Services |  Resources o Virtualization ¢ Activities | TaskPlanner = Logs Col ﬁﬁfdiﬂh

Service Configuration (3 system(s)) - Expand tray to see all services ElE]

Configuration - WIN - System Database (ABAP): MS SQL, dbwin

| save || Cancel | |« Previous |[Next »] [ Import Configuration |
|‘ map 1 Step 7“ Step 3 ;an'r_n 4 _'
Basic Configuration Service Properties Mount Point Mass Configuration

Pool Assignment

Pool: \'&opn - \

Additional Information

Description: ,V\ﬂN Databade

Business Area: ] Service Group:

Database Administrator Configuration

Test Credentials | Til [: d :\ 10| Host Agent Port: 1128 Use Https: No

User Name: : ]

Password: [

Ad: d Datah C

Instancename: . —
Configuration Dires g [C:\MSSQLWNWNDATM |

Diagnostics Agent

["IManage Diagnostics Agent

| Retrieve from Instance Agent |

8. After you added the service, you have to configure it. Enable "AC Managed" and "AC
Operational".

These settings help ensure that the SAP ACC can operate the service. Depending on
database type and installation settings, you have to provide the credentials of the database
user as well as the instance name and a configuration directory.
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Service Configuration (3 system(s)) - Expand tray to see all services

Configuration - WIN - System Database (ABAP): MS SQL, dbwin

| Save || Cancel | | 4 Previous ” Next b] [ Import Configuration ]
TS Step 1 Step 2 Step 3 Step 4. -
Basic Configuration Service Properties Mount Points Mass Configuration
Adaptive Enablement
—]p £C Enabled: vl
Virtual Host Hames & Hetworks
Remove
5 | Virtual Host Name Network Prir
‘ 192168121.0 -
Requirements
Required SAPS: ‘VD Required Memory [MB]. D V,: Preferred Host: [
Required Resource Type
Retrieve from Host Agent | Ti it [ ds}; ‘ 10 | Host Agent Port: ir '1”;1“28”1 Use Https: [No | Humber of Selected Ri ce Types: 1
5y Operating System Operating System Version CPU Type Address £
Linux Red Hat 5.4 X86_64
— Windowes NT Windows Server 2008 Xa6_64

9. Enable "AC Enabled". This help ensures that the SAP ACC can relocate the service. Assign
the virtual hostname to a network configuration. Choose the Operating System types that the
service can run on.

Service Configuration (3 system(s)) - Expand tray to see all services Elm

Configuration - WIN - System Database (ABAP): MS SQL, dbwin

| Save |[ Cancel I 14 Previous || Next b] [Import Configuration ]
» Step1— Step2  _Step3——__Step 4 -5
Basic Configuration Service Properties Mount Points Mass Configuration
Mount Point Configuration Bl

05 Managed Mounts (Automourter). [ ]

Host Agent Port:|  1,128| UseHttps:[No  ~|

[ Extract Mount Pairts | [ Refrieve Mourt List | Timeout [seconds]:|  10]

5 | Storage Type Mount Point Export Path Mount Options FSISRID Type Partner ID System-wide
SR v dbwin W2K_LDM emc ]
—

10. Choose whether your file systems get mounted by the Operating Systems automatically.

If not, you have to configure the SAP ACC managed mount points. Depending on your setup,
you first have to choose the "Storage Type". This selection determines what your mount point
configuration should look like.

11. Choose "SR" as Storage Type to use a third party storage library implementation.

12. Depending on the solution you are using, configure the fields "FS/SRID Type" and "Partner
ID". In our demo, we use an EMC-provided storage library (part of EMC Solutions Enabler
7.1) to mount and unmount file systems.
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In the case of the EMC solution, the field "Mount Point" does not indicate the destination of
the file system, but it determines the entry of the configuration file "emcadaptive.ini". In this
configuration file, source, destination and type of the file system is specified. For
configuration details, see the documentation for the storage library in use.

13. Under Linux, simple NFS mount points can be configured without using a third-party storage
library. Choose "NFS" as the Storage Type and leave the "FS/SRID Type" and "Partner ID"
fields empty. The rest of the field entries are self-explanatory.

A "System-wide" mount point means that this mount point is available on every resource
where one or more services of the same SAP system is running on.

14. Save the configuration or proceed to "Mass Configuration” if you want to configure several
services with the same settings.
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17 Conclusion

Designed using a new and innovative approach to improve data center infrastructure, the Cisco
Unified Computing System unites compute, network, storage access, and virtualization resources into
a scalable, modular architecture that is managed as a single system.

For the Cisco Unified Computing System, Cisco has partnered with SAP because SAP applications
provide mission-critical software foundations for the majority of large enterprises worldwide. In
addition, the architecture and large memory capabilities of the Cisco Unified Computing System,
using VMware vSphere 4 virtual infrastructure and connected to industry-proven and scalable EMC
storage, enable customers to scale and manage SAP system environments in ways not previously
possible.

Both SAP Basis administrators and system administrators will benefit from the Cisco Unified
Computing System combination of superior architecture, outstanding performance, and unified fabric.
They can achieve demonstrated results by following the documented best practices for SAP
installation, configuration, and management outlined in this document.
In summary, the Cisco Unified Computing System provides a new computing model that uses
integrated management and combines a wire-once unified fabric with an industry-standard computing
platform.
The platform:

e Optimizes SAP system environments

e Reduces total overall cost of the data center

¢ Provides dynamic resource provisioning for increased business agility

e The benefits of the Cisco Unified Computing System include:

¢ Reduced TCO: Enables up to 20 percent reduction in capital expenditures (CapEx) and up to
30 percent reduction in operating expenses (OpEX)

e Improved IT productivity and business agility: Enables IT to provision applications in minutes
instead of days and shifts the focus from IT maintenance to IT innovation

e Increased scalability without added complexity: Is managed as a single system, whether the
system has one server or 320 servers with thousands of virtual machines

e Improved energy efficiency: Significantly reduces power and cooling costs

e Interoperability and investment protection: Provides assurance through infrastructure based
on industry standards

With VMware vSphere 4 virtual infrastructure, you can:
e Realize immediate ROI.
e Increase SAP data center utilization, flexibility, availability, and agility.

e Decrease SAP data center costs for space, energy, cooling, hardware, and labor.
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e Upgrade safely to the latest SAP solutions and simplify the transition to 64-bit environments.
e Align SAP resource usage with business priorities.

e Increase availability of all environments at a lower cost.

e Increase uptime during planned maintenance

e Create cost-effective disaster recovery systems to deal with unplanned failures or outages.
e Quickly deploy new SAP solutions-based environments for development and testing.

¢ Increase software quality at lower cost for your own SAP application-based development.

At our test we have not seen any performance issues with the SAP Applications or the
communication between the single Services in the ACC Landscape.
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18 For More Information

SAP Adaptive Computing:

http://www.sdn.sap.com/irj/sdn/adaptive

Cisco Unified Computing System

http://www.cisco.com/en/US/netsol/ns944/index.html#

SAP on VMware:

http://www.vmware.com/sap

SDN Forum "SAP on VMware":

http://forums.sdn.sap.com/forum.jspa?forumID=471
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