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Solution Overview

Individual and Fully Carefree Infrastructure for
DATEV eG.

Unified Computing Platform Makes
Server Allocation Around 60 Times Faster

Around ten million workers in Germany are familigith DATEV eG through their monthly payslip. This
Nuremberg-based IT service provider and softwanepamy always keeps its high-performance data center
at the cutting edge of technology. The cooperdtagused a comprehensive integration concept to
customize the Vblock unified computing platformoyided by the Virtual Computing Environment
Company (VCE, founded by Cisco, EMC and VMware)nieet the needs of its existing infrastructure.
The new-design D(atev) blocks combine Cisco UC8essrand Nexus Switch, an EMC and VMware
vSphere storage system, into a Unified Data Cemtéin a single housing. They expand and update the
19-inch server landscape, dramatically reducirggation times for ESX servers. The bottom linéé DATEV
is also making savings when it comes to operatistscsystems administration and allocation redese
attention from personnel, the integrated combindilocks use less electricity and

air-conditioning, plus the use of cable materiatgietworking is also greatly reduced.

Nuremberg-based DATEV eG provides tax adviserut@ants and attorneys, as well as their clients,
with support in the form of software and IT sergic®perating within a cooperative, the company has
around 40,000 members looked after by around 6&flayees. The DATEV range of services includes
software for accounting, human resources, busic@ssultation, tax calculations and the organizatibn
both companies and chambers. DATEV (derived froenGerman "Datenverarbeitung,” meaning data
processing) was founded in 1966 and is one of Esdargest information service providers and saféw
companies. There are some impressive figures togathis claim; the financial accounts of arourfsl 2
million companies, mainly German SMEs, are setyip kax adviser or the companies themselves using
DATEV software. As such, DATEV represents a Gerrs@mdard in IT-assisted accounting.

The new-design D(atev) blocks combine Cisco UCS DATEV operates modern data centers at four locatioriNuremberg for members and clients; these data

servers and Nexus Switch, an EMC and VMware vSphere : . : : A

storage system, into a Unified Data Center withiingle F:enters are consistently kept up-to-date from .lamloglcgl perspective. When the first integrated

housing. infrastructure blocks emerged on the market in 26fnrich Gollike, Head of IT Infrastructure at OEAY,
and his colleagues began to develop an intergbtdrtechnology. "What we particularly liked was of

course the fact that the required functions, ssnretwork and storage can be allocated
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Background

Headquartered in Nuremberg, DATEV eG offers
software solutions and IT services across Europe fo
tax advisers, accountants and attorneys, as wétledrs
clients. The cooperative has around 40,000 members,
and develops and markets programs for accounting,
human resources, business consultation, tax
calculations and organization.

Challenge

DATEV wanted a modern, easy-to-manage,
failsafe, cost-saving

and future-proof infrastructure solution that would
integrate well within its existing rack server
environment.

Solution

DATEYV introduced two D(atev) blocks in November
2011. The personalized infrastructure solution is
based on a Vblock with Cisco components from the
Cisco manufacturing consortium (Cisco Nexus and
Unified Computing System), VMware (virtualization
framework) and EMC (storage system).

Benefits
« Servers made available 40 to 80 times faster

¢ Human resource costs reduced by 20%
« Energy cost savings of 30%
« Smaller floor space required in data center

« Easy expansion of a customized infrastructure
solution thanks to established integration concept

« Acentral point of contact for support and
maintenance

as an infrastructure block with greater ease armd@uer cost,” says Goluke. "People instinctieyyto
achieve as much as possible with minimum resoutides.is why tightening up our allocation processs f
server services was a major priority for us."

As part of a market analysis, DATEV studied intégdasystems from HP, IBM and Fujitsu Germany
alongside the Unified Computing System (UCS) froiscG. After consultations with manufacturers and
customers and probing of studies and market infoomathe solutions were narrowed down to long-
standing supplier of rack servers HP and the Ushi@emputing System. The aim was to introduce a-dual
vendor strategy with a second server provider.thattime, Cisco scored points as the new play#ren
server market, while also being traditionally stgon the field of networking. From an integration
perspective, the VCE alliance with EMC and VMwa@svalso a positive signal in the market." VCE's
Vblock infrastructure solution was also persuasigen an economic point of view. This Unified Data
Center for virtualization tasks combines the Cigoified Computing System, a Cisco Nexus Switch,
Unified Storage from EMC and the vSphere platforamf VMware.

Intensive Preparation for a Tailored Solution

Before the infrastructure blocks were actually iempénted, DATEV began working together with Cisco
partner Computacenter in July 2011 to devise agmation schedule. This phase saw the standard
configurations of the mini data centers adaptet¢et DATEV requirements so that the Vblocks were no
designed to their original specifications but aatBy) blocks. As well as integrating mirrored hdisk
systems into the individual DATEV stacks, the compalso modified the new data center modules ta mee
individual management requirements. "In order téntaén uniform systems management, we replaced the
supplied systems configuration software with the@BladeLogic server automation tool that we were
already using," says Jochen Podschadel, Team Léadéfindows Server Systems. Now that DATEV has
its own D blocks, the company has a sophisticakzifigpm enabling quick and easy expansion. "This-on
off integration of failsafe, cross-site systemshivitour specific processes really was worth thetand
effort," emphasizes Golike.

With Computacenter support, Goluke's team emplayedgration concept to determine precisely which
ESX server clusters should be moved to the new OiS&o blades. Following successful failover tests
and the assumption of computing capacities ateleant alternate site, DATEV began operating two D
blocks in November 2011 as an installation in adudito the existing rack server environment. Thet fi
step was to use 32 blade servers for internal @gtpins within the D block infrastructure. The dfitan
the alternate data center is mirrored in the prynsée opened in 2011. The D block blade servezsafir
fully equipped with ESX server featuring vSpheresi@n 4. The central farm for the DATEV eG internal
communication network is entirely housed within tfesv infrastructure. It combines all kinds of
servers—from file servers offering up to two ter@syof space to application servers and SQL servers
form an extremely uniform landscape. Windows antlikiserve as the major operating systems.

Computacenter was the main contractor and soleé pbrontact for DATEV throughout the entire lifpas

of the project,>and most importantly during thectabintegration design stage, channeling all qseto

the respective manufacturers. "We felt we weredodghands throughout, even during the commissioning
phase of the blocks, with our partners as welllasanufacturers,” says Harald Dazian, Head of&erv
Systems at DATEV eG.
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DATEV operates modern data centers at four location
in Nuremberg for members and clients; these data
centers are always kept up-to-date from a techimdbg
perspective.

Poi nt of contact for custoners:
DATEV eG
Heinrich Goliike

90329 Nuremberg
Germany

Tel.: +49 (0) 911- 319-0
Email: heinrich.golueke@datev.de
http://www.datev.de

Server Readiness at the Touch of a Button

The new technology from Cisco and the outstanditegration capability offered by the D block
components are already demonstrating the recogbieeffits of a service-oriented Unified Data Center
This is especially true for allocation times. "Iretpast, we had to first obtain the ESX servees th
integrate them within networks and storage systéessthem and finally allocate them. Nowadayssete
up IT resources centrally in the D block, meanirggoan allocate ESX servers 40 to 80 times fasgar th
before," explains Dazian. This fast readinessss albonus when it comes to availability of the
infrastructure.

The block solution is helping DATEV eG to keep gigrg costs under control, saving around

30% <savings> on energy costs (electricity an@@mditioning) for the integrated stacks. The D kkare
also extremely densely packed, which saves presipace in the new data center, so that these T@0es
meters are sufficient room for massive growth innThe years to come. The intensive preparati@ngure
straightforward integration of the D blocks int@ tAATEV environment and an easy way to allocate ESX
servers has also paid off in another way; the Rkddave caused human resource costs within servers
network and storage to fall by around 20% compavigid conventional server architecture. "These sgwin
make it possible for us to manage server growthaut the need for new configurations," explainsi®el
No less significant is the reduction of hardwangeestments, such as the amount of cabling and dvatuids
required per server, thanks to the networking piattegrated into the blocks.

DATEV's high expectations were also met in termses¥ice: "When you have a multi-faceted
infrastructure such as the D block solution, itital to have a central point of contact—or 'oneét to
choke'—for support and maintenance. DATEV eG isetely satisfied with Computacenter's role as
problem-solver and coordinator for networking, ag® and servers," reports Goluke.

D Blocks Continue to Grow

Downtime is an alien concept in the DATEV data eerht present, the IT team is equipping each blo
with 16 new servers. Thanks to the already desdriell-grounded plans for integration, the effort
required for this expansion is virtually non-exigten the first production level for the block hitecture,
DATEV initially sought to gather experience wits itomplex and diverse range of internal applicatiém
the meantime, Goliike and his team are alreadyteite economic and technological feasibility dfrand
new application scenario; the idea is to applyxderaal service called DATEVasp (Application Seevic
Providing) and its corresponding hardware for meisibed clients to the integrated infrastructurekdo
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