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Document Conventions

Command descriptions use these conventions:

boldface font Commands and keywords are in boldface.

italic font Arguments for which you supply values are in italics.

[] Elements in square brackets are optional.

[x]ylz] Optional alternative keywords are grouped in brackets and separated by vertical bars.

Screen examples use these conventions:

screen font Terminal sessions and information in the displays are in screen font.

boldface screen font Information you must enter is in boldface screen font.

italic screen font Nonprinting characters, such as passwords, are in angle brackets.

<> Default responses to system prompts are in square brackets.

L # An exclamation point (!) or a pound sign (#) at the beginning of a line of code indicates a comment line.

This document uses the following conventions:

Note: Notes contain helpful suggestions or references to material not covered in the manual.

Caution: Cautions indicate that in this situation, you might do something that could result in equipment damage
or loss of data.

Warning: Warnings indicate a potential situation that could cause bodily injury. Before you work on any
equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard practices for
preventing accidents. To see translations of the warnings that appear in this publication, refer to the Regulatory
Compliance and Safety Information document that accompanied this device.

Related Documentation

For additional information on Next Generation Enterprise WAN, refer to the following documents.
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NGEW Architecture Overview

Mobility Collaboration Video Content TelePresence IP Video SW as a Service
Surveillance

Data Center

Multicast

Campus

Services Aware Routing

App Performance Virtualization Video Security Mobility Cloud

Visibility, VxI Resource Reservation VPNs Wired-wireless Private
Optimization, App Survivability Monitoring IDS/IPS Client Public
Agility Custom App Physical Security Firewall, NAC Branch Hybrid

Enterprise networks must adapt to meet new and evolving business requirements. With the introduction of cloud
services (private, public, or hybrid) pose new challenges to current enterprise network designs. With a more
distributed workforce, the proliferation of bandwidth intensive video enabled endpoints, and the consolidation of
servers into a few centralized locations requires networks to carry more traffic, with increase efficiencies, while
demanding the same or a high level of performance and availability.

The Cisco Next Generation Enterprise WAN (NGEW) is a Cisco, end-to-end architecture, which provides
foundation building blocks for next-generation enterprise networks. The hierarchical design provides the scalability
required by large enterprise, which can be extended and replicated throughout multiple regions and theaters. This
consistency leads to ease of deployment, maintenance and troubleshooting.
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A logical starting point is the Regional WAN, where all branch locations connect through various access
technologies, such as wireless (3G/4G), DSL, and MPLS, to the highly scalable aggregation routers at the
Enterprise Interconnect. The Enterprise Interconnect is the location where traffic from regional WAN is aggregated
to the In-theater and global WAN cores. In addition, the Enterprise Interconnect links all the other components of
NGEW including local Data Centers and Campus, as well as Enterprise Edge which is the demarcation point
between enterprise networks and any external network service (e.g. Internet, Cloud, Voice).

Within the NGEW Regional WAN module, NGEW defines four branch designs

e Mobile Branch - Single tier, single WAN link, mobile with minimal redundancy
e Standard Branch - Single tier, dual WAN links providing redundancy for link failures

e High-end Branch - Dual tier, dual WAN links providing maximum redundancy for both device and link
failures

e Ultra High-end Branch - Based on the High-end Branch with increased capacity and higher availability

In addition to providing advanced routing functionality, one of the primary design goals of NGEW is to build a
network foundation that can reliably support new applications and services including those in the Cisco Borderless
Network - Application Velocity, Medianet, IPv6, and Mobility. Customers will benefit from investing in Cisco
network design that has gone through rigorous testing, and scales to support new applications and services to
address their continuously evolving business requirement.
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Video Business Overview
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Multiple researches indicate video traffic is growing at a very rapid rate. Today workforces are more distributed,
however the need for face-to-face communication is still required to maintain collaboration and productivity.
Interactive video is expanding from conference room based video such as TelePresence to desktop and mobile
video. The proliferation of video-enabled mobile devices put additional requirements for the network to support
communications among video enabled endpoints with varying capabilities.

This is creating concern that networks may not be ready to support additional traffic demands, combined this with
the requirement to evaluate, monitor, and troubleshoot video deployment, may delay enterprise video deployment
and impact business growth. WAN bandwidth is a high re-occurring cost and thus limited, to ensure efficient use
of resources requires an intelligent routing and video termination resource in the branch. In addition, the enterprise
needs to ensure the video traffic does not impact its self and can coexist with the business critical applications and
services.

Cisco NGEW enables the deployment of medianet features providing enterprises a number of tools to evaluate,
monitor, and troubleshoot video deployment. Branch videoconference resource provides a local videoconference
bridge to reduce the amount of video traffic that needs to traverse the WAN link. The 12-class QoS policy along
with proper provisioning protects latency sensitive voice and video traffic, while maximizing throughput for
business critical applications.

Video Technology Overview
Medianet

A medianet is an end-to-end network architecture comprised of intelligent technologies and devices in a platform
optimized for the delivery of rich-media experiences. Medianet has the following characteristics.

¢ Media-aware: Can detect and optimize different media and application types (TelePresence, video
surveillance, desktop collaboration, and streaming media) to deliver the best experience

o Endpoint-aware: Automatically detects and configures media endpoints

« Network-aware: Can detect and respond to changes in device, connection, and service availability

With the increasing adoption of new video and rich-media applications, medianet technologies become critical to
address challenges associated with the transmission of video and rich media over the network, including ensuring
predictability, performance, quality, and security.
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By accelerating deployment of applications, minimizing complexity and ongoing operational costs, and helping to
scale the infrastructure for the best quality of experience (QoE), medianet technologies helps to address these
challenges.

Cisco Media Monitoring

Cisco Media Monitoring, one of the capabilities provided by medianet, provides monitoring and troubleshooting
capabilities for video traffic. There are two features within Cisco Media Monitoring that are implemented in NGEW.

e Cisco Performance Monitor, with ActionPacked! LiveAction for monitoring

e Mediatrace, with Cisco Collaboration Manager for monitoring

Cisco Performance Monitor

Cisco Performance Monitor allows routers to monitor the media streams as they flow through, and capture
important performance metrics such as jitter, latency, DSCP value, and packet loss.

Administrator can also set up performance metrics threshold, i.e. jitter, RTP packet loss. Once the performance
metrics exceeds the threshold values, a syslog or SNMP traps are generated to notify the network administrators
of potential issue.

The flow performance metrics are exported in Flexible Netflow v9 format, and can be consumed by external
monitoring tool, i.e. ActionPacked! LiveAction, Plixer Scrutinizer, CA NetQoS, SevOne.

ActionPacked! LiveAction

ActionPacked! LiveAction (http://actionpacked.com/products/overview) is a monitoring software that can be used
to analyze and display netflow records generated by Cisco Performance Monitor. It will display all the streams
currently tracked by Cisco Performance Monitor, and their performance metrics, such as bit rate, jitter, RTP loss
rate, etc. It also stores a history of these performance metrics, which can be replayed when troubleshooting the
problems. Below chart shows the streams from 3 videophones doing conferencing through a videoconference
bridge.
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Mediatrace provides the capability to troubleshoot the media performance issue on the fly. Mediatrace can be
initiated on-demand or at regular interval. Initiator of the mediatrace can request different types of mediatrace

profiles, which provide information and statistics such as, media path, input and output interfaces, system

resource, and performance metrics for all the devices along the media path. Below describes all the available
mediatrace profiles and metric types.

Collecting CPU of devices along media path

system cpu
memory
intf
perf-monitor Rtp
tcp

Cisco Collaboration Manager can be used to initiate mediatrace and display the trace results.

Collecting memory of devices along media path

Collecting input/output interfaces of devices along media path

Collecting RTP metrics

Collecting TCP metrics
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Cisco Collaboration Manager

Cisco Collaboration Manager 1.0 is a service assurance product targeted at managing Cisco Collaboration
Services. The current release supports Cisco TelePresence devices.
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Cisco Collaboration Manager provides the following functionalities.

« End-to-end visibility of video collaboration services, including end-user quality of experience.

« Real-time monitoring capabilities for all sessions, endpoints, application managers, call processors, and

devices that reside in an Enterprise video collaboration network.

e Troubleshooting information in near real-time. It identifies whether the problems are at video application

endpoints or in a network segment.

« Immediate access to critical fault information and performance statistics. It minimizes the effort required to
isolate, classify, and correlate service-affecting outages, at lower operational costs.

o Ability to identify video collaboration quality degradations to the specific devices and/or interfaces that

causes them.

Branch Videoconference

A videoconference bridge brings together three or more callers from a variety of video endpoints. This capability is
traditionally provided in a MCU at the headquarter location. When majority of conference participants are located

at the branch, each participant’s video traffic is sent to the MCU in headquarter, which provides video mixing, and
then is sent back to the branch. This creates significant amount of traffic on the enterprise WAN.

With branch videoconference support in ISR-G2, PVYDM3 modules, which can be controlled by CUCM or CUCME,
are used to provide local video mixing functionality. Traffic from branch participants are mixed locally before it is
sent across the WAN, thus significantly reduce the bandwidth usage on the enterprise WAN. ISR-G2 branch

videoconference support both ad-hoc and meet-me conferences.
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In ad-hoc conferences, a participant on a phone call initiates a videoconference by adding another participant. In
an ad-hoc conference, the videoconference bridge supports up to a maximum of eight conferees.

In meet-me conferences, callers dial a designated number that has been designated as a Videoconference bridge.
Callers on supported video phones are connected to the conference bridge as video conferees. In a meet-me
conference, the videoconference bridge supports up to 16 conferees.

The videoconference bridge can operate in two modes.

¢ Homogenous mode: This is when all the endpoints can have the same video format (same video codec,
resolution, frame rate, etc.). This service requires all the video endpoints to have the same video capability.

e Heterogeneous mode: This format allows mixing endpoints with different video formats. This requires
significant DSP resource and requires PVYDM3-128.

Deploying Video in NGEW

In the current phase of NGEW, video support is implemented in standard and high-end branch. In both branch
profiles, end-to-end QoS ensures video traffic is guaranteed sufficient bandwidth. Performance Routing (PfR) is
configured to re-route video traffic if the primary path cannot provide the level of service required for video.

Video support in mobile and ultra high-end branch will be supported in future phase.

Figure 1.  Standard Branch Design
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In the standard branch design, a Cisco 2951 is deployed and equipped with 3 x PVDM3-256 for
videoconferencing. Cisco Unified Call Manager Express is configured on the branch router with SIP trunk to the
Cisco Unified Call Manager cluster in the Head Quarter.
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Figure 2.  High-end Branch Design
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In the high-end branch design, additional redundancy and availability is achieved by deploying two 3945s
configured with HSRP. Each 3945 is equipped with 4 x PVYDM3-256 to support videoconferencing. DSP resources
from both routers are added to Media Resource Group (MRG) in CUCM which allows DSP resources from both
routers to be used simultaneously. Redundancy is provided by dual tier design of redundant routers and
redundant WAN links. The High-end branch design utilizes the Cisco Unified Call Manager cluster at the head
quarter for call control.

Video Implementation Overview

In the above two NGEW branch designs (standard and high-end), video traffic is monitored end-to-end. This is
achieved by enabling Cisco Performance Monitor on the switches and WAN routers, which send performance
statistics to 3rd party tool, ActionPacked! LiveAction. WAN routers are also configured with performance threshold
for the syslog to be generated when the video quality degrades. This allows network administrator to monitor
ongoing video deployment and be notified when the video performance degrades beyond acceptable value.

Once the problem is detected, network administrator can use Cisco mediatrace to collect performance metrics that
impact video quality from all the devices along the media path. This allows network administrator to identify
potential device(s) causing video quality degradation.

Branch video conferencing capability is enabled on ISR-G2 to locally mix video traffic from branch participants,
which reduces WAN bandwidth usage during videoconference.
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Implementation Steps

Cisco Performance Monitor

Enable Cisco Performance Monitor on the Router

Use the following procedures to enable Cisco Performance Monitor for video traffic.

Step 1. Configure flow exporter

Below defines a flow exporter named vm_exporterl, specifies the server (LiveAction) address and port, and
optionally specifies the source interface from which the export data will be sent. Under destination and transport,
specify the IP address of the LiveAction server address and port respectively.

fl ow exporter vmexporterl
destination 40.40.193. 251
source G gabitEthernet0/1.195
transport udp 2055

Step 2. Configure flow monitor to tie the flow exporter and flow record together. There are already two default
flow record, default-rtp and default-tcp. For simplicity, use default flow record.

flow nonitor type performance-nonitor vmnonitorl
record default-rtp
exporter vmexporterl

Step 3. Configure class-map to specify the traffic to monitor

This is done using Cisco C3PL class-map which is configured the same way as QoS class-map. The traffic can be
matched using ACL, DSCP, or NBAR. Example below uses ACL to specify the traffic to be monitored.

ip access-list extended rtp-udp-acl

permit udp 40.40.0.0 0.0.255.255 40.40.0.0 0.0. 255. 255
!

cl ass-map mat ch-any vi deo-cl ass
mat ch access-group nane rtp-udp-acl

Step 4. Specify the performance monitoring policy

Below creates a performance monitoring policy named video-mon and attach the class video-class created in
previous step. There are a number of additional parameters that can be specified.

o Specify the flow monitor used for monitoring this traffic class. In this case, it is the flow monitor created in
step 3, vm_monitorl.

e Specify the monitor parameters. Below shows the sampling period of 10 seconds and only keep the
history of the last 5 samples.

e Specify the monitor metric. Two options are available, rtp or ip-cbr. Below shows that RTP traffic with
payload type 96 @ 48 KHz and payload type 112 @ 90 KHz are monitored.

o Specify the react parameters. This allows setting threshold and action. Below will make the system
generate syslog with the critical severity when average jitter of RTP stream exceeds 3000 microseconds.
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policy-map type performance-nonitor video-non
cl ass video-cl ass
flow nonitor vmnonitorl
nonitor paraneters
interval duration 30
hi story 5
monitor metric rtp
cl ock-rate 96 48000
cl ock-rate 112 90000
react 525 rtp-jitter-average
threshol d val ue gt 3000
alarm severity critical
action syslog

Step 5. Apply the performance monitoring to the interface
It is recommended that, at the edge, the policy is applied to interface on the WAN.

interface G gabitEthernet0/0. 21
description Ethernet WAN to MPLS
servi ce-policy type performance-nonitor input video-non
servi ce-policy type performance-nonitor output video-non

Add Device to LiveAction

Step 1. Enable SNMP on the router. This is required for LiveAction to communicate with the router. Below
example uses community string public for read-only privilege.

snnp-server comunity public RO
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Step 2. From the LiveAction main menu, select File->Add Device. The IP address specified must match the

source address specified in the flow exporter. Make sure the checkbox Monitor Only is checked.

SNMP Version jVZC

Community String

Add Device
Enter IP and SNMP information
IP Address 172.30.100.201

public

| Use the Default SNMP connection settings

@ Enter SNMP connection settings for this device

o]
Target Port 161
[¥] Monitor Only
Lok J[ concel |

Step 3. Specify the interface to which the Cisco Performance Monitor policy is applied.

NVIO

EFXS 50/0/1
EFXS 50/0/2
EFXS 50/0/3
EFXS 50/0/101
EFXS 50/0/102
EFXS 50/0/103
EFXS 50/0/199
EFXS 50/0/200
EFXS 50/0/151
EFXS 50/0/152
EFXS 50/0/153
EFXS 50/0/154
EFXS 50/0/155
EFXS 50/0/156
EFXS 50/0/157

Add Cisco (Monitor-Only) Device - 172.30.100.201
Steps Select Interfaces

1. Select Interfaces Select the interfaces you want to monitor on this device (maximum 50 interfaces).

2. Enable Polling

3. Device Added Selected  Interface Description

[ |cigabitEthernetd/1 SES_WAN$SFW_OUTSIDES Al

[ VoIP-hullo |
[ N0
=) vian1
] Loopback 1000
¥  GigabitEthernetd/0.21  $ETH-SW-LAUNCHS$SINTF-INFO-HWIC 4ESW$

Next >
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Step 4. Define the polling rate and check that flows are monitored. Note that the polling rate should match the
interval setting in the monitoring parameters.

Add Cisco (Monitor-Only) Device - 172.30.100.201
Steps Enable Polling
1. Select Interfaces Select the features you want to actively monitor and the polling rate for all the features on this
2. Enable Polling device. Learn more about polling in the Help section
3. Device Added
Polling Rate 30 seconds -
Pol the following features
7| Flows
[ <Bak | Cancel |[ Hep |
Mediatrace

Manually Enabled Mediatrace through CLI

Mediatrace can be used to troubleshoot media issues. The first release of Cisco Collaboration Manager supports
only Cisco TelePresence endpoints. Running mediatrace for traffic from other endpoints is still supported through
CLI. Below steps show how to enable mediatrace through CLI.

There are 4 components that consist of a mediatrace session

 Mediatrace profile: specify the type of mediatrace (system or perf-monitor)
e Path specifier: specify the path (source and destination address) of the mediatrace session

e Flow specifier: specify the flow (source and destination address and port) of the media flow to run
mediatrace on. This is necessary only if the mediatrace profile used is of the type perf-monitor

o Mediatrace session parameters: specify the other parameters of the mediatrace session, i.e. interval to
run mediatrace, timeout, history size
Step 1. Enable mediatrace responder on all devices

For mediatrace to be effective mediatrace responder should be enable on as many devices as possible.

medi atrace responder
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Step 2. Configure mediatrace profile. There are two types of mediatrace profiles, system or perf-monitor, each
with different metric types. Below example creates one system and one perf-monitor profiles.

!

! Create the systemnedi atrace profile for cpu nmetric

!

nmedi atrace profile system cpul

metric-list cpu

!

! Create the perf-nonitor nmediatrace profile for rtp netric
!

medi atrace profile perf-nonitor rtpl

metric-list rtp

Step 3. Configure path specifier which specifies the source and the destination of the media.

nmedi atrace path-specifier pathl destination ip 172.30.102.6
source ip 172.30.0.1

Step 4. Configure flow specifier which is required only for mediatrace profile perf-monitor. Specify the media
flow on which to run the trace.

medi atrace fl ow specifier flowl
source-ip 172.30.0.1 source-port 5004
dest-ip 172.30.102.6 dest-port 1901

Step 5. Specify the mediatrace session parameters. The mediatrace can be initiated on-demand or at regular
interval.

Below is session parameter for on-demand mediatrace session

nmedi atrace sessi on-parans sp_on_demand
response-timeout 10
frequency on-denand
hi story data-sets-kept 5

Below is session parameter for scheduled mediatrace session. The config below shows a scheduled mediatrace
session at 60 seconds interval.

medi atrace session-paranms sp_schedul ed
response-ti meout 10
frequency 60
hi story data-sets-kept 5
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Step 6. Create a mediatrace session which ties all the above components together.

Below is the mediatrace session that collects the perf-monitor profile metrics. Note that the flow specifier needs to

be specified for the perf-monitor mediatrace profile.

nedi atrace 1
pat h-speci fi er pathl
sessi on- parans sp_on_denand
profile perf-nonitor rtpl flowspecifier flowl

Below is the mediatrace session that collects the system profile metrics. Since the system profile only requires the

path information, the flow specifier is not needed.

Step 7. Initiate the mediatrace. If the mediatrace session is associated with the session parameters that has

frequency set to on-demand, run the following command from exec mode.

nedi atrace poll session 1

If the session parameters have the frequency set to a number, start the mediatrace from the configuration mode.

Below configuration will run the mediatrace session for duration of 1 hour, at one minute interval.

nedi atrace schedule 2 lifetinme 3600
nmedi atrace schedule 2 start-tinme now

Automatically Run Mediatrace using Cisco Collaboration Manager

The following steps are for enabling all the devices to be managed by Cisco Collaboration Manager, which can

trigger on-demand mediatrace for Cisco TelePresenceTelePresence endpoints.

Step 1. Enable SNMP on the router. Note the RW community string needs to be specified as well as the RO
community string. Below example uses community private and public for read-write and read-only

privilege respectively.

snnp-server comunity private RW
snnp-server comunity public RO

Step 2. Enable mediatrace and HTTP server to which the Cisco Collaboration Manager uses to communicate.

nmedi atrace responder

!

I Optionally specify the source of nediatrace

nedi atrace initiator source-ip 10.5.10.1

!

usernane <ci sco> privilege 15 secret <enabl e_password>
!

ip http server

ip http authentication |ocal

no ip http secure-server

ip http tinmeout-policy idle 60 |ife 86400 requests 10000
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Step 3. Enable I0OS WSMA agent. Below indicates that HTTP is used as transport protocol.

wsnma agent exec profile wsma_listener_http

wsnma agent config profile wsma_listener_http
!

wsnma profile listener wsma_listener_http
transport http

Step 4. Login to the Collaboration Manager. Note that Cisco Collaboration Manager does not support Microsoft
Internet Explorer. Use Mozilla Firefox to run Cisco Collaboration Manager. From the main menu, select

Inventory -> Device Inventory. Click on Manage Credentials button.

[ # Device Inventory - Collaboration Ma... | +

Cisco Prime
cisco  Collaboration Manager admin v Log Out

# Home Montorng v  Inventory v  Administration w

%0 u
Device Inventory
#8 Dscovery B Refreshinventory  © Manage Credentials
Current Inventory 2 B .
x t [ Resumem t | 7 Fiter v Show | Al -
Host Name TP Address Device Type Device Model | Software Type Room Name  Software Versior Mediatrace Rol IPSLA Role. State Last Dscovered
10. 4 10.34.250.141

Unknown UNSUPPORTE UNSUPPORTE INA

105 15.1(3.22)T UNSUPPORTE UNSUPPORTE MA

SSIBLE 20
213 128.107.151.11 )

G

¥ Devir 10.34.250.141 is Inaccessible. Last updated: 2011-Mar-17 23:13:02 POT

Alarm Browser | Alarm Summary

Mar-13 21:1
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Step 5. Provide the login information under CLI and HTTP sections, and the matching SNMP community string.

Credentials Profiles x

»

e Add ¥ Delete

Profile Name Pattern
cucMm 10.34.250.141
My_Router 128.107.151.117

o Network addresses to which the credentials apply.
Follows regular expression format(e.q., "10.39.65.1|10.33.68.2", "10.39.*.*", etc).

Profie Name [ 172.25.215.97 | L

Patten | 172.25.215.97 |

w» General SNMP Options

SNMP Timeout | 10 | seconds
SNMP Retries | 2 |

SNMP Version | 2¢  ~

v SNMP V2

SNMP Read Community String | essess |

SNMP Write Community String | sssssse |

Step 6. Specify the IP address that match the pattern provided in the previous step. Click Run Now.

Discovery Setup X
Discovery Settings

Check Device Accessbilty ® True O False
o Validate credentizls(i.e SNMP,HTTP,CLI etc.) for each discovered device.
1P Address

[172.25.215.97
o Enter IP addresses separated by a unique delimiter: comma, colon, or blank space.

Schedule

Start Date Manetyy)
Start Time (2]

End Date (Mm/ddyvyy) O No End Date
@® paiy
O Weekly
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Step 7. Below show the inventory table after discovery. Added router device state should show MANAGED. This
device is now managed by Cisco Collaboration Manager.

bl

Gsco Prime
cisco  Collaboration Manager

Admnstraton v

Device Inventory
B Dscovery B, Refreshinventory  §5 Manage Credentals  Ml} Decovery Jobs & Export Inventory

ent [ Resmemsragement 7 Filer ~ Show [ A1 -

Host Nams TP Address Device Type Device Model Software Type Room Name Software Verson Medatrace Role IPSLA Role state Last Dscovered
SEPOOLDAZIHAAS 10.5.10.62 €T scoCTS1000 crs CTS 1000 Video Bran  1.6.0(3954) UNSUPPORTED UNSUPPORTED MANAGED 2011-Mar-18 02:22:08 PDT

BALVIDEO-3045_1 105.10.100 Router csco384s 108 15.1(3.22)M0.5 NITRESP UNSUPPORTED MANAGED 2011-M31-18 02:24:26 POT

C€TS500 3t HQ

o: BRI-VIDEO-3945_1 Last updated: 2011-Mar-19 05:36:54 FOT =

Object 1D 1.3.6.1.4.1.9.1.1041
Up Trme 20 hours, 26 minutes
Contact

Locaton

=2 Operational Status Admn

MTY

9576

Physical Address

Branch Videoconferencing Bridge

In standard branch, CUCME which is deployed at the branch router also controls videoconferencing resources.
CUCME has SIP trunk to CUCM cluster at the HQ. In high-end branch, centralized CUCM controls
videoconferencing resources at the branch.

Create Videoconference Bridge on the Branch Router
This step is the same for both standard and high-end branches.

Step 1. First, create the conference bridge resource on the branch router. The dsp-reservation is optional. Below
configuration reserves 50% of DSP resource for audio conference, hence only 50% is left for
videoconference.

voi ce-card 0O

I Reserve 50% of DSP resource for voice conference
voi ce-servi ce dsp-reservation 50

dsp services dspfarm

Step 2. Create the DSP farm profile for videoconferencing. Note the profile number 50 is created for homogenous
conference. This means all the endpoints participating in the videoconferencing need to support the
same video codec. This example below assumes that all endpoints can support H.264 CIF @ 15 fps.

dspfarm profil e 50 conference vi deo honbgeneous
codec g711ul aw

codec g729abr8

codec g729r8

codec g729br8

codec h264 cif frame-rate 15 bitrate 320kbps
maxi mum sessi ons 2

associ ate application SCCP
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Step 3. Specify the local interface used for SCCP, and specify the CUCM address and version. Then, enable
SCCP application on the branch router.

sccp local G gabitEthernet0/2.2
sccp ccm <CUCM or CUCME address> identifier 3 version 7.0
sccp

Step 4. Create the SCCP group and associate the CCM identifier created in step 3. The videoconference bridge
will register with CUCM using the name specified below, VCB0471FE671782.

sccp ccmgroup 3

associate ccm3 priority 1

! The name has to match what is configured in CUCM
associ ate profile 50 register VCBO471FE671782

Standard Branch Videoconference

The design for standard branch requires CUCME (Cisco Unified Call Manager Express) deployed at the branch,
with SIP trunk to the CUCM (Cisco Unified Call Manager) cluster at the head quarter. The configuration of SIP
trunk is not in the scope of this document.

Add Videoconference Bridge Resource to CUCME

Step 1. Enable the conference hardware in the CUCME.

t el ephony-service

sdspfarmunits 10

I Enabl e hardware based conference
conference hardware

max- conf erences 4

Step 2. Create an ephone-dn and specify as meet-me or ad-hoc conference.

ephone-dn 57 octo-line

nunber 9AAA

conf erence ad-hoc video

!

ephone-dn 56 octo-line

nunber 9445

! Unl ocked neet ne nunber
conference nmeetnme unl ocked vi deo
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Step 3. Check the conference resource status by show ephone-dn conference.

show ephone-dn conference
type active inactive nunbers

Ad- hoc Vi deo 3 37 8001
DN tags: 151, 152, 153, 154, 155

Ad- hoc Vi deo 0 40 8002
DN tags: 156, 157, 158, 159, 160

Meet me Vi deo 0 16 9999
DN tags: 199, 200
Al'l DN tags unl ocked.

High-end Branch Videoconference

The design for high-end branch requires centralized CUCM controlling conference resources at the branch
routers.

Add Videoconference Bridge Resource to CUCM

Step 1. Logon to the CUCM administration. From the main menu, select Media Resources > Conference
Bridge.

VEMLELERN Cisco Unified CM Administratinn] GO

alilin  Cisco Unified CM Administration

cisco - e L N
For Cisco Unified Communications Solutions administrator Search Documentation About Logout

Device =

Media Resources | Advanced Features v

System = Call Routing «

Annunciator

Conference Bridge

Media Termination Point
Cisco U 1] ifie Music On Hold Audio Source
SHCURTISTIEGR] Fixed MOH Audio Source
V¥Mware Installation Nasic On Fok! Server
2.40GHz, disk 1: 8O Transcoder
Media Resource Group
Media Resource Group List
Last Successful Logon: Ma| MOH Audio File Management

Mobile Yoice Access

Copyright © 1999 - 2011 ¢
All rights reserved.

Announcement
This product contains cryptoy ormted States and local country laws governing import, export, transfer and
use. Delivery of Cisco crvptoqraphlc pruducts does nut |mply third-party authority to import, export, distribute or use encryption. Importers,
exporters, distributors and users are responsible for compliance with U.S. and local country laws. By using this product you agree to comply
with applicable laws and regulations. If you are unable to comply with U.S. and local laws, return this product immediately.

A summary of U.S. laws governing Cisco cryptographic products may be found at our Export Compliance Product Report web site,

For information about Cisco Unified Cornmunications Manager please visit our Unifi mrnunication m mentation web site. :I
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Step 2. In page Find and List Conference Bridges, click Add New, which will bring you the next page where
you can enter the conference bridge information. The Conference Bridge Name has to match what is
configured in the SCCP group in the conference bridge. Below example has conference bridge name,

VCBO0471FEG671782.
aliiln  Cisco Unified CM Administration
cisco i ifi icati i
For Cisco Unified Communications Solutions administrator Search Documentation About Logout
System = CallRouting = Media Resources » Advanced Features + Device + ication v  User w  Bulk A ion » Help
Conference Bridge Configuration CEICCO N Back To Find/List ¥ m
(e sove
—10S Conference Bridge Info J
Conference Bridge Type* |Cisco 108 Homogeneous Video Conference Bridge EI
E Device is trusted
Conference Bridge Name* [vCBea71fe671782
Description [HE-vce
Device Pool® BRI VIDEO =l
Common Device Configuration |< None > ;I
Location* |Dallas HE =l
Use Trusted Relay Point* IDefgult ;I
— Save ;I

Step 3. The conference bridge status should show as Registered. The CUCM is ready to utilize the
videoconference bridge resource.

alinl  Cisco Unified CM Administration IELELLal Cisco Unified CM Administration =
cisco : " :
For Cisce Unified Communications Solutions administrator Search Documentation About Logout
System » CallRouting + Media Resources v Advanced Features + Device » " w  User w Bulk i w Help +
Find and List Conference Bridges
o AddNew [T selectan Clear Al {*msaemd %lﬁwasalected & Apply Configto Selected
— Status
@ 1 records found
Conference Bridges (I -7of1) Rows per Page|50 =]
Find Conference Bridges where [Name z‘;begms with z"\v‘CB Find Clear Filter I g | = I
u Conference Bridge Name * Description Device Pool Status 1P Address Copy
| VCBo471fe671782 HE-VCB BRI VIDEO Registered with BRI-CUCMZ 10.5.10.1 [I5)
Add New I Select All I Clear All j Delete Selected I Reset Selected Apply Config to Selected I

Monitor the Videoconferencing Session

To monitor the current videoconference session, use show telephone-service conference hardware detail
video. Below shows that an ad-hoc conference initiated by caller with DN 1003 is in progress, and there are 3
participants in the conference.

show t el ephony-service conference hardware detail video

Conf erence Type Active Max Peak Mast er Mast er Phone
Last

cur(initial)

8001 Ad- hoc Vi deo 3 4 3 1003 phone3 6 ( 6)
1002 phone2
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Conference parties (nunber: phone)
1002 phone2 :5 (admin):Video
1001 phonel :4 (admin):Video
1003 phone3 : 6 (admin):Video
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