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1. Introduction

The Cisco® Next-Generation Enterprise WAN (NGEW) is an end-to-end architecture that provides foundation
building blocks for next-generation enterprise networks. The hierarchical design provides the scalability required
by large enterprises that can be extended and replicated throughout multiple regions and topologies. This
consistency leads to ease of deployment, maintenance, and troubleshooting.

Network management plays an important role within the NGEW architecture. This document outlines Cisco Prime
which fills this role within NGEW.

2. Cisco Prime Components

Cisco Prime™ products deliver unified management by supporting an intuitive workflow-oriented user experience
and integrated lifecycle operations across Cisco architectures, technologies, and networks. Products in the Cisco
Prime portfolio are designed to work together to offer the network administrator a transparent management
experience.

Cisco Prime products help IT organizations:

o Simplify network management

e Improve operational efficiency

o Deliver predictable services

« Lower the total cost of ownership

IT organizations can now use Cisco Prime products to manage the NGEW. This overview focuses on how some of
the features within Cisco Prime products can help network administrators easily deploy, monitor, and troubleshoot
services that are based on the Cisco NGEW blueprint.

3. Day Zero - Challenges of Deploying NGEW Services

One of the first challenges comes when deploying a new branch office and the services that are provisioned on
that office. How can Cisco Prime products help provision NGEW branch offices?

Normally a branch office is staged at a central location with just the minimal configuration to come online when
installed at the remote branch-office location. This staging may be easy for a small network, but for an enterprise
or large enterprise network, it is a very daunting task. How can multiple branch offices be provisioned with the
least amount of time and effort? There are two steps to bringing new branch-office locations online: Configuring
the network infrastructure to communicate with the branch office and deploying services on top of that
infrastructure. The Cisco Prime LAN Management Solution (Cisco Prime LMS) can help with both of these tasks.

3.1 Cisco Prime LMS 4.2 New Capabilities
In addition to the functionality delivered in previous versions of LMS, significant new enhancements and features
are being delivered in Cisco Prime LMS Release 4.2 - below is a summary:

Compliance and Audit | ® An upgradable and customizable compliance engine ® Extensive modeling of regulatory, corporate, IT, and
Management checks for industrial compliance standards such technology policies
as HIPAA, SOX, IOS/IEC 27002, NSA, PCI, DHS, ® Provides visibility into network's compliance with
DISA, CIS and other corporate, IT, and technology policies 4 P

standards - » . o
) . o ® |dentifies critical risks and violations
® Check and fix compliance violations

® Services and capability reports

® Lifecycle management reports covering end of sale/life,
contracts, and PSIRT

® Prioritizes triage of compliance violations

® Recommends fix for a set of known violations based on
best practices
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Work Centers ® Enhancements in the Cisco EnergyWisem Work Center
support smart Power Distribution Units (PDUs) and the
ability to wake a Cisco EnergyWise host through Wake-

on-LAN

e Cisco TrustSec™ Work Center has been enhanced to
support readiness assessment at the solution level and
provides support for Secure Group Access (SGA)
configuration

® Enhanced Smart Install Work Center supports
MAC-based groups and provides the ability to configure
Integrated Service Routers (ISRs) as directors

Monitoring ® Generic fault management support across Cisco and

non-Cisco devices based on standard instrumentation
® Generic trap management support
® Simplified poller creation workflow

Configuration ® Embedded tool for creating custom configuration

templates

® Enhancements in Template Center to support
conditional and looping configuration constructs

Usability .
® Device center enhancements

Simplified install and getting started workflows

3.2 Deploying NGEW Branch Office Using Cisco Prime LMS

® Take advantage of new borderless network service
enhancements and capabilities such as Wake-on-LAN
support for Cisco EnergyWise ", Cisco TrustSec™
readiness assessment, and Smart Install support on
ISRs

® Facilitates visibility into the basic faults occurring in the
entire wired network infrastructure

® Provides visibility into traps that are not programmed
into LMS

® Provides ability to create custom configuration
templates

® Provides better utilization of the configuration template
capability to configure multiple interfaces with identical
commands

® Helps in quickly getting started with managing the
network with minimal initial setup overhead

Cisco Prime LMS is the flagship product for managing Cisco and third-party infrastructures. Cisco Prime LMS is

used to deploy branch offices, provision services, monitor networks,

and report inventory on a NGEW network.

NGEW branch offices can be deployed in a matter of minutes using the Cisco Prime LMS configuration template

feature. The following is a step-by-step procedure for using the configuration templates to get a branch office

operational quickly.

Step 1. Importing NGEW Templates

Cisco Prime LMS 4.2 provides a very convenient way to download and import templates into the application. From

the main menu go to Configuration > Template Center > Import:

Py

Pl
a

me: y
NIManagement Solution

3 My Menu ¥  Monitor ¥ Inventory ¥

Configration ¥ | Reports ¥ Admin ¥ Work Centers ¥

Corfiguration » Dazhboard » Configuration =
Dashboard

Configuration
y}; Compliance
Hardware Summary C

Cisco Intarfacas and Madules e
Out-of-Sync Surnmary
Wiraless

Job Browsers
Compliance

Voice and Telephony

Unknown

o@moom

TelePresence

o

Switches and Hubs

a

Routers
VRF Lite
Non Cisco Devices

Cornphiance Profiiz Vi

and Audit Manager v

e v

A Tools
T e Center v

Software Image M M
£ workflows Import
Virtual Switching ¢ Assign Template to User |
Jobs

tion Fix Jobs
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From the Import page, you can see a link Download Config Templates from cisco.com.

20 Aug 2011, 15:17 UT
Import

> Choose Import Mode

I Download Config Templates from cisco.com |

Choose Source Type

You can create a configuration template by importing the commands from an existing template (.xml), from a file created using Cisco Configuration Professional, or

from a device.

® Cconfig Template Select Template file to proceed

(O ccp Config Browse

O Running Config from device l I[—J

Previous Next Finsh. | [ Cancel |

This link takes you directly to the cisco.com page, where all prebuilt LMS templates are listed. There will be a
folder for NGEW in the near future (as shown in the following screenshot) where templates for pretested NGEW
configurations can be downloaded.

Cisco Prime LAN Management Solution 4.1
Download Software Y2y Downioad Cart (0tems) (2) Helo
Release EZ Deploy =

-’.'} > Products > Network Management and Automation > Routing and Switching Management > Network Management Solutions >
Cisco Prime L AN Management Solution > Cisco Prime LAN Management Soltion 4.1 > | MS Configuration Templates-EZ Deploy

26

hted Information

Sort: | Relese ot <

Expand all | Close all

>

B-& Latest Releases
{) EZDeploy
{0) Enterprise - NGEW

NGEW Templates to be available

& AllReleases soon on www.cisco.com!
#-(7) EZ Deploy
8- NGB Size: 43.83 KB (44872 bytes) =

After the template is downloaded from cisco.com, the next step is to import the template into LMS using the import
mode.

Download Config Templates from cisco.com
Choose Source Type

You can create 3 configuration template by importing the commands from an existing template (.xmi), from a file created using Cisco Configuration Professional, or

from a device.
® Config Template Select Template file to proceed
Q  ccp Config [ NGEW New_Branchxmilg” B Clear

(O Running Config from device

Previous Next Finish Cancel

© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 5 of 30



If you see the pop-up with a green check, you know that you have successfully imported the template.

Choose Source

You can create a ci
from a device.

® Config Temp
(O CcCP Config
O  Running Con

Config Templates

Template imported.

oK|

Prebuilt templates can be modified using any text editor to adapt the template to the specifics of your network. You
can also create templates from running configurations of existing devices or import them from Cisco Configuration

Professional.

Step 2. Deploying NGEW Branch Office

Now you can deploy the imported template using the deploy wizard. Click Deploy from the left pane of the

configuration template import mode.

Navigator

Deploy

Manage

Import

Jobs

Configuration > Tools > Template Center > Import

Assign Template to User

Find the NGEW template that was recently imported, and click Next to start the deploy wizard. To see what each

template does, simply click the right arrow next to each of the templates.

Template Selector

Template Name
LAN Switch Universa
Location Configuratic
MACsec

Mobie Branch
Multicast Source Disc
Performance Monitor
Performance Monitol
Performance Monitor
Performance Monitor
Performance Monitol
Performance Routing
Qualty of Service
Resource Reservatior

O0000O000O0OROO0OO0Oo
Yy V¥V VvV VvV VvV VvV ¥Y VYV VY VY Y

Features Type
SBA Partial
Location Complete
MACsec Partial
mobie, NGEW Complete
SBA Partal

Performance  Complete
Performance  Complete
Performance  Complete
Performance  Complete
Performance  Complete

PR Complete
QoS Complete
RSVP Complete

Selected 1 | Totsl 80 ‘&}!

Show [Al

*] 8

Role In Netv Category

Access,Dist
Access
Access
Branch Offi
Core
Access
Access
Access
Access
Access
Access
Access
Access

BN

Location configuration on a
MACsec Configuration
mobie

BN

VideoMonitoring Movi config
VideoMonttoring Tandberg
Performance Monitoring Vo
Performance Monitoring CU
Webex_Servers configurati
PR

QoS

Video Monitoring

Created By Scope

Cisco Device  a
System Port

System Port

NGEW Device

Cisco Device

System Port

System Port

System Port

System Port
System Port _l
System Device

System Device

System Port |
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Select the devices that will be used as the new branch-office routers.

=

Device Selector
& K
» [J Al Devices =
v [JDevice Type Groups
» [JNon Cisco Devices
* [JRouters
» [CJcisco 2800 Series Integrated S
I » [V Cisco 2900 Series Integrated ST
» [ cisco 3800 Series Integrated S
| » [ cisco 3900 Series Integrated s
» [Jcisco 7200 Series Routers

» [Jswitches and Hubs =
<| | »

* Default Display: 500 records 7

The next step generates the branch-office configuration. You may need to complete multiple configuration fields
within the template. The wizard will prompt you for all information that needs to be unique for this network or a
particular device using this template. Grouping of sections helps you quickly enter relevant information. Enter all of
the parameters broken down by section.

P> Configure Mobile Branch

Global Parameters@

SNMP RO Community * [sees
SNMP RW Community = [essees
Console Password * |eeeessssse
PreShared DMVPN Key * |esses
NTP Server IP Address ™ [192.168.138.243

1Pv6 Block®

Skip this Section

BGP Neighbor for VLAN IPv6 Address =
BGP IPv6 Subnet 1 =

The next step allows you to enter unique values one at a time on a per-device basis. This mechanism is most
efficient for up to 5 to 10 branch offices.
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Unigue Device Level Parameters
/ Edit @> Import @ Export
Device HoctName | Confioure Phone Parts : Viice V1 AN LConfl
® L3 Edit Unique Parameters x
O SBR Host Name | En
O RTP Configure Phone Ports : Voice VLAN
O siv- Configure Phone Ports : Access VLAN |
Configure Phone Ports : Interface Type L~
Configure Phone Ports : Start Interface Number [Eg: 0/1) |
Configure Phone Ports : End Interface Number [Eg: 2) |
Configure Non-Phone Ports : Access VLAN
Configure Non-Phone Ports : Interface Type B3
Configure Non-Phone Ports : Start Interface Number [Eg: 0/1)
Configure Non-Phone Ports : End Interface Number (Eg: 2)
Configure Trunk Ports : Native VLAN |
Configure Trunk Ports : Interface Type |~ |
: Configure Trunk Ports : Start Interface Number(Eg: 0/1) |
[l Configure Trunk Ports : End Interface Number [Eg: 2) | ]
T ( Save || Save and Edit Next | [ Cancel |

For large-scale deployments of 10+ unique branch offices where the parameters vary, there is another mechanism
within the configuration template to help merge the unique variables. If a template has such unique variables, a
new wizard is created automatically that allows you to export the file with devices prepopulated.

Unique Device Level Parameters

/' Edit @ Import | & Export

Device THost Name Configure Phone Ports : Voice VLAN Configure Phone Ports : Access VLAN
LA-3750-SBR

NY-3750-
SBR.cisco.com

RTP-3750-SBR
SIN-3750-SBR

OO0 O @

Cisco Prime LMS exports a .csv file with devices already populated, making it even easier to fill out using a
spreadsheet application.

| A | B C
Unique Parameter data for EZ Deploy Template for 3560 and 3750 Series Switches

Device Host Name Configure Phone Ports : Voice VLAN

LA-3750-5BR

NY-3750-SBR.cisco.com

RTP-3750-SBR

[sIN-3750-SBR |

Wi~ v bW N
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You can then fill in appropriate values:

A B C [0} E
1 | Unique Parameter data for EZ Deploy Template for 3560 and 3750 Series Switches
2
3 Device Host Name Configure Phon: Configure Phone Ports : Access VLAN  Configure Phone Ports : In Configure Phone Ports
4
5 LA-3750-SBR LA-3570-SiteA 100 101 GigabitEthernet 0/1
6 | NY-3750-58R.cisco.com NY-3570-SiteA 200 201 GigabitEthernet 01
7 [RTP-3750-SBR |RTP-3570-SiteA 300 301 GigabitEthernet 0/1
8 SIN-3750-SBR SING-3570-SiteA 400 401 GigabitEthernet 0f1

The information may then be reimported by browsing to the .csv file that has all the values filled in.

g

Unigue Device Level Parameters

/ Edit @ Import & Export

O SIN-3750-SBR

SBR.cisco.com
O RTP-3750-SBR

LEZ__DeploymenlepOnM Browse...] (~Clear..|
| Upload |
Device Host Name Configure Phone Ports : Yoice VLAN
® L&-3750-SBR
O NY-3750-

You will see a successful pop-up message with all values filled in against each of the devices.

Unigue Device Level Parameters

Import Unique Parameters

File Imported

/' Edit @> Import & Export
Device II-bstNam [Cmﬂw.leﬁnmpnrts:\robaw ]Cmﬁg.leﬂmports:hccassw
® LA-3750-SER L&-3570-Sited 100 101
NY-3750- ;
O oo cieco.com | NY-3570-SiteA 200 201
O RTP-3750-SBR  RTP-3570-SiteA 300 301
O SIN-3750-SBR  SING-3570-SiteA 400 401

The next step is to add other temporary commands not included in the template. The available commands wiill
differ depending on the type of device and your role-based access permissions. You can then view the final
configuration that will be passed to the device in full. This step is the final human check before pushing out the
configuration. Cisco Prime LMS does other checks in the back end based on the job attributes to make sure the

device and configuration are compatible and ready for the update. After the job is deployed, you can then track the
job status by going to Administrator > Job Status.
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4. Day N - Monitoring and Troubleshooting Infrastructure and Services

After the NGEW branch office is deployed with all the services enabled, the next task is to make sure that those
offices are operating and providing the necessary services. How do you monitor the services that are deployed on
the NGEW branch offices and troubleshoot the infrastructure that they run? The Cisco Prime family of products
can help monitor and troubleshoot these functions from end to end.

4.1 Infrastructure Monitoring and Troubleshooting

You can use the Cisco Prime LMS to monitor the NGEW infrastructure. With Cisco Prime LMS, you can not only
monitor the basic day-to-day operational needs such as device availability, Top-N statistics, and syslogs, but you
can also monitor and report on change audits and other inventory-related business needs.

4.1.1 Change Management

Change management, simply put, refers to retrieving information from the network in real time. These changes
could be caused by replacing the device, modules, or cards within the device or other accessories within the
device. Upgrading the device software or changing the device configuration would also contribute to a change that
is worth tracking. You can easily track all of these changes with Cisco Prime LMS, which includes portlets that
automate the task of tracking all types of change audits within the network. The following screenshot shows how
you can track Inventory and Configuration audits using one of the portlets in Cisco Prime LMS:

Device Change Audit %
Device Name User Name Creation Time Message
BXB-2921- o
RER o Homekn. com admin 4ug 21 2011 12:00:43  INVENTORY_CHANGE
al0S_&P_30.1.1.1 admin Aug 21 2011 12:00:42  INVENTORY _CHANGE
H323_Gwy admin Aug 21 2011 12:00:42  INVENTORY_CHANGE

I NY-2911-RBR admin Aug 212011 11:33:15  CONFIG_CHANGE |

When you click the CONFIG_CHANGE, seeing the difference between the current and prior versions becomes a
trivial task. Notice how easy it is to see the difference between the two configs:

= T TOAT T LW TS0 S50
sowrce-p 10.4.11.13 source-port 21772
dest-p 10.2.11, 13 dest-port 31098
mediatrace session-params EMSAM PARAMS, 996211608
mediatrace session-params EMSAN PARAMS, 1302605926
response-timeout 10
Frequency 30 hactity-timeout 180
route-change reaction-time 15
response-tmeout 10
freguency 30 nactiity-timeout 180
route-change reaction-time 15
mediatrace 946211608
path-speciier EMSAM PATH 946211608
sesnion-params EMSAN PARANS_ 996211608
profife perf-monftor EMSAM_PROFILE R OW fow-speciier EMSA
mediatrace schedule 946211608 e Forever start-time now
mediatrace 1902806926
path-speciier EMSAM PATH_ 1402806936
Session-params EMSAN PARAMS. 1402806926
profie perf-monitor EMSAN_FROFILE RLOW flow-speciier EMSA
mediatrace scheckde 1907806936 ie forever start-time now

EnergyWise EnergyWise

energywise domain XY security shared-secret 7 #7714
energywise management security shared-secret 7 ***
energywise endpoint security shared-secret 7 #994444

Interface-Interface GigabitEthernet0/0
energywise favel 9 recurrence importance 108 020 ** 0, 1,23,

Interface-Interface GigabitEthernet0/1
energywise fevel 9 recusrence importance 108t 020 **0,1,2,3,

Interface-Interface GigabitEthernet0/2

energywise Jevel 9 recurrence importance 108t 020 * * 0,1, 2, 3—

energywise domain NY securily shared-secret 7 %%
energywise management security shared-secret 7 *|
energywise endpoint security shared-secret 7 #7174

Interface-Interface GigabitEthernet0/0

Interface-Interface GigabitEthernet0/1

Interface-Interface GigabitEthernet0/2
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4.1.2 Inventory and Asset Management

Tracking inventory is just as important as tracking the configuration changes. It is an important business function
to maintain an accurate inventory of all devices on the network, including their types, installed options, and
versions of software and configuration. Launching the Cisco Prime LMS Inventory dashboard quickly gives a high-
level overview. You can see how many routers and switches are in the network. The graphs are clickable to further
examine each type of device to see specific chassis, where it is located, and other basic system information. You
can collect similar MIB-2 derived information for third-party devices as well.

Hardware Summary

Non Cisco Devices
Wireless

Voice and Telephony
TelePresence

Switches and Hubs

O @ oD

Routers

Having a chart for software images running on network devices also has its own significance. Clicking the number
at the right in the screenshot that follows allows access to information similar to that of the hardware inventory.
Having a table of all software versions allows you to baseline the network and to quickly spot any devices not
running a standardized image.

Software Summary %

Software Version Count
2.5.1.10000-26

Generic Class
12.2(58)SE1
package

15.1(4)M
5.0.9-201001141015
12.2(35)SES
12.2(55)SE3
4.2(1)N1(1.42b)
8.5.1.10000-206

LH oA

w

NN NN NN W

4.1.3 Monitoring and Troubleshooting

Syslog Management

Syslogs are crucial for monitoring the network and network services. Syslogs can provide more detailed
information than traps. Cisco Prime LMS takes full advantage of this fact, and helps you sift valuable meaning
from the syslogs of a device. With Cisco Prime LMS, many portlets are available to give a clear view of the
syslogs sent out by devices on the network. The following screenshot shows that two syslog categories that have
been received need attention: memory allocation and severity level 2 syslogs. Syslog portlets are quite flexible,
and you can modify them to show only syslogs that are of interest to you. You can filter them by severity or with a
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custom rule that you create, allowing for generation of an instant view that monitors values pertinent to this

network.

Syslog Summary

] Mermory Allocation ...

B severity Level 2 (...

As with inventory in Cisco Prime LMS, clicking the syslog type allows you to find more details and see the
individual syslogs.

il Syslog Analyzer Severity Lm:-el 2 (Cri!ica_l mes:aags) Report ’ @ S
cisco  Generated at Aug 28 2011 14:53:55 C Universal
1)
Sy 112 of 12 recoeds I«Gompm:z]o!lwos@»l
[Device e inerface [Tmestare. [Fadltyf-sub-facity] [severty  Mnemonic [Desarption [petats |
1. NCZILRER 10.0.104.2 Aug 23 2001 13:55:49 £ z MALLOCFAIL Mermoey slocation of 65536 btes faled From (233 1EECK, sbgrmerk 0 £
2 Nr-2911-RER 10.0.104.2 Py 28 2011 13:58:19 5Y5 2 MALLOCFAIL Memory alocation of 65536 bytes Faled from 0x2381880C, abgrment O .
3. Nr-2911-RER 10.0.10+.2 Aug 28 2011 13:57:49 SYS 2 MALLOCFALL Mécnory slocstion of 65535 bytes faded frem 0x2IB1BEOC, shgrinart O -
4. NE2SILRER 10.0.104.2 AU 232011 13:57:19 S¥S 2 MALLOCFARL Mermey slocation of 65536 bites Faled From G2 1EE0C, sbormmerk O =
5. Nr291LRER 10.0.104.2 g 232011 13:56:49 S H MALLOCFAIL termoey slocation of 65535 bytes Faded frem (233 1BEOC, shgrment O .
6. NMZI-RER 10.0.1042 M) 232011 13:56:19 S 2z MALLOCFAIL Mermoey slocation of 65535 bytes faded from (233 16E0C, shgrmeri O *
7. NO2IILRER 10.0.1042 Au) 23 2001 13:55:49 55 z MALLOCFARL Merriey slotation of 65536 bites faled From G2 1EECS, Skrmerk O -
8. Nr-2911-RER 10.0.1042 A 28 2011 13:54:50 55 2 MALLOCFAIL Memary slocation of 65535 bites faled from (23310004, slgnmenk 0 E
9. NrZINRER 10.0.104.2 A) Z3 2011 13:54:20 NS z MALOCFAL Mermey shocation of 65535 bytes Faled From 0233 1BECC, shgrmert O .
10, N-2911-RER 10.0.1042 A 28 2011 0S:54:35 Y5 2z MALLOCFARL Mermooy skocation of 65536 bytes fadod frem G231EE0C, sbgrmerz O -
1. N-2911-RER 10.0.104.2 A 28 2011 05:51:4 S 2z MALLOCFALL Memaey slocotion of 65535 bites faled From (233 1BEOC, shgrmernk O -
12, Nr-2911-RER 10.0.1042 AU 232011 0S:51:04 S5 2 MALLOCFAIL Mermey Slocation of 65535 bites Faled from 0233 1BEOC, Sgrrert 0 *
Rowsperpage: 20 [ Iccootopsger| 1 |of 1popes|Go 3l

Cisco Prime LMS is linked with cisco.com to give you the most current information about syslog messages. By
clicking Details (shown in the right column in the previous screenshot), Cisco Prime LMS provides a detailed

explanation of the syslog directly from cisco.com as well as recommended actions that you can take.
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Message Details
Syslog Message:
Description:

Explanation:

Recommended Action:

SYS-2-MALLOCFAIL

Memory allocation of [dec] bytes failed from [hex],
pool [chars], alignment [dec]

The requested memory allocation is not available from
the specified memory pool. The current system
configuration, network environment, or possibly a
software error might have exhausted or fragmented
the router memory.

Copy the error message exactly as it appears on the
console or in the system log, call your Cisco technical
support representative, and provide the
representative with the gathered information.

Lok

Syslog Alerts is another portlet that is quite useful in letting you know the devices that may have problems. The

portlet shows any devices sending out Critical severity messages.

Syslog Alerts

Device Name
NY-2911-RER

Emergency

Alerts
0 0

Critical

12

Top-N Statistics

The Monitoring dashboard is populated with the Top-N portlets for quickly spotting problems. Cisco Prime LMS

has the Top-N portlets for CPU, memory, interface, errors, environmental, and other important statistics to help

troubleshoot problems.

TOP-N CPU Utilization

Click here to configure more Pollers.

TOP-N Memory Utilization

Device Name

NY-2911-RER

Time Interval: 1 Hour

Device Name Interface Transenission %
CPU Instances Average % Graph =
— - 7206-Core-1 Faif0 1637 X
€500 46.17 g
1w & & 6.03 8
1 g 0/ 7691
1 L\'Q 6031
1 g
Falf0/48 7511
"0-10 10-30 ®20-80 W80-100
B0-S0 S0-70 ®m70-90 ®WS0-100

Click here to configure more Polers.,

Time Interval: 1 Hour  TOP-N Interface Errors

Average % Gragh Interface IN Errors
90,16 E— ) Device Name Interface
5 7206-Core-1 Fa1/0
g Interface QUT Errors
2] No interface OUT Errors occurred in the last 1 Hour
<]

Clck here to configure more Pollers.

T i [
& 1248 K 3]
5] 771 5]
8] g
2] 2]
&) 3}

Time Interval: 1 Hour

Time Interval: 1 Hour
IFirEmror (packetsfsec) | Graph
3751 1§

Time Interval: 1 Hour

Cisco Prime LMS has many more tools to help troubleshoot network problems that are beyond the scope of this

document. For more informati

on, refer to: http://www.cisco.com/go/Ims.

© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 13 of 30


http://www.cisco.com/go/lms

4.2 Services

4.2.1 Collaboration

Cisco Prime Collaboration Manager 1.1, part of the Cisco Prime Network Management portfolio is the Enterprise
platform of choice for delivering Integrated Troubleshooting with Enterprise Medianet, Cisco Mediatrace and IP
Service-Level Agreement Video Operations. These capabilities are essential when video services are deployed in
the branch office, Collaboration Manager can easily discover the video infrastructure and provide overall health.
Cisco Prime Collaboration Manager 1.1 allows you to visualize, monitor, and troubleshoot video service for a Next
Generation Enterprise WAN deployment.

New Capabilites in Cisco Prime Collaboration Manager 1.1:

o End-to-end visibility, real-time troubleshooting and inventory support for Cisco TelePresence® EX and C
Series (Release 1.0 included Cisco TelePresence System endpoints only)

e Support for scheduled meetings from Cisco TelePresence Management Server (Release 1.0 included
Cisco TelePresence Manager)

o At-a-glance executive summaries and out-of-the box simplified use and diagnostic reports

o Ability to initiate Performance Monitoring on-the-fly providing deeper visibility on medianet-enabled
networks into flow statistics at hotspots (Release 1.0 introduced Cisco Mediatrace and IP-SLA VO)

o Integration with other Cisco Prime management systems (LMS and NAM) offering critical diagnostic
information about the network along the video path

Collaboration Manager provides Real-time visualization of in-progress video collaboration sessions, detailed end-
to-end visibility into the media path, at-a-glance executive summaries to identify critical outages, and simple out-
of-the-box reporting to view utilization and problem trends. When a network includes medianet-capable devices,
Cisco Prime Collaboration Manager provides even deeper network path visibility, down to the granularity of video
flow statistics.

To help ensure a superior end-user experience, Cisco Prime Collaboration Manager Speeds troubleshooting and
recovery from service-affecting problems, provides detailed analysis to quickly pinpoint service-degrading network
devices, delivers reports that help you manage your key assets and track usage. In addition, Cisco Prime
Collaboration Manager efficiently validates large-scale deployments. It comprehensively evaluates the inventory,
health, and status of Cisco TelePresence endpoints, as well as service and network infrastructure devices.

Collaboration Manager offers an easy way to see how many sessions are active at any time within the video
network. Simply go to Monitor > Session Monitoring to see the sessions that are in progress in the network. In
the screen shot below you can see a video session between Tandberg EX-60 and EX-90.

This screenshot clearly tells you if the endpoint is experiencing any session errors. To further probe the cause of
any problems and initiate troubleshooting, use the cursor to hover over the Session Subject and a Session Details
screen will pop-up as shown in the screen shot below.
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Click one of the endpoints on the right side to see detailed statistics:
Session Statistics
Video Audio
Primary Codec Primary Codec
W  RxPacket Loss 560% | W  RxPacket Loss 523% |
&vg Period Latency 2 ms | &vq Period Latency 2 ms |
Avg Period Jitter 28ms | | Avg Period Jitter 3 ms |

Click Troubleshoot Session to let Collaboration Manager quickly identify the areas in the network that might be
causing the problem. Collaboration Manager gives you a visual trace between the two endpoints:

Session Type Ad hoc
Status In Progress

. ()
1

SFO-ESET-EX6...

3945-East-1

Scheduler N/A

Elapsed Time 58:31:33

Medianet Path View

=

SF-2911-RBR

szso

i";.-..i (o)

7206-Core-2 10.0.4.2

@& _ & -

DEN-2911-REBR

Step 6 of 6: Troubleshooting is complete.

Start Time 2011-Sep-23 09:28:24 PDT

€5

7206-Core-1

3945-West-1

VEXN

Denver-EX90

Notice that the device icons change based on the capabilities that are enabled on the devices. Medianet-capable
devices have a “film strip” on the edge. Click Medianet Path View to instantly see all the intermediate devices on
the x-axis. Various other parameters such as CPU, memory, packet loss, and jitter are plotted on the y-axis. The

size of the bubble indicates the magnitude of the second variable of the tab. For example, in the screenshot note
that jitter is indicated by the y-axis, whereas the size of the bubble indicates packet loss.
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Session Type Ad hoc
Status In Progress

Scheduler N/A
Elapsed Time 58:48:03

Start Time 2011-Sep-23 09:28:24 PDT

Circle size = Video Packet Loss (%)

Troubleshooting Logs Medianet Path View
CPU,Mermory CPU,Packet Loss Bit Rate,Packet Loss Jitter,Packet Loss DSCP,Packet Loss
] -
5 00 (@) o
R 600 —
%
]
g 200 —
> o T I I I I T
SF.2911. 3945, 10021 10042 3945. DEN-
RBR West-1 East1 2911-RBR

O Video Packet Loss (%) =0 @ Video Packet Loss (%) » 1

Use the cursor to hover over the bubble to see the severity of the packet loss and, more importantly, where the
packet loss is first detected. You can see in the path view in the previous screenshot that there is relatively little
packet loss at the 3945-East-1 router as compared to the LA-2921-RBR router. Clicking the bubble provides

additional information related to the video flow that can also help in troubleshooting video.

atlvan]ne

Crco Prime
cisco  Collaboration Manager

x Initiator/ Responder
i : Responder
Ko Mer Configured

System Ss

PP | Madiatr ace Flow Information [IRVEITTS -

X | scheddx N/A
Elgsed T :
Notwirk Dagrostics S Tiee 202

osCP

P Packt Drop Count

RTP Packet Loss

RTP Packet Jater (RFC 3550)
Ingress interface

Video Flow Audo Flow e
nooe (0) @ none (0) @ —

0 pkts 0 pkts 6"."? Sa -
0.00% 0.00% 3 = w — E a ——
700 ms @ 79ms [sr-2011-00n  JEETVERAMRNY 7206-Cora-1

NA NA

Egress Intirface

(= (=%

Interval: 30 seconds
Lt Updated: 2011-Sep-29 15:55:23 POT

10.04.2 10.0.2.1

DEN-2911-RBR Dasver-£X90

Step 6 of 6: Troubleshooting s complete.

Stat Trme 2011-Sep-23 09:28:24 PO

Cisco Prime Collaboration Manager 1.1 also provides the ability to the network admin to initiate Performance
Monitoring on the fly. Click on the “View All Flows” tab in the above pop-up, select the Flow Data type (All/RTP)

and hit “Start”.

© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 16 of 30



Caco Prime
cisco  Collaboration Manager

t Capable

Initiator /Responder
Responder

sdmnv LogOut

¢OHY

e X | scadde N/A Start T 2011-Sep-23 09:20:24 PO
Ti
SystemSuas  Intface Dotads  Meduvace Fiow nformston  ([TERIEI 1otwerk Disgrostes Elioced Tree 152:200:42
- forw
[GoieEthemato/0 ERESS v
Solect Flow data type é'—,'% s —n
®an - —_— w — & i o
RE: IMTWastl T206-Core-d
L y :
( ‘:_,’; ( 77—4”“ :
10.0.4.2 10.0.2.1
e _. Yoo
T E -M
ODEN-2911-ROR - EX90
Step 6 of 6: Troubleshooting is complete.

This will bring up another summary screen which will give you a good idea of how much of the interface capacity

etc is being used for this session:

Troubleshooting

¢ Matee

Subject SFO-ESET-EX60 - Denver...
Structure  Point-to-Point Session

» Vizw Sossion Tegx

v blethootng St
From To

Y

Status Action
@ W SFOESETEX. Denver©X50  InProgess  Ston
O ¥ Oenver£X90  SFOESETEX.  Ended Start New

Sesson Type  Ad hoc
Status  In Progress

Schedder N/A
Elgred Trne 152:19:14

Troubleshootng Logs Medaret Path View

Interface L
0.69% Of Intie
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Interface:Gi0/ 0
Type of Traffc SelectedALL

Maximm Bandwidth: 1000 Mbps
interface Us02:6855 Kbps

Flow U500:5136 Kbps fosees
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0¥
- AR
W e
Last updated: W Free - 1000¢e
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- tren

P e show %
wo_ | source sockaten | 55" Shon Lot -
S ToRorasence. Video 1762784 406 O -
Ce 1 122 0 =
ODorwerE.  GO/O  SFOES Loe 1 007 0.
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GO0 SFO-ESE GOJ/2 Derwer-E e 1 43 0
G0f2  Derwwe-E GO/0 SFO-ESE ue 234 134144 0.16 0. >
- b
SF-2911- 3943 7206~ 10.0.21  10.0.4.2 7206~ OEN-
RBR Wart:d  Corecd Coras2 2913

Start Trne 2011-Sep-23 09:28:24 POT

flow Usage

0.32% of Intrface Speed

Video
S0
WEBCACKE

MICROSOFT.OS

Cisco Prime Collaboration Manager 1.1 also provides Integration with other Cisco Prime management systems
(LMS and NAM) offering critical diagnostic information about the network along the video path.

Once you use the “Troubleshoot Session” utility from Session Monitoring as explained earlier in this document,
you can click on a Medianet enabled router in the path (ISR-G2 3945 in the screen shot below) - go to “Network
Diagnostics” >Cisco Prime LMS - Device View and other links.
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Status  In Progress

Scheduer NfA
Elapsed Time 58:31:33

Logs Medianet Path View

=2 | —
2 B~

SFO-ESET-EX6.

Responder
Unsupported
Mendor @ Configured
- Q)\ SystemStaws  Interface Detalls

&

Start Time 2011-Sep-23 09:28:24 PD1

=

Mediatrace Flow Information

(e

3945-East-1

Step 6 of 6: Troubleshooting is tomple!
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Cisco Prime Collaboration Manager also offers integration with Cisco Prime NAM. Once you use the “Troubleshoot
Session” utility from Session Monitoring as explained earlier in this document, you can click on a NAM enabled
router in the path (ISR-G2 2911 in the screen shot below) - go to “Network Diagnostics” - Cisco Prime Network
Analysis Module (NAM) 2> Select a NAM IP and then you can get access to multiple options: Device Interface

View, NAM Host View & NAM Home Page as shown below:

© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 18 of 30



© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Session Type  Ad hoc Scheduler N/A Start Time 2011-Sep-23 09:28:24 PDT|
Status In Progress Elapsed Time 58:31;37

NAM icon signifies Cisco Prime™
NAM presence in the router.

|

SF-2911-RBR 3945 -West-1 7206-Core-1

10

E'-_,r ﬂ [~ Cisco Prima Netwerk Analysis Modula QUAM) |

Plaace select 3 NAM management [P | 162.168.136.123 |
3945-East-1 DEI

&«T B

Step 6 of 6: Troubleshooting is complete.

Cisco Prime Collaboration Manager ver 1.1 Supported Devices:

CPCM 1.1 supports Cisco TelePresence devices such as CTS, Tandberg series and many more. For a complete
list of endpoints supported and their supported software versions by CPCM 1.1, please go to the following link:
http://www.cisco.com/en/US/docs/net_mgmt/prime/collaboration_manager/1.1/supported/devices_alarms/devices.

xls
Cisco Prime Collaboration Manager ver 1.1 Supported Alarms and Events:

http://www.cisco.com/en/US/docs/net._mgmt/prime/collaboration _manager/1.1/supported/devices alarms/events

alarms.xls

4.2.2 Application Visibility

Cisco Prime Assurance Manager collects, normalizes and correlates data across multiple sources of embedded
performance instrumentation, such as NetFlow, Network Based Application Recognition (NBAR), Cisco 10S®
Software Performance Agent (PA) and Cisco Medianet Performance Monitor. Branch-office and headend devices
capable of exporting performance metrics in Flexible NetFlow Version 9 (FNFv9) format can export information to
the Cisco Prime Assurance Manager for further analysis. Additionally, CPAM monitors the health and utilization of
network devices. All the data collected is presented as views into a particular Site, Interface, Application, Service
or End-User while hiding the complexity of managing multiple data sources. These correlated end-to-end views,
which bring together network, traffic, application and user information simplifies monitoring and accelerates
troubleshooting.

The Site Dashboard below displays the health of network devices in the site, the application traffic in the site, as
well as the end-user experience of applications as indicated by the transaction time.

Device Reachability Status dj

Device Name Device IP Location SNMP Reachability
SF-2911-RBR 10.0.103.2 San Francisco 2911 Branc... Reachable
SF-3750-SBR 10.3.10.1 RTP 3750 switch Reachable
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'Top N Memory Utilization

Device IP Instance Average v Maximum Minimum Current

10.3.10.1 1/0 el | el | e | Nere |
10.0.103.2 1/0 | T A A e
10.3.10.1 Processor e | - | e | -5
10.0.103.2 prcessor I 2% | N2 | I 27 | I 2>

10.3.10.1 Driver text | 0% | 0% | | 0% || 0%

Top N Applications by Volume 4l @ I

Applications

| ! I ! I ! I ! I ! I ! I

] 100 200 300 400 500 600 700
Megabytes
Worst N Clients by Transaction Time df @&
Maximum Average -

Client Application Transaction Transaction Past 24 Hour Trend (ms)

Time (ms) Time (ms)
10.3.11.41 h245 18603 16365 — T ~——— 16453
10.3.12.11 null 131 128 e 45
10.3.12.11 pop3 33 30 T~ 38
10.3.12.16 smtp 36 30 —— 26
10.3.12.12 smtp 37 29 T 28

Cisco Prime Assurance Manager 1.1 also includes 360 degree views for devices. This further enables effective
troubleshooting by bringing together all the device information like health, alarms, events, top application traffic on
interfaces, etc into a single view. The troubleshooting context, in this case the site view, is maintained while
viewing device specific information in the 360 degree window. As an example this enables the user to correlate the
alarms with the configuration change, or identify which are the critical interfaces depending on which applications
flow through them.
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Clicking on a specific interface will bring up the Interface view, which further indicates the number of users on this
interface, the interface utilization, the applications flowing through the interface. By selecting the WAN interface,
the admin will get insight into trending and baselining of the branch usage.
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The Cisco Prime Assurance Manager can also provide end-to-end visibility into application health. The Application
dashboard shows the sites having the worst experience for the application, cifs in this case. It also shows the
health of the application servers, the top users of this application, the application usage trend and tools to further
analyze and troubleshoot the application response time (ART).

Worst N Sites by Transaction Time T @&

Site Application
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App Server Site Application Avg. Server Re: Max. Server Re Server Response Time (ms)
10.0.250.12 S) Data Center  cifs 36 52 T 102
10.0.250.13 S) Data Center  cifs 36 50 e e ST
10.0.250.11 S) Data Center cifs 35 48 ——~ ~——_ 99
10.0.250.15 S) Data Center cifs 34 48 —~— ———— 100
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Similar to end-to-end application views, views are also available for end-to-end service performance such as
Voice/Video service. The Voice/Video Dashboard shows site-to-site key performance indicators that affect service
quality such as jitter and packet loss. In a large network the Cisco Prime Assurance Manager can provide service
health between sites, and the Cisco Prime Collaboration Manager can be used to troubleshoot specific video
sessions and identify exactly where the jitter/packet loss is getting injected between the sites.

RTP Conversations Details &)
Source Address Destination Addr...  Jitter (ms) Packet Loss (%) v MOS Source Port Destlnaho
192.168.138.202 10.15.11.10 .22 8 3.61 25482 17264
192.168.138.201 10.15.11.10 32 8 3.81 27978 18012 m
192.168.138.202 10.15.11.10 .83 8 3.6 25154 18382
192.168.138.201 10.15.11.10 2.07 8 3.63 24790 17396 D
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To help troubleshoot end-user experience issues, the Cisco Prime Assurance Manager provides an End-User
Experience dashboard, where the specific user's experience can be compared to that of other users from the
same site. This helps in insolating the issue to the user, the site, or the application.

Worst N Clients by Transaction Time
Client Application Max Transaction Time (ms) Avg Transaction Time (ms)
10.3.11.41 h245 29938 25834
10.3.12.11 http 134 128
10.3.12.16 smtp 34 29
10.3.12.11 pop3 31 29
10.3.12.11 mysq|l 29 29
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In Bytes 40296307 0 47190488 41809280 42757976 44806176

Another component of the Cisco Prime Assurance portfolio is the Cisco Prime Network Analysis Module (NAM).
The NAM can analyze live traffic streams and provide packet analysis capabilities for advanced troubleshooting.
For visibility into WAN Optimized environments, the NAM collects information from the Cisco Wide Area
Application Services (WAAS) Flow Agent (FA) and the Cisco 10S® Software Performance Agent (PA). NAM
provides the network administrator with network performance dashboards such as Top-N applications, application
throughput, and application response time. The Cisco Prime Assurance Manager also provides centralized

management and reporting of all the NAM data from multiple NAMs.
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i‘

pata Collectors
Data Collectors nam.ACC-NAM 2204 cisco.com
( L) ¥ Inventory/Configuration Details
G = . Device Type  Cisco NAM 2204 Appliance
g Lal NAMIP  192.168.136.67
i Host Device Name  nam.ACC-NAM2204.cisco.com
i ocaM2220.dsc0.com
Host Device 1P 192.168.136, 67
I RTP-NAMASRE cuco.com
i Status a Baschahl
Systemn Time
NTP Server Name  NA
s ey
Version  5.1(1)
Response Time Monltring  undefined
Call Signal Monitoring  undefined
¥ Associated Data Sources
Tolal 4 & ‘ﬂ" -
swlm |8
Data Source a Type Exporting Device Status
192.168.136.67-DATA PORT 1 DATA PORT 192.168.136.67 . Down
192.168.136.57-DATA PORT 2 DATA PORT 192.168.136.67 © Down
192.168.136.67-DATA PORT 3 DATA PORT 192.168.136.67 up
192.168.136.67-DATA PORT 4 DATA PORT 192.168.136.67 u Up
¥ Capture Files
%, 0ownload U Decode 5 Delete Show [E
[0 Neme NAM Size (MB) Timestamp v Sate
O ars_greee_pc_1.pcap RTP-NAM-SRE dscocom @ 10.0 2012-Mar-13 4:36:10 POT NA
[ Session_192_168_138_210.pcap DCNAM2220.cisco.com @ 12 2012-Mar-05 4:22:36 PST NA
O re_pc_Capture_1.peap DC-NAM2220.cisco.com @ 8.4 2012-Mar-05 2:20:23 PST NA
O Sesson_10_15_11_10.pcap DC-NAM2220.clsco.com @ 94 2012-Mar-05 2:09:35 PST NA
O sesson_pesynchtps.peap DC-NAM2220.cisco.com @ 04 2012-Mar-05 2:04:51 PST NA
[ session_pesynchttps_1.capture DCNAM2220.csc0.c0m @ 02 2012-Mar-05 2:02:34 PST NA
O gotes_1.capture DC-NAM2220.cisco.com @ 10.0 2012-Jan-30 8:40:10 PST NA
O pemo123_1.pap RTP-NAM-SRE.disco.com @ 10.0 201232025 3:23:49 PST NA
O ww_pc_1pap RTP-NAM-SRE dsco.com @ 10.0 2012-Ja0-25 10:03:15 PST NA
[ session_flowmonitor_192_168_136_32.pcap Campus-NAM3.eset-cisco.com @& 10.0 2012-Feb-25 8:01:57 PST NA
O App_Start_1.capture DC-NAM2220.cisco.com @ 500 2012-Feb-19 10:25:06 PST NA
a gilles_1.pcap RTP-NAM-SRE.disc0.com @ 10.0 2012-Feb-16 5:45:48 PST NA
¥ NAM Data Collector
©eEnable () Disable Show | Al
[ Device Name Type Data Collection
[J RTP-NAM-SRE.disco.com Cisco SM-SRE Network Analysis Module Enabled
[0 nam.ACC-NAM2204.cisco.com Cisco NAM 2204 Appliance Enabled
O campus-NAM3.eset-cisco.com WS-SVC-NAM-3 Enabled
O bc-NAM2220.cisco.com Cisco NAM 2220 Appliance Enabled

NAM can also be integrated with Cisco WAAS Central Manager (CM) to provide the network administrator with a
combined view of the network performance, user experiences, and optimization statistics.
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WAN optimization technology such as Cisco WAAS uses TCP proxy, which splits a TCP connection into multiple
segments within the network (client segment, WAN segment, and server segment). Traditional network
performance reporting, which relies on Switched Port Analyzer (SPAN), may not be able to accurately provide the
application response time. Cisco Prime NAM fully interoperates with Cisco WAAS to correctly report application
response time with WAN optimization. The network administrator can use application response time information
along with optimization statistics to quantify WAN optimization ROI.

The following screenshot shows the NAM dashboard accessible through Cisco WAAS CM. From the WAAS CM
menu, select Monitor > Network Analysis Module > Overview to display high-level information about
applications at the chosen site such as Top-N Applications, Top-N Hosts, etc.
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From the same WAAS Central Manager menu, the network administrator can find more information about the
application throughput (volume) over time by selecting Monitor > Network Analysis Module > Throughput >
Top Applications.

© 2012 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 28 of 30



The following screenshot shows the change in traffic rate after applying traffic shaping:
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NAM can also provide response-time information that is collected from either Cisco I0S Performance Agent
available within a Cisco Integrated Services Routers Generation 2 (ISR G2) router, or WAAS Flow Agent available
within all WAAS appliances. Response time provides information about the transaction time and the server delay
that is relevant to measuring or quantifying user experience accessing applications. Go to Monitor > Network
Analysis Module > Performance Analysis > Application to see the transaction time. The screenshot shows a
significant improvement in application transaction time after enabling WAN optimization.
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The table below lists the hardware and software products for NGEW RWAN.

Product List

Standard branch office

Cisco 2951 Integrated Services Router (ISR)

High-density packet voice video digital signal
processor module for Cisco Unified
Communications Solutions (PVDM3-256)
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High-end branch office Cisco 3945 ISR 15.2(2)T1
PVDM3-256

Headend router Cisco ASR 1006 Aggregation Services Router | 10S XE RIs 3.5

Device management and configuration Cisco Prime LMS 4.2

Video monitoring and troubleshooting Cisco Prime Collaboration Manager 11

Application Visibility Cisco Prime Assurance Manager 11

Application Visibility Cisco Prime Network Analysis Module (NAM) 5.1(2)

Cisco WAAS management Cisco WAAS Central Manager 4.4

Call control Cisco Unified Communications Manager 8.6
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