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Introduction

Of all of the potential threats facing an enterprise today, data loss is perhaps the
most painful. Every company worries about having to disclose the loss of customer
data or intellectual property, and facing the inevitable bad press, awkward
questions, fines, and even investigations, that result. As a result, preventing
persistent, widespread attacks against customer data, trade secrets, intellectual
property, email, or financial data has become a top priority for every IT organization.
Unfortunately detecting data loss (exfiltration) is one of the most difficult problems
facing enterprise IT today.

One of the most difficult challenges for security practitioners combating data loss is
determining how to gain visibility to the internal network. The internal network is
where the critical data resides, and represents the first possible location where one
can detect and prevent data loss. The Cisco Cyber Threat Defense Solution addresses
this problem by providing the visibility mechanisms needed for detecting data loss.
Cisco’s solution addresses the data loss problem by combining the use of hardware-
enabled NetFlow with the Cisco Identity Services Engine and a management console
for inspecting flow data.

Prerequisites

This document assumes the reader has read the Cisco Cyber Threat Defense
Solution Overview, Design and Implementation Guide, and the Introduction to Cisco
Cyber Threat Defense “how-to” document. Readers will gain the maximum benefit
from the examples in this guide if they have installed a fully functioning Cyber
Threat Defense Solution, including switch and router infrastructure that is properly
configured for sending NetFlow, a fully functioning Cisco Identity Services Engine
environment, and a StealthWatch FlowCollector and StealthWatch Management
Console. With these in place, security practitioners should then plan on following
the step-by-step examples while in front of the StealthWatch console.

Solution Components

The Cisco Cyber Threat Defense Solution is composed of three integrated
components:

NetFlow data generation devices. NetFlow is the de facto standard for acquiring IP
operational data. Traditional IP NetFlow defines a flow as a unidirectional sequence
of packets that arrive at a router on the same interface or sub-interface and have the
same source IP address, destination IP address, Layer 3 or 4 protocol, TCP or UDP
source port number, TCP or UDP destination port number, and type of service (ToS)
byte in their TCP, UDP, and IP headers, respectively.
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Flexible NetFlow is the next generation in flow technology and is a particularly
valuable component of the Cisco Cyber Threat Defense Solution. Flexible NetFlow
optimizes the network infrastructure, reducing operation costs and improving
capacity planning and security incident detection with increased flexibility and
scalability.

NetFlow can be enabled on most Cisco switches and routers, as well as some Cisco
VPN and firewall devices. In addition, select devices now employ special hardware
acceleration, ensuring that the NetFlow data collection process does not impact
device performance. This enables NetFlow data collection pervasively throughout
the network—even down to the user edge—so that every packet from every
network segment and every device is completely visible.

Cisco Identity Services Engine. The Identity Services Engine delivers all the
necessary identity services required by enterprise networks—AAA, profiling,
posture, and guest management—in a single platform. In the context of the Cisco
Cyber Threat Defense Solution, the Identity Services Engine can be deployed as
either a network appliance or virtual machine and answers the “who” (user), “what”
(device), and “where” (which NetFlow-enabled device) questions that tie network
flow data to the actual physical network infrastructure.

In an enterprise deployment, the Identity Services Engine provides the central
policy enforcement needed to govern a network. The Identity Services Engine can
provision and deliver cross-domain application and network services securely and
reliably in enterprise wired, wireless, and VPN environments. This policy-based
service enablement platform helps ensure corporate and regulatory compliance,
enhances infrastructure security, and simplifies enterprise service operations. The
Identity Services Engine can gather real-time contextual information from the
network, users, and devices and make proactive governance decisions by enforcing
policy across the network infrastructure.

Lancope StealthWatch System. This NetFlow visibility, network performance, and
threat detection solution provides an easy-to-use interface that enables both
monitoring and detailed forensics. The solution is composed of two core
components: the StealthWatch Management Console and one or more StealthWatch
FlowCollectors. Additional optional components include a StealthWatch FlowSensor
and a StealthWatch FlowReplicator.
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Operating Concepts

The Cisco Cyber Threat Defense Solution detects data loss by using a customizable
set of rules within StealthWatch that detects asymmetric outbound flows.

An Asymmetric Flow

Lots of Outbound Packets
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The rule within StealthWatch that monitors for this behavior is called Suspect Data
Loss. The rest of this document examines how this rule operates, how to configure
and tune it, and how to use it to detect data exfiltration.

Note: An asymmetric flow should not be confused with packets that follow asymmetric paths.
Packets that follow asymmetric paths use different physical or logical paths for inbound and
outbound packets. An asymmetric flow is one in which there is a great disparity between the quantity
of inbound and outbound packets.

Determining Which Flow Traffic Is “Visible”

Within an enterprise, when two endpoints communicate across a network
connected by NetFlow-enabled network access devices, the NetFlow-enabled
devices generate NetFlow data that describes the characteristics of that flow. An
endpoint in this network can either be inside or outside the boundaries of the
corporate network.
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Note: In this document, the terms “endpoint,” “computer,” “host,” and “device” are used
interchangeably to mean any network-attached system.

The visibility of a flow is subsequently defined by the endpoint’s location, expressed
as one of four possible “classes” of flows:

From
Inside | Outside
Inside | Visible | Visible
Outside | Visible | Not visible

To

To summarize, the Cisco Cyber Threat Defense Solution has visibility to flows that
are “inside to inside,” “inside to outside,” and “outside to inside.” Because the
solution is deployed inside the enterprise network, it typically would have no

visibility to traffic that is “outside to outside.”

Flows Have “Direction”

Furthermore, flows have a direction that the Cisco Cyber Threat Defense Solution is
able to discern. Consider the following example: A customer who has deployed the
Cisco Cyber Threat Defense Solution in their enterprise network, “acme.com,”
initiates a web browser request to http://www.cisco.com/go/security, an external
domain. This communication will be captured by the Cisco solution as an inside-to-
outside flow because it was initiated by a client inside the boundaries of acme.com
and destined to a device outside of the corporate network at cisco.com.

Subsequently, clients making connections to other devices within acme.com would
be classified as “inside to inside,” and any device outside the enterprise that could
initiate a connection to a host inside the enterprise (for example, in a DMZ) would
represent an outside-to-inside connection.

Flows Have Behavior Profiles That Can Be “Baselined”

The Cisco Cyber Threat Defense Solution captures and analyzes historical data about
flows on the network and uses this to create a baseline of behavior. To create this
baseline, a user first describes the various zones of their network using the SMC.
These zones, called host groups in StealthWatch, can be described in many different
ways to conform to an enterprise’s unique requirements. Host groups are often
defined by IP address ranges and might have descriptions such as “Server Farm,”
“Data Center,” “VPN IP Address Pool,” “Engineering Clients,” or “IP Phones.”
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The Cisco Cyber Threat Defense Solution automatically creates behavior profiles of
all hosts, tracking many different parameters of the flows over a period of seven
days. This creates the initial behavior baseline for the host. Cisco’s Cyber Threat
Defense Solution automatically creates behavior profiles of all hosts, tracking many
different parameters of the flows. The initial behavior baseline for the host is built
within the first seven days of monitoring. Subsequent to those first seven days, the
solution continues its baselining functions an additional 21 days to create a 28-day
rolling baseline for the host. This baseline is used to trigger alarms when host
begins to change in behavior. All 28 days of statistical information is used to trigger
alarms, but the most recent 7 days are more heavily weighted.

How Data Loss Is Detected

Now, armed with visibility to three different kinds of flows—inside-inside, inside-
outside, outside-inside—plus an understanding of which end initiated each flow and
a baseline of each host’s behavior, it is now possible to detect data loss. The solution
identifies data loss by discretely measuring the quantity of data flowing in each
direction and comparing it to average historical values. Asymmetric flows above a
certain accumulated against rules until a threshold is crossed, causing the rule to
trigger an alarm. The Cisco Cyber Threat Defense Solution constantly monitors these
flows and compares them to baseline parameters to determine if any data is
exfiltrated—all without any human intervention.
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Configuration Example

The following example takes a security administrator through the process of
configuring a Suspect Data Loss rule within the StealthWatch Management Console.

A Note About Suspect Data Loss

The Cisco Cyber Threat Defense Solution provides the ability to detect data loss
based on the analysis of NetFlow data. The StealthWatch console that is used to view
the NetFlow data uses a technology called a concern index to reflect the severity of a
security event. A concern index is a numeric value—a counter of sorts—indicating
how many times a specific kind of event has occurred outside of acceptable
parameters within a window of time. The StealthWatch detection engine examines
each flow as it enters the FlowCollector and then applies a set of rules to each flow.
The result of the comparison between the rule and the flow data determines
whether various counters should be increased.

Independent of the collection process, StealthWatch also constantly analyzes these
flows to determine if thresholds have been exceeded or suspicious patterns have
been detected. When a concern index value exceeds a defined threshold,
StealthWatch raises an alarm, indicating a potential problem. In this document, we
explore using concern indexes to detect data loss.

Procedure 1: Defining a Suspect Data Loss Rule

When host groups are created, they are populated with default rules. In this
example, we use StealthWatch to define a new Suspect Data Loss rule and adjust it’s
parameters so the reader will better understand how the Suspect Data Loss rule
works.

Step 1 From the main StealthWatch Management Console (SMC), navigate to the
host group Engineering.

Step 2 Right-click the group to view the group menu.

Step 3 Select Configuration =» Host Policy Manager.
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This will produce the Host Policy Manager for Domain (Your Domain) screen.
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Host Policy Manager for Domain

Host Policies
IP Address:
Host Policy Report Remove Edit... Show Effective Policy...
Role Policies
Name “| Description % | Assigned to Host Groups s |Assigned to Ran... ¥
Antivirus & SMS Servers  Suppress Scanning  SMS Servers
Activity Antivirus Servers
Backup Servers Backup Servers
Compliance Hosts Policy for compliance Compliance Hosts
Policy hosts
Default Server Policy Servers
End User Policy Desktops
Trusted Wireless
Engineering Host A rule for detecting  Engineering
Group Suspect Data data loss from the
Loss Rule engineering host group
File & Web Servers Increases Traffic Web Servers
Values for File Server File Servers : |
Alarms v
Remove Edit... Duplicate... Add...
Default Policies
Name “1 Description i |
Inside Hosts All hosts in Inside Hosts
Outside Hosts All hosts in Outside Hosts E

Edit...

Step 4 Click the Add button to add a new Role Policy. This raises the Add Role Policy

dialog box.

Step 5 Complete the fields using appropriate values for your deployment, selecting

Suspect Data Loss for the rule.
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Add Role Policy

Name: Engineering Host Group Suspect Data Loss Rule Name the rule

Description: A rule for detecting data loss from the engineering host group

Assign to:  Host Groups:

Inside Hosts -> Business Units -> Engineering

Browse

Remove

Give it a description

IP Address Ranges:

Assign it to
"Engineering"

Alarm  ~* Enabled + | Settings Mitigation s
000 Select Alarms
Packet Flood =
Port Flood

Short Fragments
Spam Source
Suspect Data Loss
Suspect Long Flow
Suspect UDP Activity
SYN Flood

SYNs Received
Touched

Select "Suspect Data
Loss" from the pop-up list

<7

Click "Add" to select
which rule to apply

Add... Remove Edit Settings... Edit Mitigation... Enable All Disable All

Help Export... Import... Apply @
Step 6 Click OK when finished. When you are done, a new Suspect Data Loss rule will
appear.

Step 7 Right-click on this rule and select Edit Settings. As shown below, this dialog
allows you to tune the threshold setting for this rule.

Alarm  “! Enabled + Settings Mitigation >
Suspect Data Loss Tolerance: 50
’ Never trigger alarm when less than: 10M client payload bytes in 24 hours

Always trigger alarm when greater than: SO0OM client payload bytes in 24 hours

8.0.0 Edit Settings - Suspect Data Loss

e Behavioral and Thn*hold O Threshold Only

Tolerance: ?O? 50 @
Never trigger alarm when less than: 10,000,000 [*] client payload bytes in 24 hours
Always trigger alarm when greater than: 500,000,000 [*] client payload bytes in 24 hours

/)

The first thing you will notice is there are two modes, Behavioral and Threshold and
Threshold Only. Threshold Only-based rules trigger when the number of packets
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exceeds the number defined in this dialog. Behavior and Threshold modifies this to
allow for a low water value and a statistical variance to the threshold value defined.

The statistical variance is defined by the Tolerance dialog, set at “50” by default. “50”
mean “fifty percent.” Tolerance is a relative number between 0 and 100 that
indicates how much (percentage) to allow actual behavior to exceed expected
behavior before raising an alarm. This allows the user to define what is “significantly
different.” A tolerance of 0 means to raise an alarm for any values over the expected
value; this tolerance number is very sensitive and will result in a lot of alarms. A
tolerance of 100 greatly reduces the number of times an alarm is raised. With a
tolerance of 50, the lowest 50% of the values over the expected value are ignored,
but alarms are raised on the ones above that value. You should adjust these values
to tune this rule to your specific environment. For the sake of this exercise, we leave
the rule at the default of “50.”

Step 8 Click OK for this dialog box, and then OK for the Add Role Policy dialog as well.
When you return to the Host Policy Manager for Domain (Your Domain) screen, you
should now see your new Suspect Data Loss rule in place:

eNO Host Policy Manager for Domain -

Host Policies

IP Address:
(" Host Policy Report ) Remove Edit Show Effective Policy

Role Policies

Name “1 Description % Assigned to Host Groups + | Assigned to Ran... ¥ ‘
Antivirus & SMS Servers ~ Suppress Scanning  SMS Servers ‘
Activity Antivirus Servers ‘
Backup Servers Backup Servers |
Compliance Hosts Policy for compliance Compliance Hosts {
Policy hosts )
Default Server Policy Servers
End User Policy Desktops
Trusted Wireless
Engineering Host A rule for detecting |Engineering
Group Suspect Data data loss from the
Loss Rule engineering host group
File & Web Servers Increases Traffic Web Servers

Values for File Server File Servers
Alarms

a
v
A

Remove ) ( Edit... ) ( Duplicate... ) ( Add...
Default Policies
Name “1 Description ¢
Inside Hosts All hosts in Inside Hosts m
Outside Hosts All hosts in Outside Hosts X
Edit
| —r——

Step 9 Click Close to complete the process of adding this rule.
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Detecting Data Loss

Now that you have an understanding of the concepts that define how data loss
detection operates in StealthWatch and have created a new Suspect Data Loss rule,
let’s explore how data loss rules work in a production environment.

Find a Suspect Data Loss Alarm

The first step in using this new rule is to find a live Suspect Data Loss event within
the network.

Step 1 Select a high-level host group, such as Inside Hosts.
Step 2 Right-click on Inside Hosts to create the popup.
Step 3 Select Host Group Dashboard from the menu.

% Enterprise
% SMC
v %
v & Host Groups

A2 Ynside Hg
%p Catc 'Host Group Dashboard

> ¥PByFu

Top >
bl
D BY L4 Status S
» @ Outside Security ,
» & Network De Hosts >
] .
,Q' :;M Servery Traffic b
> b~ Maps Reports 3
v {» FlowCollect Flows >
M Configuration 3
v & Expo
& sj  Expand All {+3E
& sj  Collapse All {3C
& sj Refresh Tree
= R —

&~} FlowSensors
(» Identity Services
(.2 External Devices

The result is a screen that contains a graph in the upper-right corner called the
Alarm Trend graph. If you hover your mouse over any of the components in the
graph, it will tell you what caused the event.

Step 4 Hover over the elements until you find a Suspect Data Loss event in the
graph, as shown below:
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Alarm Trend, Last 2 Weeks >
120

100
80+
60

40

20+

0

Suspect Data
Loss
Active Alarms, Today (Unacknowledged) - P 5 3
Alarm % | Source % [Source H... % | Target ¢ [Target H... % | 1/12/12 $ | start Active Time ™|

At this point, you have located a Suspect Data Loss event using the graph. In the next
step, we drill down into this data to learn more about the data loss event.

Filter Your Data

One of the most important processes you need to learn in StealthWatch is how to
filter data. Often, the result of a query will be either too much or too little data based
on what you are exploring. To adjust the result, you will need to apply filters to your
data.

Step 1 Double-click on a Suspect Data Loss event. This will produce a table
summarizing the events described in the graph. This could result in a large table of
alarms, no alarms at all, or something in between, depending on the filter conditions
applied to the data. The key to showing the records that generated the graph data is
to properly select (or de-select) the filter conditions for this table, as described
below.

Step 2 Click on the Filter button in the upper-left corner of this table.

¥ Filter & Domain Alpha
@& Source or Target Host Group : Inside Hosts

Start Active T... = Source ¥ | Source Host Gr... =

v |Inside Hosts Jan 7, 2012 Suspect 10.33.25.254 Catch All
8:50:00 PM Data Loss
(8 days 18 hours
56 minutes ago)

@ | Inside Hosts Jan 8, 2012 Suspect 10.33.25.254 Catch All Multip
— 3:15:00 PM Data Loss
(8 days 31
minutes ago)
@ Inside Hosts Jan 11, 2012 New Host | 10.28.133.104 Catch All 10.34
12:10:00 PM Active

(5 days 3 hours

2R minutac ana A

When you click on the Filter button, it produces a dialog box. On the left side of this
dialog box is a list of filter conditions expressed by green book icons. We need to
click on some of these icons to ensure we have the proper filter conditions in place
for this table.
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Step 3 Select Date/Time. Depending on how much data you have, you may wish to
filter this data by a date and time range.

Step 4 Click Filter by Date/Time to filter the data by date and time. In this case,
however, we've elected NOT to filter using date and time, so we uncheck this box.
This means no date or time filter will be applied to the data.

8.0.0 Filter - Alarm Table

=Y Date/Time

Domain/Device

To see ALL records,
remove this filter

@ Filter by Date/Time

or Last Active time

Date ,‘[7\‘~Zme Using () Active time perid

First, select the time
period of the data

0 @ hours 0 @ minutes

Types
States Starting at January 16, 2012 3:49:10 PM
IDs and ending at January 16, 2012 3:49:10 PM
Host Locking Rules O For the day
e *) Relative Today 7
Policy
) Absolute Today
Help ( Cancel ) ( OK )

Step 5 Next, select Types from the filter list. This allows us to filter the data based on
the type of alarm we are interested in exploring.

Step 6 Click on Filter on Types, and scroll through the list until you see Suspect Data
Loss. Make sure this is selected.
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Hosts

e

Domain/Device .
‘ Check this box to enable
record selection by type
Date/Time (] Relationship TCP Re! . =
e [_] Relationship UDP Flood

Select Types

IDs p—
‘ [_] Trapped Host [
() uDP FI
Host Locking Rules U ood
‘ [} unknown 0s
[] v-Motion }:
Policy [ \iatch Moct Activa, -

["] short Fragments
[} spam Source

&4 Suspect Data Loss

[ Suspect L@
("] Suspect UDB

T~

Scroll through this list and
check "Suspect Data Loss"

] Touched

Q ( Category Q ( Unselect All ) ( Select All )

[ Severity

(cancel ) ( ok )

Finally, you need to select the state (condition) of the alarm. This is perhaps the
most important filter you need to set, and one that is easy to overlook.

Step 7 Select States. There are four conditions that can be set: Active, Acknowledged,
Closed, and Mitigation State. Since we want to see all records, we uncheck all of these.

Step 8 Uncheck all of the boxes. If you were interested in alarms in only one state
(for example, Currently Active alarms) you would check that box.

0200 Filter - Alarm Table

v

Domain/Device . .
[ Filter on currently Active

Date/Time () Active O Inactive
‘ [ Filter on currently Acknowledged
Hosts ) )
‘ ) Acknowledged (U Unacknowledged Select or de-select

states. No check marks
mean "All records, past
and present”. Other
combinations will restrict
returned data.

[ Filter on currently Closed

(*) Closed O Open

[_] Filter on current Mitigation State

(*) Blocked \J Unblocked ) No mitigation

Click on States

(Cancel) ( oK
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Once you've completed this last step, you have finished setting all the filter
conditions.

Step 9 Click OK.
The screen will now return you to your original table, filtered by the conditions

you’ve just set. As seen below, you should now have a table populated solely by
Suspect Data Loss alarms.

¥ Filter & Domain : Alpha

@&, Source or Target Host Group : Inside Hosts

Alarm Table - 16 records
iyt @

v |Start Active T... =

Policy Alarm <Y

@ Inside Hosts Jan 7, 2012 Suspect
8:50:00 PM Data Loss
(8 days 19 hou
k, 11 minutes ag@
@ Inside Hosts Jan 8, 2012 Suspect D.33.25.254

3:15:00 PM
(8 days 46
minutes ago)

@ Inside Hosts  Jan 12, 2012
10:45:00 AM
(4 days 5 hours

16 mimewsns ago
Inside Hosts go)

Data Loss

Suspect
Data Loss

Investigating the Alarm and Identifying the Responsible User

Now that we have filtered our data to only show Suspect Data Loss events, we want
to select one of these events to show us the underlying flows that generated the
event. That data is expressed in a flow table, and might represent numerous flows.
Step 1 Select a row you want to explore.

Step 2 Right-click on that row.

Step 3 Select Flows = Flow Table from the resulting popup menu.
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Alarm Table - 16 records

Policy % |Start Active T... % Source % | Source Host Gr... ¥ | Source U

Inside Hosts Jan 7, 2012 Suspect 10.33.25.254 Catch All
8:50:00 PM Data Loss

Quick View This Row

@ Insi| Disable Alarm(s) 10.33.25.254 Catch All

[2) Host Policy...

Workflow >
@ nsi| Mitigation > | 10.33.25.248 Catch All

Notes >

I Flow Table
; w8 Network and Server Performance

@ insii M Associated External Events & Flow Traffic

T IUDUUU AN Datda LUSS
(4 days 5 hours
11 minutes ago)

@ Inside Hosts Jan 12, 2012 Suspect — P.eer Vs. Port
12:05:00 PM Data Loss 8 Time Vs. Peer
(4 days 3 hours w8 Time Vs. Port

56 minutes ago)

i Peer Vs. Peer

This will result in a table with one or more records representing the flows that
generated the graph data. From this table, you are looking for records that show a
wide disparity between the quantities of data sent outbound by the client to a
destination. This data is expressed in the table in the column labeled Client Ratio (%).
In the following table, we've selected a good example. Notice that the client has sent
1.11 GB of data outbound to another device that has only responded with 12.56 MB
inbound. The ratio is 98.91% outbound, and the quantity of data is quite substantial.

Total Bytes ! |Total Packets = Start Active Time + |Client Bytes ¥ | Client Ratio (%) ¥ | Server Bytes ¥
964,396 Jan7,2012 8:26:08 PM

(8 days 20 hours 1 minute ago)

Step 4 Select this row from the table, making sure to click on the IP address in the
Client Host column.

Step 5 Right-click on the row.

Step 6 Select Host Snapshot from the resulting popup menu.
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Flow Table - 139 records

A

Client Host > Client Host Groups

Quick View This Row

Add to Short List
il Remove from Short List

10.33.25.254 I Replace Short List
Host Peer Chart

10.33.25.254

10.33.25.254 Host Port Chart
for Host 10.33.25.254:
10.33.25.254 i Host Snapsfot
Top >
10.33.25.254 Status >
Security >
Hosts >
10.33.25.254 Traffic 4
Reports >
Flows >
10.33.25.254 Configuration >
External Lookup >

This will produce the Identity and Device Table, showing the Cisco Identity Services
Engine device the user authenticated against, the user name of the user, and other
associated information that now makes it a straightforward task to locate the device
responsible for the data loss.

B —
{1 Identification | (] Alarms ‘ [ Security ‘ [ €l Events ‘ [{H] Top Active Flows {1 Exporter Interfaces|

Identity and Device Table - 1 record

Start Active Time vz| End Active Tj "| Cisco ISE = | User Name "| MAC Address = | Identity Group  ~1%)
Dec 20, 2011 4:26:38 PM Curre DemolSE userl 00:50:56:90:00:98 demousers,Profiled
(15 days 18 hours 50 minutes (172.29.5.39) (VMware, Inc.)
ago) ——
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Conclusion

Data loss is a significant problem facing most companies today. Detecting data loss
is difficult because networks do not traditionally provide good visibility to data
exfiltration. The Cisco Cyber Threat Defense Solution addresses this problem by
providing the visibility mechanisms needed for detecting data loss. Cisco’s solution
integrates the Lancope StealthWatch System with Cisco’s hardware-accelerated
NetFlow and the Identity Services Engine to provide a convenient and effective way
to address the problem of data loss.
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