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Overview

Today’s virtualized data center demands that multivendor solutions integrate and work together. VMware vCloud
Director facilitates easier deployment of virtual machines to meet the scaling needs of a cloud-enabled data
center. One of the main functions of VMware vCloud Director is to provide networking as a managed, allocated
resource. VMware vCloud Director uses the advanced features of the Cisco Nexus® 1000V Series Switches to
provide a scalable, highly secure, and agile cloud solution for private enterprises and service providers.

This document provides guidelines for deploying VMware vCloud Director with Cisco Nexus 1000V Series
Switches using VLAN-backed, port-group-backed, and Virtual Extensible LAN (VXLAN)-backed network pools.

For detailed configuration documentation, please refer to the respective Cisco® product configuration guides found
on http://www.cisco.com. You will find links to the product configuration guides and other related deployment
guides in the “For More Information” section of this document.

Audience

This document is intended for network architects, network engineers, virtualization administrators, and server
administrators interested in understanding and deploying Cisco Nexus 1000V Series with VMware vCloud
Director.

Background

It is essential to understand some key elements of vCloud Director, including vCloud networking, before getting
into the details of deploying vCloud Director with the Cisco Nexus 1000V Series.

Cisco Nexus 1000V Series Networking

The Cisco Nexus 1000V Series provides Layer 2 switching, advanced networking functions, and a common
network management model in a virtualized server environment by replacing the virtual switch within VMware
vSphere. As Figure 1 shows, the Cisco Nexus 1000V Series Switches manage a data center as defined in
VMware vCenter Server. Each server in the data center is represented as a line card in the Cisco Nexus 1000V
Series Switch and can be managed as if it were a line card in a physical Cisco switch.

The Cisco Nexus 1000V Series implementation has two main components:

e Virtual Supervisor Module (VSM)
e Virtual Ethernet module (VEM)
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Figure 1.  Cisco Nexus 1000V Series Switches Managing VMware ESX Servers

vCenter
VMware

Benefits

The benefits of deploying Cisco Nexus 1000V working with VMware vCloud Director are:
« Advanced networking capabilities, such as quality of service, network statistics gathering with Cisco
NetFlow Collector, packet mirroring with Cisco ERSPAN, and many others

o Nondisruptive operational model with Cisco Nexus 1000V fully integrated into vCloud Director and VMware
vCenter Server

« Ease of troubleshooting due to the one-to-one physical network mapping of vCloud Director and the
organization’s application network

o Easier regulatory compliance of applications in the cloud since there is complete transparency in both the
physical and virtual networks
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VMware VMware vCloud Director
VMware vCloud Director provides the ability to build multitenant clouds by pooling virtual infrastructure resources
into virtual data centers and exposing them to users through web based portals (Figure 2).

Figure 2.  VMware vCloud Director
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vCloud Director supports multitenancy through the use of organizations. An organization is a unit of administration
for a collection of users, groups, and computing resources. Users authenticate at the organization level, supplying

Organizations

credentials established by an organization administrator when the user was created or imported. vCloud Director
administrators create and provision organizations, while organization administrators manage organization users,
groups, and catalogs.
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Provider Virtual Data Center (vDC)

A provider vDC combines the compute and memory resources of a single vCenter server resource pool with the
storage resources of one or more data stores available to that resource pool.

You can create multiple provider vDCs for users in different geographic locations or business units, or for users
with different performance requirements.

Organization Virtual Data Centers (OvDC)

An organization virtual data center (OvDC) provides resources to an organization and is partitioned from a
provider vDC. Organization vDCs provide an environment where virtual systems can be stored, deployed, and
operated. A single organization can have multiple organization vDCs.

VMware vCloud Director: Networking
VMware vCloud Director provides three classes of networks. The network class defines the boundaries and
respective service level for each function within a given cloud’s network architecture (Figure 3).

Figure 3.  VMware vCloud Director Networking Options
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The network classes are external network, organization network, and vApp network.

External Networks

External networks provide transport between organizations or to networks outside a single-tenant network, such as
the Internet. External networks are managed by the vCloud Director administrator and are not directly visible to a
tenant organization. This network type is also sometimes called a provider or data center network.

Organization Networks

A network allocated to a single organization or tenant and backed by the managed allocation of network resources
for that organization. A single organization may have many types of organization networks.
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Direct Organization Networks
A direct organization network is “directly connected” to an external network (Figure 4). If a virtual machine is
connected to a direct organization network, the VMNIC will be directly attached to the port-group of the external

network.

Figure 4.  Direct Organization Networks
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Routed Organization Network

In routed organization networks, the network is connected to vShield Edge to provide connectivity to the external
network. This is used when a vApp needs to be connected to a private network with limited access to the external
network (Figure 5).

Figure 5.  Routed Organization Networks
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Isolated Organization Networks
In an isolated organization network, the network has no external connectivity. This is typically used for a vApp that
does not require external connectivity (Figure 6).

Figure 6.  Isolated Organization Networks
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Organization networks provide network segments within a single tenant, and allow connectivity between vApps
assigned to the same organization network. vApps that are on different organization networks, even within the
same tenant organization, are not in the same broadcast domain.
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The resources to create the isolation are managed by the vCloud administrator and are provided to organizations
as a managed allocation, to allow the organization administrator to create isolated networks as needed.

vApp Networks

Like an organization network, a vApp network is a segment that is created for the particular application stack
within the organization’s network to enable multitier applications to communicate with each other, and at the same
time to isolate the intra-vApp traffic from other applications within the organization.

All three classes of networks can be backed using the virtual networking features of the Cisco Nexus 1000V
Series.

It is important to understand the relationship between the virtual networking constructs, features of the Cisco
Nexus 1000V, and the classes of networks defined and implemented in a vCloud Director environment. Most often
a network class (organization and vApp, specifically) is described as being backed by an allocation of isolated
networks. In other words, in order for an organization administrator to create an isolated vApp network, the
administrator must have a free isolation resource to consume and use to provide that isolated network for the
VApP.

vCloud Director employs three different networks to create managed pools of isolation that can be allocated
between and within tenant organizations. These three network pool types are vSphere port-groups, VLANSs, and
vCloud network isolation.

Port-Group Backed
A port-group pool type is a network pool created by statically allocating predefined network port-groups on Cisco
Nexus 1000V.

VLAN Backed

A VLAN-backed pool type is a network pool created by allocating unused VLAN IDs, which are then dynamically
allocated by vCloud Director to back a dynamically created network. When the network is deleted, the VLAN ID is
released to the pool for reuse.

Both VMware vSphere port-group-backed network pools and VLAN-backed network pools rely on the VLAN
construct to isolate the traffic on the physical segment; the difference is the mechanism by which the port groups
are created and associated with a VLAN ID. For port-group-backed network pools, the port groups are created as
shown later in this guide, using the Cisco configuration interface (see "Configuring VLAN-Based Isolation on the
Cisco Nexus 1000V Series,” step 2). The VLAN-backed pool is the mechanism by which both the port groups and
the requisite VLANSs are created by VMware vCloud Director, by provisioning the same VLANs and port groups on
the VMware distributed network switching platform.

vCloud Network Isolation Backed

A vCloud network-isolation-backed network pool provides isolated Layer 2 networks for multiple tenants of a cloud
without consuming the VLAN IDs. This isolation-backed network pool does not require pre-existing VLAN IDs in
vSphere. It uses port-groups that are dynamically created. A cloud isolated network spans hosts, provides traffic
isolation from other networks, and is the best source for vApp networks.
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When this option is selected with Nexus 1000V, the isolation technology is VXLAN.

Note: This type of network pool is not supported for VMware vCloud Director 5.1 and later. VMware vCloud
Director 5.1 supports VXLAN-backed network pools instead, which are automatically created when provider vDCs
are provisioned in VMware vCloud Director. For more information about network-pool compatibility, see Cisco
Nexus 1000V and VMware Compatibility Information).

VLAN-Backed Network Pools

VLAN-backed networks in VMware vCloud Director are supported by Cisco Nexus 1000V Series Switches starting
with Release 4.2(1)SV1(5a). For more information about network pool compatibility, see Cisco Nexus 1000V and
VMware Compatibility Information. This document does not present the details of this type of network deployment.
This support is available through the integration of Cisco Nexus Network Segmentation Manager (NSM) with
VMware vShield Manager. When selecting a range of VLANs from VMware vCloud Director, make sure that the
range is not part of the infrastructure VLANSs.

In Figure 7, VLAN range 100 to 200 is used for organization networks. Make sure that these VLANSs are not part of
the infrastructure VLANS: that is, not part of Cisco Nexus 1000V Series VLANS for control, packet, management,
VMware vSphere management console, VMware vMotion, storage, fault tolerance, VXLAN transport, and so on.

Figure 7. VLAN-Backed Network Pool Using Cisco Nexus 1000V Series Switches

Create Network Pool Wizard

Configure VLAN-backed Pool
Network Pool Type Enter the settings for the new network pool below:

Configure VLAN-backed Pool
VLAN ID Range

Entes a VLAN ID range (format: 1- 1000) and click Add.,
100 - 200 Add w
L
I 100 - 200 [ | Modify =
Using Nexus

Remove

Select vNetwork Distributed Switch

vCenter

ve

Port-Group-Backed Network Pools

The next example shows how to use port-group-backed network pools with the Cisco Nexus 1000V Series. Each
port group will be isolated in its own VLAN ID. The configuration example in Figure 8 shows how to configure and
use the three classes of networks for a vApp.
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Figure 8.

Cloud Provider

VMware vCloud Director and Cisco Nexus 1000V Series Networking
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vApp Network
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Provider External Network
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The configuration examples in this document show how to create an external network and then an organization
vDC and vApp with internal, routed, and directly connected networks. You can use Figure 9 as a reference to see
how the Cisco Nexus 1000V Series can be used to create all the available network classes and types in VMware

vCloud Director.
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Figure 9.  Cisco Nexus 1000V Series Port Profiles for Network Pools Example
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The prerequisites for the examples are as follows:

¢ All VMware vSphere components have been deployed, including:
o At least one VMware vCenter Server
o Two or more hosts running VMware ESX or ESXi 4.0 or later

e The Cisco Nexus 1000V Series VSM is installed and functioning.

e The Cisco Nexus 1000V Series VEM is installed on the VMware ESX and ESXi hosts that are part of
VMware vCloud Director.

e The VMware vCloud Director cells and database have been completely installed.

e The VMware vCloud Director provider vDC and organizations have been defined.

Configuring VLAN-Based Isolation on the Cisco Nexus 1000V Series

Because port profiles are represented as port groups in VMware vSphere, they can be used to back VMware
vCloud Director network pools. Network pools are used to create all the network types for VMware vCloud
Director. Each of the port profiles used should have a unique VLAN assigned to it because each VMware vSphere
port group needs to be isolated to Layer 2. This approach helps ensure that each network is isolated based on its
VLAN and also provides the capability to offer many of the benefits of the Cisco Nexus 1000V Series (such as
security, access control lists [ACLs], encapsulated remote switch port analyzer [ERSPAN], quality of service
[QoS], and Internet Group Management Protocol [IGMP] Snooping).
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The first step is to provision VLANs on the Cisco Nexus 1000V Series that will be used for the VMware vCloud
Director deployment. You should use a meaningful convention to name and describe the VLANS.

For example, the sample configuration here uses the following conventions and ranges:

e VLAN 1-199: External provider networks and infrastructure VLANS
e VLAN 200-299: Organization networks and VLANs

e VLAN 300-399: Internal networks for vApps
Step 1. Define the proper VLANs on the VSM, as in this example:

vlan 170

nane Provider_Infra VLANL70
vl an 200

name Org_VLAN200
vlan 201

name Org_VLAN201
vl an 300

name vApp_VLAN30O
vlan 301

name vApp_VLAN301
vl an 302

name vApp_VLAN302

Step 2. Create port profiles and assign a unique VLAN to each. Other features should also be configured here. It
is recommended that you use ephemeral port binding if you are using Cisco Nexus 1000V Series
Software Release 4.2(1)SV1(4) or later. Here is an example:
port-profile type vethernet NLKV_Provi der_ VLANL70
vmnar e port-group port-bindi ng epherner al
swi tchport node access
swi tchport access vlan 170
no shut down
state enabl ed

port-profile type vethernet NLIKV_Org VLAN200
vmnar e port-group port-binding ephener al
swi tchport node access
swi tchport access vlan 200
no shut down
state enabl ed

port-profile type vethernet N1IKV_O g VLAN201
vmnar e port-group port-bindi ng ephener al
swi tchport node access
swi tchport access vlan 201
no shut down
state enabl ed

port-profile type vethernet N1KV_vApp_VLAN300
vmnar e port-group port-bindi ng epherner al
swi tchport node access
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swi tchport access vlan 300
no shut down
state enabl ed

port-profile type vethernet N1KV_vApp_VLAN301
vmnar e port-group port-binding epheneral
swi tchport node access
swi tchport access vlan 301
no shut down
state enabl ed

port-profile type vethernet NLKV_vApp_VLAN302
vmnar e port-group port-binding epheneral
swi tchport node access
swi tchport access vlan 302
no shut down
state enabl ed

Step 3. Allow the appropriate VLANSs on the Ethernet uplinks on the VMware ESX and ESXi hosts that are part of
the VMware vCloud Director deployment, as in this example:
port-profile type ethernet uplink
vmar e port-group
swi tchport node trunk
swi tchport trunk allowed vlan 1-399
channel - group auto node on nac- pi nni ng
no shut down
systemvlan 170, 254-255
state enabl ed

Note that the same VLANSs need to be defined and trunked on the upstream physical switches for VMware vCloud

Director networks to work across multiple physical hosts.

Deployment Example: Using Port-Group-Based Network Pools with the Cisco Nexus 1000V
Series

The Cisco Nexus 1000V Series can be used for all network types in VMware vCloud Director. Follow the steps
described here to start using the networks and features of the Cisco Nexus 1000V Series.

Note that at least one provider vDC and one organization must have been created before you begin these steps.
Step 1. Identify and verify the VMware vCenter Server (already part of VMware vCloud Director) that will be used.

Step 2. Create an external provider network in the VMware vCloud Director interface.
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You can do this by selecting the Manage & Monitor tab, choosing External Networks > Add Network, and
selecting the appropriate provider network port group. In this case, it is N1KV_Provider_VLAN170
(Figure 10). By definition, this network should have connectivity to other external networks (routed), such
as connectivity to the Internet.

Figure 10. Creating an External Provider Network in VMware vCloud Director

New External Network X

Select vSphere Network
Select vSphere Network

An external network uses a network in vSphere to connect to a network outside of your cloud. The network can be a public
Configure External Network network such as the Internet, or even an external VPN network that connects to a given organization.

If you don't see the vCenter you need: attach a different vCenter

Select vCenter and vShere Network:

G' N1KV_Provider cl
vCenter Name iv... vSphere Network 14 VLAN Datacenter
SL-TME-vCenter N1KV_Provider_VLAN170 -1 SL-TME-DC-2
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PrashvCenter
1-4 of 4 1-10of1

These provider vDCs will connect to this new external network:

Next Cancel
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Click Next and complete the New External Network dialog box by specifying the subnet mask, gateway,
DNS, and IP pool of addresses on this subnet. These IP addresses will later be dynamically assigned for
external communications for directly connected and routed network connectivity for virtual machines and
VApps. After successful completion of this process, the newly created external network will appear in the
list of external networks (Figure 11).

Figure 11. New External Network
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At this point, you have successfully created the first of three VMware vCloud Director network classes, an
external network, using a Cisco Nexus 1000V Series virtual switch. In the steps that follow, you will create
connections from isolated, organization-specific networks (which will also use Cisco Nexus virtual
switching) to this external network.

Step 3a. Create network pools backed by the Cisco Nexus 1000V Series port profiles, which were defined in step
2 of the section “Configuring VLAN-Based Isolation on the Cisco Nexus 1000V Series.”

To create the pools, select the Manage & Monitor tab, choose Network Pools > Add Network Pool, and
select the “vSphere Port Group-backed” option (Figure 12).

Figure 12. Creating a Network Pool

Create Network Pool Wizard X

Network Pool Type
Network Poaol Type
A network pool is a collection of virtual machine networks that are available to be consumed by
vDCs to create vApp networks and by organizations to create organization networks.
Network traffic on each network in a pool is isolated at layer 2 from all other networks.

Select a network pool type from the list below:

_) VLAN-backed

_) VCD Network Isolation-backed

(+) vSphere Port Group-backed

Cancel

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 17 of 79



Step 3b. After selecting the appropriate VMware vCenter server instance, click Next and select the appropriate
port groups. In this case, the vApp port profiles that were previously configured are used (Figure 13).

Figure 13. Selecting Port Groups

Create Network Pool Wizard X

Configure Port Group-backed Pool
| T

ype Add the vSphere port groups that will be used by this network poaol.
Sl W You can only add unused port groups that are isolated at layer 2 from all other port groups. For example, port groups on different
e VLAN segments are isolated.
gure L N1KV_vApp c
Port Group Name 1alV. Datacenter n... Port Group Name \ Datacenter...
— N1KV_vApp_VLAN302 -1 SL-TME-DC-2
N1KV_vApp_VLAN301 =1 SL-TME-DC-2

== Remove
N1KV_vApp_VLAN300 -1 SL-TME-DC-2
1-30of 3

These provider vDCs will connect to networks allocated from this new network pool:

Provider vDC Name

Back Next Cancel
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Step 3c. Complete the network pool by naming the pool, reviewing the settings, and clicking Finish (Figure 14).

Figure 14. Completing the Network Pool

Create Network Pool Wizard X

Name this Network Pool

Network Pool Type f
Netwo o Enter profile settings for the new network pool below:

Select vCenter Name:
Configure Port Group-backed Pool OrgA vApp Net Pool

Name this Network Pool Description:

Pool for vApp networks

Back IE Finish Cancel

For the examples that follow, step 3 has been repeated to create an additional pool for the organization
networks. The organization network pool will be used to create internal, routed, and directly connected
networks.
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Step 4a. Create an organization vDC and associate it with the external provider network defined in step 2. In this

example, a previously configured organization, “Org_A,” is used.

Create the organization vDC by selecting the Manage & Monitor tab and choosing Organization vDCs >

Add vDC.

Select the organization (Figure 15).

Figure 15. Selecting the Organization

New Organization vDC X

Select Organization
Select Organization

For which organization is this Organization vDC being created?

Organization:

Organization 1a Full Name

> Org_A Organization A

An Organization vDC provides an organization with the resources it needs.

All

Description

1-10f 1

Cancel
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Step 4b. Select the provider vDC and the external network defined in step 2 (Figure 16).

Figure 16. Selecting the Provider vDC

New Organization vDC X

Select Provider vDC

Select Organization
Select Provider vDC

From which Provider vDC is this Organization vDC partitioned?
Select Allocation Model

Provider vDC:

The following networks are available to the Provider vDC you selected:

Network Gateway

Selected Provider vDC: SL-TME-vDC

You can allocate resources to an organization by creating an Organization vDC that is partitioned from a Provider vDC.

All | = | | TME (]
Provider vDC 1a Processor (Used/Total) Memory (Used/Total) Storage (Used/Total)
[h sL-TMe-vDC 0% | . 2.92%  57.18%
1-1of 1

Subnet DNS

Back Next Cancel

Step 4c. Select the allocation model. Click Next, select Configure Allocation Model, and click Next (screen not

shown, for brevity).

Step 4d. Allocate the necessary storage for the organization and click Next (screen not shown, for brevity).
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Step 4e. Select the network pool for the organization, which was created during step 3, and click Next (Figure 17).

Figure 17. Selecting the Network Pool for the Organization

New Organization vDC X

Select Network Pool

Select Organization
Select the networks that you want to make available to this organization.

Select Provider vDC

Network pool: OrgA Org Net Pool v
Select Allocation Model
Configure Pay-As-You-Go Model ~ 1otal available networks: 2

Quota for this organization: 1024 : 1

Allocate Storage
/\ The configured quota is greater than the total number of networks available in the selected network pool.
e Rk The maximum number of networks that can be provisioned is 2.

Back Next Cancel
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Step 4f. Name the organization vDC, click Next, and complete the new organization vDC (Figure 18).

Figure 18. Completing the Organization vDC

New Organization vDC X

Name this Organization vDC

Enter the name and description for this new Organization vDC.

Name:

Org_A vDC

Description:

Organization A vDd

Name this Organization vDC

|¥] Enabled

Back [ next Finish Cancel

At this point, the organization has been created. It has been given a network pool backed by VMware vSphere port
groups, as selected in step 3a and defined in the Cisco VSM in step 2 of the earlier section, “Configuring VLAN-
Based Isolation on the Cisco Nexus 1000V Series.”

The steps that follow demonstrate how to create organization networks using this network pool allocation with
three different types of connectivity. As you consider these examples, it is critical to understand the different types
of connectivity that VMware vCloud Director provides for organization networks. An organization network can be
isolated from all other networks: that is, no traffic can leave or enter this broadcast domain, and all connectivity is
local to the vApps and vApp networks that are connected to the network. This type of organization network is
called an internal network and will be created in step 5b that follows. At the same time that the examples create
this internal network, a second organization network will be created: an external organization network. Step 5b
also creates an external organization network with a Network Address Translation (NAT) routed profile. This
organization network differs from the aforementioned internal network in that traffic can leave and enter this
broadcast domain through a NAT routed connection. This routing and NAT service is created and managed by
VMware vCloud Director as a VMware vShield Edge appliance and will be discussed later. Finally, after two
organization networks are created simultaneously, step 6 repeats the process of creating an organization network
but uses a third connectivity profile: direct connection. Whereas the internal network is completely isolated from
the external network, and the external organization network with a routed connection is isolated through a NAT
gateway, the external organization with a direct connection is not isolated in any way. This organization network
and the external network are in the same broadcast domain.
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Keep these concepts in mind when considering the examples that follow showing how to create these various

organization networks.

Step 5a. Create both an internal organization network and a routed external network for the organization. Both of
these networks can be added in one step using the Create Organization Network Wizard.

To begin, select the Manage & Monitor tab and choose Organization Networks > Add Network. Select the
previously configured organization and then click Next (Figure 19).

Figure 19. Selecting the Organization

Create Organization Network Wizard X

Select Organization
Select Organization
Select the organization for which this network should be created.
All v ¢
name 1a description
> Org_A
i1-10f 1
Next Cancel
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Step 5b. Using the Typical network setup, select both the “Create internal network” and “Create an external
network via” options. From the pull-down menu, choose “routed connection” and click Next (Figure 20).

Figure 20. Specifying the Setup Options

Create Organization Network Wizard X

Select Typical or Advanced Setup

The default options are the most common setup for a new organization.
Select Typical or Advanced Setup
What type of network access do you want to give this organization?

) Typical

|¥] Create an internal network

|[¥] Create an external network via: | routed connection | ¥

&> Organization 58 vapp1 58 vApp2

il ]

)

L. External network I

An internal organization network is accessible only by this organization. It provides the organization
with a private network to which multiple vApps can connect. An external organization network provides
an organization with external connectivity, such as to the Internet. Virtual machines from multiple
organizations can communicate over this network.

) Advanced

Back Next Cancel

Selecting the “Create an internal network” option will instruct VMware vCloud Director to create a network
to be used for vApp and virtual machine communication within the organization. This broadcast domain is
not visible to other tenant organizations. Selecting “Create an external network via” with “routed
connection” chosen from the pull-down menu will form a network that is routed to an external provider
network but is secured from that segment by a NAT service; the external organization network will be
backed, or isolated, using a resource from a network pool. An external provider network will need to be
associated with this fenced network. The routing is provided by the VMware vShield Edge (vSE) virtual
machines (with two virtual interfaces) included with VMware vCloud Director. Therefore, traffic between
any VApp or virtual machine connected to the external organization network and the external provider
network will flow through the VMware vSE virtual machine on its internal interface and be routed out to
the external network through its external-facing interface.
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Step 5c. Choose the internal organization network pool that will be used and click Next. This pool can be used by
VApps to communicate within the organization, for example. In this case, it is the OrgA vApp Net Pool

(Figure 21).

Figure 21. Selecting the Internal Organization Network Pool

Create Organization Network Wizard 4

Configure Internal Organization Network
Select Organization
Select the network pool that allocates the internal network.
Select Typical or Advanced Setup
Y0 If you don't see the network pool you need: create a new network pool
Configure Internal O Network

[] Only use networks that are accessible by this organization.

Select Network Pool

All
Name la vCenter Type
OrgA Org Net Pool SL-TME-vCenter Port Group
OrgA vApp Net Pool SL-TME-vCenter Port Group

Back

Network (Used/Total)
0/20%
0/30%

1-2 of 2

Next

Cancel
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Step 5d. Configure the IP settings, including the range of IP addresses that vApps can use on this internal
network, and click Next (Figure 22).

Figure 22. Configuring the IP Settings

Create Organization Network Wizard X

Configure IP Settings
Select Organization

Enter the network settings of the new organization network below:
Select Typical or Advanced Setup

) Network mask: 255.255.255.0 *
Configure Internal Organization Network
) Default gateway: 192.168.2.1 El
Configure Internal IP Settings -
Primary DNS: 192.168.2.2 #

Secondary DNS:

DNS suffix:

Static IP Pool

192.168.2.100 - 192.168.2.199 Add
192.168.2.100 - 192.168.2.199 Modify

Remove
Total: 100

Back Next Cancel

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 27 of 79



Step 5e. Name this internal network; then click Next (Figure 23).

Figure 23. Naming the Internal Network

Create Organization Network Wizard X

Select Organization
Select Typical or Advanced Setup
Configure Internal Organization Network

Configure Internal IP Settings

Name this | Organizati K

Configure External Organization Network

Name this Internal Organization Network

Enter a name and description for your new organization network.

Name: OrgA Internal vApp Netwoi =

Description: Internal Organization
Network to be used by

Cancel
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Step 5f. Configure the external organization network. The first step is to specify the external network that
outbound traffic will traverse; this provider network will be used for communication outside the
organization’s network resources, such as to the Internet. The VMware vSE appliance will automatically
be deployed with one network interface connected to this network; the VMware vSE appliance virtual
machine will route, and apply the NAT service for, all communication between the external organization
network being created in this step and the external network specified here. The other interface of the
VMware VSE virtual machine will be connected to the external organization network when the operation
is complete. Because the traffic on this external organization network is isolated from the other
organization networks, select the network pool that will back the isolation (Figure 24).

Figure 24. Configuring the External Organization Network

Create Organization Network Wizard X
Configure External Organization Network
Select the external network you want to connect to, and select the network pool that allocates the internal network.
If you don't see the network you need: create a new external network or create a ne e poo
\ﬁ Only use networks that are accessible by this organization.
Select External Network
this Internal Organization N
Configure External Organization Network Al v ¢
Name 1a| VLAN Default... Networ... Primar... vCen... IP Pool (Used/T...
N1K_Provider_Ext =1 10.29.170.1 255.255.255 10.29.170.2 SL-TME-vC 0/ 11 0%
I
1-1of 1
Select Network Pool
Al - [
Name 1a vCenter Type Network (Used/Total)
OrgA Org Net Pool SL-TME-vCenter Port Group 0/20%
OrgA vApp Net Pool SL-TME-vCenter Port Group 0/30%
1-2of 2
Back Next Cancel
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Step 5g. Configure the IP settings for the external organization network; then click Next (Figure 25). These
addresses will be dispensed by the VMware VvSE appliance virtual machine to clients within the
organization connecting to this external organization network. When a vApp is deployed on this segment,
VMware guest customization processes can inject these addresses into the virtual machine.

Figure 25. Configuring the IP Settings for the External Organization Network

Create Organization Network Wizard x

Configure IP Settings

Select Organization
Enter the network settings of the new organization network below:

Select Typical or Advanced Setup

Network mask: 255.255.255.0
Configure Internal Organization Network
. Default gateway: 192.168.0.1
Configure Internal IP Settings

Primary DNS: 10.29.170.2

Name this Internal Organization Network

Secondary DNS:

Configure External Organization Network
. DNS suffix:
Configure External IP Settings
Static IP Pool
192.168.0.100 - 192.168.0.199 Add &
192.168.0.100 - 192.168.0.199 Modify
Remove
Total: 100

Back Next Cancel
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Step 5h. Name this external organization network and click Next to complete the process (Figure 26).
Figure 26. Naming the External Organization Network

Create Organization Network Wizard X

Name this External Organization Network
Select Organization
Enter a name and description for your new organization network.

Select Typical or Advanced Setup

- Name: OrgA External Org Networl | #
Configure Internal Organization Network
Description: External organization -]
Configure Internal IP Settings network for vSEs =
-

Name this Internal Organization Network
Configure External Organization Network

Configure External IP Settings

Name this | Organization

Back Next | Finish Cancel
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Step 5i. Review the final settings and click Finish (Figure 27).

Figure 27.

Completing the Process

eate Organization Network Wizard

Select Organization

Select Typical or Advanced Setup
Configure Internal Organization Network
Configure Internal IP Settings

Name this Internal Organization Network
Configure External Organization Network
Configure External IP Settings

Name this External Organization Network

Ready to Complete

Ready to Complete

You are about to create an organization network with these specifications. Review the settings and click Finish.

Internal network (Internal organization network)

Name: OrgA Internal vApp Network

Description: Internal Organization Network to be used by vApps
Selected Network Pool: OrgA vApp Net Pool
Default gateway: 192.168.2.1/24
Primary DNS: 192.168.2.2
DNS suffix:

Static IP Pool 192.168.2.100 - 192.168.2.199

External Network (External organization network - NAT-routed connection)

Name: OrgA External Org Network

Description: External organization network for vSEs internal interface
Selected External Network:  N1K_Provider_Ext
Selected Network Pool: OrgA Org Net Pool
Default gateway: 192.168.0.1/24
Primary DNS: 10.29.170.2
DNS suffix:

Static 1P Pool 192.168.0.100 - 192.168.0.199

Cancel
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Step 6a. Create an external direct connected network for the organization. To begin, select the Manage & Monitor

tab and choose Organization Networks > Add Network.

Select the organization that this network will belong to and then click Next (Figure 28).

Figure 28. Selecting the Organization

Create Organization Network Wizard X

Select Organization
Select Organization
Select the organization for which this network should be created.
All hd
name 1a description
<5 Org_A

1-1of 1

Next

Cancel
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Step 6b. Since you are now creating only a directly connected external network, be sure that the Typical network

setup is selected, deselect the “Create an internal network” check box, and select the “Create an

external network via” check box. In the drop-down list, choose “direct connection” (Figure 29).

Figure 29. Specifying the Setup Options

Create Organization Network Wizard X

Select Typical or Advanced Setup
Select Organization
The default options are the most common setup for a new organization.

Select Typical or Advanced Setup

What type of network access do you want to give this organization?

(») Typical

|| Create an internal network

M‘ Create an external network via: direct connection v

& Organization 36 vapp1 38 vapp2

1. External network

An external organization network provides an organization with external connectivity, such as to the
Internet. Virtual machines from multiple organizations can communicate over this network.

() Advanced

Back Next Cancel
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Step 6¢. Select the external network to which this organization network will connect; then click Next (Figure 30).

In this case, there is only one choice, which is the external network defined in step 2 in the earlier section

“Configuring VLAN-Based Isolation on the Cisco Nexus 1000V Series.”

Figure 30. Selecting the External Network to Connect To

Create Organization Network Wizard X

Configure External Organization Network
Select Organization
Select the external network to connect to.
Select Typical or Advanced Setup
- If you don't see the external network you need: create a new external network
Configure External Organization Network
|¥] Only use networks that are accessible by this organization.

Select External Network

All v
Name 14| VLAN Default... Networ... Primar... vCen... IP Pool (Used/T...
N1K_Provider_Ext =1 10.29.170.1 255.255.255 10.29.170.2 SL-TME-vC 1/119%
1-10of 1

Cancel
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Step 6d. Type a name for this directly connected external organization network and click Next (Figure 31).

Figure 31. Naming the Network

Create Organization Network Wizard X

Select Organization
Select Typical or Advanced Setup
Configure External Organization Network

Name this External Organization Network

Name this External Organization Network

Enter a name and description for your new organization network.

Name: OrgA External Org Direct Connect

Description: External organization
directly connected hetwork

Next

Finish

Cancel

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Page 36 of 79



Step 6e. Review the final settings and click Finish (Figure 32).
Figure 32. Completing the Network

Create Organization Network Wizard *

Ready to Complete

You are about to create an organization network with these specifications. Review the settings and click Finish.

External Network (External organization network - direct connection)

Name: OrgA External Org Direct Connect
Ready to Complete Description: External organization directly connected network

Selected External Network: N1K_Provider_Ext

Back Cancel

The organization is now prepared to start hosting vApps and virtual machines using all the available types of
organization and provider networks. From here, vVApp administrators and other administrators with the proper
permissions can consume the networks that were created while taking advantage of the network services and
features of the Cisco Nexus 1000V Series. For example, a vApp can be deployed, and the vApp network used
(specified at the time the vApp is deployed) will use any of the available pools.

VXLAN-Backed Network Pools

Many customers are building private or public clouds. Intrinsic to cloud computing are multiple tenants with
numerous applications using the cloud infrastructure. Each of these tenants and applications needs to be logically
isolated, even at the networking level. For example, a three-tier application can have multiple virtual machines
requiring logically isolated networks between the virtual machines. Traditional network isolation techniques such
as IEEE 802.1Q VLAN provide 4096 LAN segments (through a 12-bit VLAN identifier) and may not provide
enough segments for large cloud deployments. Cisco and a group of industry vendors are working together to
address new requirements of scalable LAN segmentation as well as methods for transporting virtual machines
across a broader diameter. The underlying technology, referred to as Virtual Extensible LAN (or VXLAN), defines a
24-bit LAN segment identifier to provide segmentation at cloud scale. More details can be found in the IETF draft:
http://www.ietf.org/mail-archive/web/i-d-announce/current/msg39532.html.
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In addition, VXLAN provides an architecture for customers to grow their cloud deployments with repeatable pods
in different subnets. With Cisco Nexus 1000V Series Switches supporting VXLAN, customers can quickly and
confidently deploy their applications to the cloud.

The Cisco Nexus 1000V Series supports VXLAN and provides significant benefits beyond VXLAN'’s baseline
capabilities:

e Fully supports VMware vCloud Director 1.5 and later: See the compatibility matrix at Cisco Nexus 1000V
and VMware Compatibility Information.

o Extends existing operational model to the cloud: The Cisco Nexus 1000V Series offers a nondisruptive
operational model for network and server administrators. With the Cisco Nexus 1000V Series supporting
VXLAN, the same operational model can now be extended to the cloud without disrupting the existing
operational model, accelerating cloud deployment.

This guide does not discuss the details or best practices for deploying the Cisco Nexus 1000V Series. For that
information, refer to the Cisco Nexus 1000V Series Switches Deployment Guide at
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/quide_c07-556626.html.

Overview of Cisco Nexus 1000V Series VXLAN

VXLAN is a Layer 2 network isolation technology that uses a 24-bit segment identifier to scale beyond the 4000-
address limitations of VLANs. VXLAN technology creates LAN segments by using an overlay approach with MAC-
in-IP encapsulation. The Cisco Nexus 1000V Series VEM encapsulates the original Layer 2 frame leaving the
virtual machine (Figure 33).

Figure 33. VXLAN Encapsulated Frame Format

Inner | Inner | Optional Original
MAC MAC Inner Ethernet | CRC
DA SA 802.1Q Payload

Outer | Outer
MAC MAC

Outer Outer Outer | Outer | VXLAN ID

DA SA 802.1Q | IPDA | IPSA UDP (24 bits)

+«— VXLAN Encapsulation > Original Ethernet Frame ——»

Each VEM is assigned an IP address, which is used as the source IP address when encapsulating MAC address
frames to be sent on the network. This assignment [[OK?]] is accomplished by creating VMKNICs on each VEM
(Figure 34). You can have multiple VMKNICs per VEM that are used as sources for this encapsulated traffic. The
encapsulation carries the VXLAN identifier, which is used to scope the MAC address of the payload frame.

Figure 34. VEM VMKNIC Interface with VXLAN Capability
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The connected VXLAN is specified within the port-profile configuration of the vNIC and is applied when the virtual
machine connects. Each VXLAN uses an assigned IP multicast group to carry broadcast traffic within the VXLAN
segment.

When a virtual machine attaches to a VEM, if it is the first to join the particular VXLAN segment on the VEM, an
Internet Group Management Protocol (IGMP) join is issued for the VXLAN'’s assigned multicast group. When the
virtual machine transmits a packet on the network segment, a lookup is performed in the Layer 2 table using the
destination MAC address of the frame and the VXLAN identifier. If the result is a hit, the Layer 2 table entry will
contain the remote IP address to use to encapsulate the frame, and the frame will be transmitted in an IP packet
destined for the remote IP address. If the result is a miss (broadcast, multicast, and unknown unicast traffic falls
into this category), the frame is encapsulated with the destination IP address set to the VXLAN segment’s
assigned IP multicast group.

Solution Architecture

Figure 35 shows the components of the solution. Each component will be discussed in detail with a focus on
integration of the Cisco Nexus 1000V Series with VMware vCloud Director to support the VXLAN feature.

Figure 35. Cisco Nexus 1000V Series with VMware vCloud Director Solution Architecture
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Solution Components
The main components of the solution are:
¢ VMware vCloud Director and vShield Manager communications
¢ Cisco Nexus 1000V Series and VMware vShield Manager communications
e VMware vShield Manager and vCenter communications
 VMware vCenter and Cisco Nexus 1000V Series communications

The next sections look at the components from the solution perspective.
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VMware vCloud Director and vShield Manager Communications

VMware vCloud Director provides network services to the cloud through VMware vShield Manager. VMware
vShield Manager interacts with the Cisco Nexus 1000V Series to make the Cisco Nexus 1000V Series available to
VMware vCloud Director to build any type of network when building a tenant cloud. Each VMware vCloud Director
cell requires access to a VMware vShield Manager host, which in turn provides network services to the cloud. You
must have a unique instance of VMware vShield Manager for each VMware vCenter server you add to VMware
vCloud Director vCenter.

Cisco Nexus 1000V Series and VMware vShield Manager Communications

VMware vCloud Director interacts with the Cisco Nexus 1000V Series using VMware vShield Manager. The VSM
implements a representational state transfer (REST) API that allows the user to create all types of networks
supported by VMware vCloud Director. This feature allows the user to design and implement networks in VMware
vCloud Director that then are created on the Cisco Nexus 1000V Series Switch.

This feature is turned off by default in the Cisco Nexus 1000V Series, but it can be enabled by the following
command on the Cisco Nexus 1000V Series Switch:

N1KV (Config) # feature network-segnentation-nanager

VMware vShield Manager needs the following information to manage the VSM:

e VSM connectivity details
¢ Number of multicast addresses available for VMware vCloud Director

e Number of VXLANS that can be consumed by VMware vCloud Director

VMware vShield Manager and vCenter Communications

This communication will occur when an organization routed network is required for an organization. VMware
vShield Manager will instantiate a VMware VSE appliance dynamically to provide NAT and IP gateway service for
an organization network.

VMware vCenter and Cisco Nexus 1000V Series Communications

VMware vCenter provides centralized control and visibility to VMware vSphere virtual infrastructure. The Cisco
Nexus 1000V Series is tightly integrated with VMware vCenter (Figure 36). This integration enables the network
administrator and the server administrator to collaborate efficiently. While the networking policies can be enforced
in the virtual access layer just as in the physical network, the Cisco Nexus 1000V Series helps maintain the
separation of duties for the network and server teams. This communication is part of the initial Cisco Nexus 1000V
Series setup, and there is no change in this communication because of VXLAN Implementation.

Figure 36. VSM to VMware vCenter Integration
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Deployment Steps

Here is a summary of the steps required to deploy VMware vCloud Director with the Cisco Nexus 1000V Series to
take advantage of VXLAN:

Configure the VMware vSphere environment.

Install VMware vCloud Director.

Install VMware vShield Manager.

Install the Cisco Nexus 1000V Series Switch.

Turn on the VXLAN feature (feature segmentation) on the Cisco Nexus 1000V Series Switch.

Turn on the Network Segmentation Manager feature on the Cisco Nexus 1000V Series Switch.

Create a new port profile with the VXLAN capability.

© N o g M 0 bd P

Create a new VMware VMkernel interface to each VMware ESX host and assign the new port profile created
in step 7.

9. Turn on multicast on the uplink physical Layer 3 switch or router.

10. Increase the maximum transmission unit (MTU) size on the Cisco Nexus 1000V Series uplink interfaces and
the uplink physical interfaces to a minimum of 50 bytes.

11. Add the Cisco Nexus 1000V Series Switch to the list of switches managed by VMware vShield Manager.
12. Create the segment ID and multicast address in VMware vShield Manager.

13. Map clusters to the distributed virtual switch (DVS) in VMware vShield Manager to use VXLAN-based network
pools (applicable only to VMware vCloud Director 5.1).

After performing these steps, you are ready to create network pools backed by VXLAN.

Deployment Considerations

Cisco Nexus 1000V Series Deployment

Standard practices of VSM deployment should be followed. VSM can be part of the same cluster in the vCenter
where it is providing Layer 2 networking functionality. In vCenter, the additional recommendation is to have a
dedicated resource pool for the VSMs that are excluded from the resources available to vCloud Director. The
alternate option is to host VSMs on a dedicated Cisco Nexus 1010 Appliance.

Multicast

In a typical Layer 2 network using VLANS, if a frame is received with an unknown destination MAC address, it is
flooded out of every interface (except the one it came from). In VXLAN, multicast/broadcast (and unknown unicast)
frames will be sent encapsulated with a multicast destination IP address. Ideally, each VXLAN should use a
different IP multicast group address to avoid flooding frames to VEMSs that do not need them. When VXLAN
encapsulation is used, a multicast IP address must be assigned to each VXLAN. It is up to vCloud Director to
decide which VXLANSs will share the same IP multicast group address.

If the VXLAN VMKNICs on different VEMs belong to the same subnet, you need to enable IGMP snooping only on
the VLAN on upstream switching to provide Layer 2 optimization for multicast traffic.
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If the VXLAN VMKNICs on different VEMs are in different subnets, Layer 3 multicast routing must be configured
on the upstream routers. The recommended protocol to deploy is Bidirectional Protocol Independent Multicast
(PIM), since the VEMSs act as both multicast speakers and receivers at the same time. For more information on
deploying multicast on Cisco switches and routers, please refer to the link below:
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6552/ps6592/whitepaper_c11-474791.html.

Proxy Address Resolution Protocol (ARP)

The VXLAN encapsulated packet uses the source address of the dedicated VMkernel interface IP address on the
VEM. The destination address is initially the Multicast Group address. Once the actual VEM destination is
determined, the subsequent packets have the actual unicast address for the destination. In the event that the
destination is on a different subnet, the VEM will still ARP for the destination instead of sending it to the default
gateway. To address this behavior, you need to enable the Proxy ARP feature on the Layer 3 gateway (upstream
Layer 3 switch or router), so it can respond to off-subnet ARPs.

Communications Outside the VXLAN
The VXLAN format is supported only by the Cisco Nexus 1000V. If communications have to be established
outside the VXLAN, there are two options available today.

Virtual Machine with One Interface in VXLAN and One in VLAN

Multihomed virtual machine with one interface in VXLAN and one interface in a VLAN. Any communication to be
established to VXLAN from outside has to traverse the multihomed virtual machine through the VLAN interface.
Now consider an example of a vApp with the following virtual machines:

e Dual-homed client machine with one interface in VXLAN 4400 and one interface in VLAN 44
o Web server with one interface in VXLAN 4400 and one interface in VXLAN 4401

o Database server with one interface in VXLAN 4401

In this scenario, illustrated in Figure 37, you can remote desktop to a client machine on the interface, which is on
VLAN 44, and then browse to the web server in VXLAN 4400. Now the web server can communicate to the
database server on VXLAN 4401, which is totally isolated - that is, the client machine has no access to the
database server directly.

Figure 37. External Connectivity with Dual-Homed Virtual Machine
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vShield Edge Providing NAT/Gateway Functions

vCloud Director deploy vShield Edge virtual device to provide NAT and IP gateway connectivity between a vApp
network and an organization network or between an organization network and an external network. This option is
available if you select routed mode for external connectivity when you create an organization network. Figure 38
shows how the configuration above connected to external network using vShield Edge. The external interface will
be in VLAN 44 and internal interface on VXLAN 4400.

Figure 38. External Connectivity with VMware vShield Edge

vShield Edge

VXLAN Working with OTV/LISP

VXLANSs are intended for creating a large number of logical networks in a cloud environment within a data center.
Overlay Transport Virtualization (OTV) is a data center interconnect technology extending VLANSs to different data
centers over Layer 3. Unlike VXLAN, OTV has simpler deployment requirements since it does not mandate a
multicast-enabled transport network. Locator ID Separation Protocol (LISP) goes a step further by providing IP
address mobility between data centers with dynamic routing updates. While VXLAN, OTV, and LISP all use
UDP/IP encapsulation, they serve very different networking purposes and are hence complementary to each
other.

Scalability with VXLAN

Today, a single Cisco Nexus 1000V Series Switch supports a total combination of up to 2000 VXLAN and VLAN
Layer 2 logical networks. In order to scale beyond 2000 Layer 2 logical networks, you need to deploy additional
Cisco Nexus 1000V Series Switches.

In case where a single organization has spanned multiple Cisco Nexus 1000V Series Switches, the organization
administrator will be presented with same organization networks with different names.

Securing VXLAN in the Physical Network
Since VXLAN is transported over IP in physical network, some best practice recommendations should be
implemented when setting up the transport network for VXLAN.

The preferred option is to have all the VXLAN VMkernel interfaces on the VEM in the same subnet. In this
scenario, you can make them part of the same VLAN and keep that VLAN a strict Layer 2 VLAN. Only the
VMKNICs used for VXLAN encapsulation should attach to this VLAN. This approach provides natural protection
and limits unwanted exposure to external communication.
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In the scenario where number of VEMs has exceeded the available IP addresses in the subnet, VMKNICs for
VXLAN encapsulations may need to be assigned IP addresses in multiple subnets. In this scenario, where VXLAN
VMkernel interfaces belong to two different VLANSs, the communication between the multiple subnets has to take
place through a Layer 3 switch or router. Both VLANs must have SVI interfaces.

To make sure that VXLAN traffic cannot be attacked or snooped from unauthorized endpoints, you can use one of
two options:

e Use ACLs to prevent unauthorized injection of VXLAN encapsulated traffic to VEM VMKNICs from outside
sources.

e Use a VRF to segregate the VLANs and SVIs on which VXLAN VMKNICs are assigned IP addresses.

For specific configurations of ACLs or VRFs, please refer to the configuration guides of you physical Layer 3
switch or router.

The options just described not only reduce external security threats, but also keep the multicast deployment
simpler in the physical network.

Port Channels

Port channels use different load-balancing algorithms for dividing outgoing traffic among different physical
interfaces. IP encapsulation results in all outgoing VXLAN traffic carrying an outer header that has the source
MAC/IP address of the VEM’s VMKNIC. For optimal load balancing, users must configure either a 5-tuple-based
hash as the load-sharing algorithm. The following command is recommended for optimizing the VXLAN traffic on
multiple uplinks:

Example:

nl000v(config)# port-channel | oad-bal ance source-dest-ip-port

MTU Size
VXLAN traffic is encapsulated in a UDP packet when sent out to the physical network. This encapsulation imposes
the following overhead on each packet:

Outer Ethernet Header (14) + UDP header (8) + IP header (20) + VXLAN header (8) = 50 bytes

To avoid fragmentation and possible performance degradation, all the physical network devices transporting the
VXLAN traffic need to handle 50 bytes greater than the max MTU size expected for the frame. Therefore, you must
adjust the MTU settings for all the devices that will transport the VXLAN traffic. This includes the uplink port-
profiles of Cisco Nexus 1000V Series Switches carrying the VXLAN traffic.

Some switches take a global setting for the MTU and others must be set per port. Refer to the system
configuration guides of your upstream switches to increase the MTU of the physical interfaces of all the transit
switches and routers.
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VXLAN Deployment Use Cases

Deploying Two-Tier Web Development vApp

In the first use case, illustrated in Figure 39, we are deploying a web development vApp using VXLAN for an
isolated Layer 2 network. The vApp consists of three virtual machines: web, database, and Windows client. The
goal is to provide the web developer with an isolated test environment in where he can remote desktop to the
Windows client to access the web server that resides in the VXLAN. Only the Microsoft Windows client has
northbound connectivity via the external network.

Figure 39. Deploying a Two-Tier Web Development vApp
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VMKNIC
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physical link g
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This document does not discuss the installation and setting up VMware vSphere environment with Cisco Nexus
1000V Software Release 1.5 and VMware vCloud Director 1.5.

Setting Up the Cisco Nexus 1000V Series for VXLAN

Step 1. Turn on the NSM and VXLAN feature on Cisco Nexus 1000V Series.

N1KV- VSM confi g)# feature segnentation
NLKV- VSM confi g) # feature network-segnentati on-manager

Verify that the feature is enabled on the Cisco Nexus 1000V Series:

NLKV- VSM confi g)# show feature

Feature Nane Instance State
dhcp- snoopi ng 1 di sabl ed
http-server 1 enabl ed
| acp 1 di sabl ed
net f | ow 1 di sabl ed
net wor k- segnent ati on 1 enabl ed
port-profile-roles 1 di sabl ed
private-vlan 1 di sabl ed
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segment ati on 1 enabl ed
sshServer 1 enabl ed
tacacs 1 di sabl ed
t el net Server 1 di sabl ed

You can get more details around NSM configuration by issuing the following command:

N1KV- VSM confi g) # show net wor k- segment nanager sw tch
switch: default_sw tch

state: enabled

dvs-uuid: 3a 7d 2d 50 d7 89 d3 29-3e 62 ad d6 9a af e2 e0

dvs- nane: N1KV-VSM

mgnt - srv-uui d: 1190CA35- 488B- 45B1- A2C3- B43815F49534

reg status: unregistered

last alert: - seconds ago

The registration status will change when we integrate the NSM with vShield Manager.

Step 2. Create a port-profile with capability VXLAN.

port-profile type vethernet VMK-FI-A
vmaar e port-group
swi tchport access vlan 10
capability vxl an
no shut down
state enabl ed

You can verify that the VXLAN is enabled on this interface by issuing the command:

N1KV- VSM confi g)# show port-profile name VMK-FI-A

port-profile VMK-FI-A

type: Vet hernet
description:

status: enabl ed

max-ports: 32

mn-ports: 1

i nherit:

config attributes:
swi tchport access vlan 10
capability vxlan
no shut down

eval uated config attributes:
swi tchport access vlan 10
capability vxlan
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no shut down
assi gned interfaces:
port-group: VMK-FI-A
system vl ans: none
capability I3control: no
capability iscsi-multipath: no
capability vxlan: yes
port-profile role: none
port-binding: static

Step 3. Create a VMkernel interface on each ESX host.
Attach a VMkernel interface to each ESX host of the cluster in vCenter, which will be managed by vCloud Director.

Navigate to Home > Inventory > Host and Clusters in the vCenter. Select the host of the cluster, which will be
managed by vCloud Director. Under Configuration > Networking > vSphere Distributed Switch, select Manage
Virtual Adapter, as shown in the Figure 40.

Figure 40. Adding VMkernel Interface on VMware ESX Host: Screen 2
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Now add a new VMkernel interface, as shown in Figure 41.

Figure 41. Adding VMkernel Interface on VMware ESX Host: Screen 2
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Complete the process by following the steps in Figures 42 through 46.

Figure 42. Selecting a New Adapter

) Add Virtual Adapter

Creation Type
Add a new virtual network adapter or migrate existing virtual network adapters from switches.

M[=] E3

—Creation Type
% New virtual adapter
Add a new virtual adapter to the vSphere distributed switch.

" Migrate existing virtual adapters

gateway will remain

Migrate virtual adapters to this vSphere distributed switch. IP address, subnet mask, and default
unchanged.
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Figure 43. Selecting a New VMkernel Interface
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Figure 44. Selecting a VXLAN-Enabled Port Profile
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Figure 45. Configuring an IP to VMkernel Interface Used to Encapsulate VXLAN
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Specifiy VMkernel IP settings
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Creation Type (" Obtain IP settings automatically

Virtual Adapter Type
B Connection Settings * Use the following IP settinas:

IP Settings IP Address: EFETETEE!
Ready to Complete

Subnet Mask: | 255 255 , 255 , 0

VMkernel Default Gateway: | 172 . 25 . 180 . 1
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Figure 46. Summary of VXLAN VMkernel Interface
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Repeat the steps for other ESX hosts. The only difference is that you need to assign a unique IP address for each

VMkernel interface created on the host.

On the VSM, you can verify the that the interfaces are up on that Layer 3 VMkernel interface by issuing the

following command:

N1KV- VSM confi g)# show port-profile nane VMK-FI-A

port-profile VMK-FI-A

type: Vet hernet

description:

status: enabl ed

mex- ports: 32

mn-ports: 1

i nherit:

config attributes:
swi tchport access vlan 10
capability vxlan
no shut down

eval uated config attributes:
swi tchport access vlan 10
capability vxlan
no shut down

assi gned interfaces:
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Vet her net 4

Vet her net5
port-group: VMK-FI-A
system vl ans: none
capability |3control: no
capability iscsi-multipath: no
capability vxlan: yes
port-profile role: none
port-binding: static

The two virtual VMkernel interfaces (vEthernet 4 and vEthernet 5) belong to two different ESX hosts in the
example.

Step 4. Change the MTU on uplink interface.

To avoid fragmentation, it is highly recommended to increase the MTU of the uplink interfaces of Cisco Nexus
1000V and the physical interfaces of the upstream switches, which are connected the Layer 2 domain of the
vSphere environment.

The following command needs to be configured on the uplink port-profile to increase the MTU:

port-profile type ethernet uplink
vmwar e port-group
switchport trunk allowed vlan 10, 180
swi tchport node trunk
swi tchport trunk native vlan 180
mu 1550
no shut down
system vl an 10, 180
state enabl ed

Refer to the system configuration guides of your upstream switches to increase the MTU of the physical interfaces
of all the transit switches and routers.

Enabling Multicast on the Upstream Physical Switch

In this example, all the VEM VXLANSs are in the same VLAN, and we are enabling the IGMP snooping querier on
the VLAN:

vlan 10
ip ignp snooping querier 10.45.46.45

5K-B# show i p i gnp snoopi ng queri er

Vlian | P Address Ver si on Expi res Por t
10 10. 45. 45. 45 v3 00: 02: 45 Et hernet 1/ 8
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Integrating with VMware vCloud Director 1.5.1 and vShield Manager 5.0.1

Integrating VSM (Cisco Nexus 1000V Series) with VMware vShield Manager

Now we will integrate vShield Manager with Cisco Nexus 1000V Series. The following information is required to
add the Cisco Nexus 1000V Series as a managed switch in VMware vShield Manager.

¢ VSM connectivity details
e Multicast addresses
e Number of VXLANs
As shown in Figure 47, start by logging into the vShield Manager web interface: https://vShield-Manager-I1P

Figure 47. VMware vShield Manager Login GUI

VMware vShield Manager®

Password
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Select Settings & Reports > Configurations > Networking, as shown in Figure 48.

Figure 48. Adding Cisco Nexus 1000V Series Switch in VMware vShield Manager

vShield Manager

View: [ Host & Clusters B‘ @

] Data Security
m Datacenters

You are logged in as a System Administrator
Settings & Reports

Configuration

Updates System Events Audit Logs

vCenter Date/Time Support Backups Status SSL Certificate !Nutwork‘mg lSpouquBrd
———

Logged in

General Settings

Current allocations:

Segment ID pool:

Multicast address range:

Edit Settings

To pi ion external swil each vShield i needs a unique pool of network segment IDs and a range of multicast addresses.

External Switch Providers

External switch providers add the ability to create and manage non-VMware implementations of virtual switches.

Add Switch Provider

Name [ Tvpe Status API Url

Next, provide the VXLAN ID range and multicast address range (Figure 49). Try to put as many multicast groups
as available that will not exceed the state in the transit switches and routers. In case you have multiple vShield
Managers, the VXLAN IDs and groups must not overlap between them.

Figure 49. Providing VXLAN ID Ranges and Multicast Address Ranges

manager.

Provide a segmentID pool and multicast range unique to this vShield

Segment ID pool:  |4400-4410

Multicast addresses: =#|225.0.0.1-225.0.0.2

Ok | [ Cancel
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Now add the Cisco Nexus 1000V as a switch in vShield Manager. Figure 50 shows the specific settings.

Figure 50. Cisco Nexus 1000V Series Specific Settings

Add Switch Provider x

Provide the base URL to the provider's service API and credentials to login.

Name: # | Nexus1KV-NSM-1 |

Service API base URL: | https://172.25.180.128/n1k/services/NSM

Username: *ladmin I

Password: :.‘,:.I!xxu::xxnn |

[ Ok I | Cancel

A green checkmark should appear under Status, as shown in Figure 51.

Figure 51. Cisco Nexus 1000V Switch Added to vShield Manager List of Managed Switches.

External Switch Providers

External switch providers add the ability to create and manage non-VMware implementations of virtual switches

Add Switch Provider |

Name l Type Status API Url

NexuslKV-NSM-1 NSM v https://172.25.180.128/n1k/services/NSM

VMware vCloud Director Settings

The following section will focus on the vCloud Director network configuration in our use case. Please refer to the
VMware documentation for non-network settings, including creating virtual data centers, organizations,
organization virtual device contexts, and so on.

Building an External Network for Provider vDC
The external network provides northbound connectivity to an organization within vCloud Director. This will always

be a port-group backed network. Figures 52 through 55 show the steps involved in associating the existing port-
group with the newly created external network.

Navigate to System > Home > Guided Tasks. Click Create External Network. Select the port-group which will
provide the external connectivity.
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Figure 52. Selecting the Preconfigured Port Group (Port Profile)

New External Network X

Select vSphere Network

Select vSphere Network
An external network uses a network in vSphere to connect to a network outside of your cloud. The network can be a public
network such as the Internet, or even an external IPSec-VPN network that connects to a given organization.

If you don't see the vCenter you need: attach a different vCenter

Select vCenter and vSphere Network

¢ ¢
vCenter 1[I0 vSphere Network 14| VLAN | Datacenter [m
vCenter-TME Unused_Or_Quarantine_V -1 VXLAN-DC
| vDC-External -1 VXLAN-DC I
VM Network VXLAN-DC
VMK-FI-A -1 VXLAN-DC

‘f 4 ‘ T 1-10f 1 ] | Pl ‘ (4 H 4 ‘ 5-8 of 10 » |[ pl |

These provider vDCs will connect to this new external network:

PvDC1

[ Back H Next ]. Finist “Cancel’

Next, specify a pool of IP addresses which can be consumed by the virtual machines requiring external
connectivity
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Figure 53. Network Settings

New External Network b

Select vSphere Network
Configure External Network

Name this External Network

Configure External Network

Specify the network settings for this new external network. You can have this network automatically supply IP addresses to
VMs in organizations by adding IP address ranges or IP addresses using the Static IP Pool control.

Network mask: 255.255.255.0 L]
Default gateway: 172.25.180.1 ]
Primary DNS: 171.70.168.183

Secondary DNS:

DNS suffix: lab.local

Static IP pool:

Enter an IP range (format: 192.168.1.2 - 192.168,1.100) or [P address and click Add

172.25.180.141 - 172.25.180.145 Add | L

172.25.180.141 - 172.25.180.145

Total: 5

Back | Next Cancel

Provide the name for this external network.

Figure 54. Naming the External Network

New External Network

Select vSphere Network
Configure External Network

Name this External Network

Name this External Network

Enter a name and description for the new external network.

Network name: vDC1-External £

Description:
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Figure 55. Summary of the External Network

Ready to Complete
Select vSphere Network
You are about to create an external network. Review these settings and click Finish to create it.

Configure External Network

Network name: vDC1-External

Name this External Network
Description:

Ready to Complete

Y it vSphere network: vDC-External

Network mask: 255.255.255.0
Default gateway: 172.25.180.1
Primary DNS: 171.70.168.183

Secondary DNS:
DNS suffix: lab.local
Address pool for static IP allocation: 172.25.180.141 - 172.25.180.145

Creating the VXLAN Network Pool
This section shows the steps for creating network pool, which provides VXLAN segments.

Navigate to System > Guided Tasks > Create Network Pool. Select Create Network Pool. The wizard will appear
which will guide you through the steps required (Figures 56 through 59).

Figure 56. Select “Network Isolation-backed”

Create Network Pool Wizard b'e

Network Pool Type
Network Pool Type
A network pool is a collection of virtual machine networks that are available to be consumed by
vDCs to create vApp networks and by organizations to create organization networks.
Network traffic on each network in a pool is isolated at layer 2 from all other networks.

Select a network pool type from the list below:

() VLAN-backed
Create a network pool backed by a range of VLAN IDs. The VLANs must be pre-provisioned.

(s) Network isclation-backed
Create a netwerk pool backed by Cloud isolated networks. A Cloud isolated network spans hosts and
provides traffic isolation from other hosts. The system provisions Cloud isolated networks automatically.

() vSphere port group-backed
Create a network pool backed by a vSphere port group. The port group must be pre-provisioned.
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Figure 57. Enter the Number of VXLAN Segments Available in the Pool

Create Network Pool Wizard X
Configure Isolation-backed Pool
Natwari:Poal Type Enter the settings for the new network pool below:
Configure Isolation-backed Pool Number of VCD isolated networks:
b ®
VLAN ID:
< t vNetwork Distributed
e Al [~ c
|
| vCenter la IID vDS la vCenter [}:D
vCenter-TME I FlKV-VSM l vCenter-TME
4 1| 4 1-10f 1 [ bl | 4 ]| | 1-10f1 B |
These provider vDCs will connect to networks allocated from this new network pool:
Provider vDC
PvDC1

Figure 58. Enter the Name of the Network Pool

Create Network Pool Wizard

Name this Network Pool
Network Pool Type

Configure Isolation-backed Pool Narne:

Enter profile settings for the new network pool below:

Name this Network Pool Org-vApp-Network

Description:

5 VXLANs available in the network pool
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Figure 59. Wizard Summary Screen

Ready to Complete

You are about to create a network pool with the following

settings:

Name: Org-vApp-Network

Description: 5 VXLANs available in the network pool
Number of VCD isolated networks: 5

VLAN ID: 0

Selected vNetwork Distributed Switch: N1KV-VSEM

This completes the creating of network pool which is VXLAN backed. Now, we can consume the VXLAN backed

Layer 2 segment for Organizations.

Assigning Network Resources to an Organization

When you are creating an organization network in vCloud Director, you need to select a network from the Network

pool. In this case, you will select a network from the network pool, which was defined in the previous section
(Figure 60).

Figure 60. Selecting the VXLAN-Backed Network Pool for the Organization

Select Network Pool
Select Organization
Select the network pool that provides vApp networks to this organization vD

Select Provider vDC pool.
Select Allocation Model Network pool: [ Org-vApp-Network I = ’
Configure Pay-As-You-Go Model
Total available networks: 5
Allocate Storage
: Quota for this organization: 3| i}

Select Network Pool
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Creating Organization Networks

In this section, you will create organization networks, which will consume Layer 2 network segments from the
network pool. Navigate to System > Home > Add network to an organization (Figure 61).

Figure 61. Select Organization

Select Organization
Select Organization
Select the organization for which this network should be created.

All [~] ¢

Name 1a Description [ID

< Org-abe

In this example, you will create both internal and external network for the organization (Figures 62 through 66).

Figure 62. Create Both Internal and External Networks

Select Typical or Advanced Setup
Select Organization

The default options are the most common setup for a new organization.
Select Typical or Advanced Setup

What type of network access do you want to give this organization?

(s) Typical

The quickest and most common way to set up networks for an organization.

[¥] Create an internal network

M Create an external network via: Direct connection ‘ ¥ ]
&> Organization 3E vapp1 | 7% vApp2
= n ganization network I I
i External or ork

L External network

An internal organization network is accessible only by this organization. It provides the organization
with a private network to which multiple vApps can connect. An external organization network provides
an organization with external connectivity, such as to the Internet. Virtual machines from multiple
organizations can communicate over this network.

() Advanced
Add a new network and specify its detailed settings.
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Figure 63. Configure IP Settings

Configure IP Settings
Select Organization

Enter the network settings of the new organization network below:
Select Typical or Advanced Setup

Network mask: 255.255.255.0 £
Configure Internal Organization Network

Default gateway: 192.168.1.1 #
Configure IP Settings

Primary DNS:

Secondary DNS:

DNS suffix:

Static IP pool:

Enter an IP range (format: 192.168.1.2 - 192.168.1.100) or IP address and click Add.

‘]Add\

192.168.1.100 - 192.168.1.199 ‘

Total: 100

Figure 64. Name the Internal Organization

Create Organization Network Wizard

Name this Internal Organization Network
Select Organization

Enter a name and description for your new organization network.
Select Typical or Advanced Setup

. Name: OrgABC-In{ #
Configure Internal Organization Network

Description:
Configure IP Settings

Name this Internal Organization Network
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Figure 65. Select the Network for Organization External Connectivity

Select Organization

Select Typical or Advanced Setup
Configure Internal Organization Netwark
Configure IP Settings

Name this Internal Organization Network

Configure External Organization Network

Configure External Organization Network

Select the external network to connect to.

If you don't see the external network you need: create a new external network

E Only use networks that are accessible by this organization.

Select External Network

All v

Name 1 Al VLAN Default Gateway ‘ vCenter | 1P Pool (Used/Total)

vDC1-External -1 172.25.180.1 vCenter-TME 0/50%

Figure 66. Organization Network Summary

Name:
Description:
Network pool:
Default gateway:
Primary DNS:
DNS suffix:

Static IP pool:

Name:
Description:

External network:

Internal network (Internal organization network)

OrgABC-Int

Org-VXLAN-Network
192.168.1.1/24

192.168.1.100 - 1952.168.1.199

External network (External organization network - direct connection)

OrgABC-Ext

vDC1-External

After creating the organization networks, we are ready to deploy a vApp that uses both internal and external
organization networks. Figure 67 shows the vApp diagram which contains three virtual machines deployed. One of
the virtual machine (client virtual machine) has network interfaces in both Internal and external network.
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Figure 67. VvApp Diagram Showing Two Organization Networks

ABC-DB ABC-web ABC-Win?

i

e )

A

OrgABC-Ext

OrgABC-Int J | ’

Integrating with VMware vCloud Director 5.1 and vShield Manager 5.1
Integrating VSM (Cisco Nexus 1000V Series) with VMware vShield Manager

This section discusses how to integrate VMware vShield Manager with the Cisco Nexus 1000V Series VSM. The
following information is required to add the Cisco Nexus 1000V Series Switch as a managed switch in VMware

vShield Manager:

e VSM connectivity details
e Multicast addresses

e Number of VXLANs

As shown in Figure 68, start by logging into the VMware vShield Manager web interface: https://vShield-Manager-

IP.
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Figure 68. VMware vShield Manager Login GUI

VMware" vShield Manager-

User name

Copyright € 1998-2012 VMvare, Inc. All rights reserved.

Choose Settings & Reports > Configurations > Networking, as shown in Figure 69. Select Add Switch Provider to
configure the Cisco Nexus 1000V Series VSM settings.

Figure 69. Add Switch Provider in VMware vShield Manager

View: Host & Clusters - @ Se s & Reports
Configuration Updates Users System Events Audit Logs Tasks

qQ -
General Support Backups SSL Certificate |Networking
— J
R —

&) vshield oo External Switch Providers l |_Add Switch Provider |
@} vata Security —
6 Service Insertion External switch providers add the ability to create and manage non-VMware impl tations of virtual h
ﬂ\ Object Library

Name Type Status API Url Username
] a Datacenters —— - -
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Enter the details for the Cisco Nexus 1000V Series NSM to register as a switch provider (Figure 70).

Figure 70. Cisco Nexus 1000V Series Switch Configuration

View: Host & Clusters - @ _SEﬂiﬂQS & REDOHS
Configuration Updates Users System Events Audit Logs Toske

Q

General Support Backups SSL Certificate Netwo

arking

-3 vshield App
e Data Security
i ﬁ Service Insertion
£\ Object Library
B patacenters
4 pemo-oe Add Switch Provider
[B uramAcHA-DC2

w & VXLAN-DC Provide the base URL to the provider's service API and credentials to login.

Name: x|N1KV-\.'5M |

Service API base URL: a-‘-|https://m.zg,ln.zxglnlk/serwces/NSM

Username: * I admin |

Password: S ]

After the Cisco Nexus 1000V Series VSM is registered successfully, it will be added to the list of switch providers,
and a green check mark will appear in the Status column (Figure 71).

Figure 71. Cisco Nexus 1000V Series Switch Added to VMware vShield Manager List of External Switch Providers

View: Host & Clusters BN} Settings & Reports
Configuration Updates Users System Events Audit Logs Tasks

Q

General Support Backups SSL Certificate Networking

]

% External Switch Providers Add Switch Provider |
@} Data Security
e Service Insertion External switch providers add the ability to create and manage non-VMware implementations of virtual switches.
m Object Library Name Type Status AP Ut Usermame
& v‘ Datacenters
[ % DEMO-DC c;l;\f— NSM v https://10.29.172.219/n1k/services/NSM admin Edit Delete
[ uramacHa-oc2
E-EY vXLAN-DC

With VMware vShield Manager 5.1, the hosts and clusters need to be prepared for VXLAN by assigning a
distributed virtual switch to a cluster. This distributed virtual switch will be the provider for the VXLAN network pool.

Select the data center from the list of data centers associated with the VMware vCenter server registered with
VMware vShield Manager. Choose Network Virtualization > Preparation > Connectivity as shown in Figure 72.
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Figure 72. Prepare Clusters for VXLAN Using Cisco Nexus 1000V Series

- @ VXLAN-DC
General App Firewall Endpoint SpoofGuard Network Virtualization I

Network Scopes Networks Edges

View: Host & Clusters

Refresh

= 9 Settings & Reports |
& vshield App [ connedtivity. | segment 10 |

Q Data Security y
&% service Insertion Network Connectivity for VXLAN Traffic I Edit... _|

ﬂ\ Object Library All hosts in a cluster must be connected to a distributed switch to enable VXLAN networking

=] ”’ Datacenters
&[4 DEMO-DC Hosts & Cl... Status Vmknic IP ... Distributed... VLAN Teaming P... MTU

[ UrRAMACHA-DC2

Click Edit to configure the clusters for VXLAN networking. In this example, one cluster is defined for the data
center, and one is associated with the Cisco Nexus 1000V Series distributed virtual switch called VSM-CX. Select
the cluster and the distributed switch from the drop-down menu and click Next (Figure 73).

Figure 73. Associate Cisco Nexus 1000V Series Switch with a Cluster

- @ VXLAN-DC
General App Firewall Endpoint SpoofGuard Network Virtualization

Network Scopes Networks Edges Refresh

View: Host & Clusters

= E Settings & Reports
% wvShield App
Q Data Security
ﬁ Service Insertion
ﬂ\ Object Library

Prepare Infrastructure For VXLAN Networking

= ﬂ Datacenters
=4 pemo-pc
B3 uramACHA-DC2

@

Select participating
clusters

Specify transport
attributes

Select participating clusters
Select one or more clusters to participate in VXLAN networking. For
each cluster, designate a distributed switch to transport VXLAN traffic.

Use Cluster &  Distributed Switch VLAN

Wil |4y vCD-Cluster VSM-CX [~ —

Previous | Next ” Cancel i

The transport attributes are not configurable when the Cisco Nexus 1000V Series Switch is selected as the
distributed switch and will always be listed as Static EtherChannel. Click the Finish button to complete the

configuration (Figure 74).
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Figure 74. Configure Transport Attributes for VXLAN Traffic

B0} VXLAN-DC
General App Firewall Endpoint SpoofGuard Network Virtualization

Q

View: Host & Clusters

eparation Network Scopes Networks Edges Refresh

(= E Settings & Reports
@ vShield App
Q Data Security
% Service Insertion
#% Object Library
=) v Datacenters
@ [ pemo-pc
Ei uramacHa-Dc2
] oL

Prepare Infrastructure For VXLAN Networking

Select participating
clusters

Specify transport
attributes

Specify transport attributes
The following switches were designated for transporting VXLAN
traffic. Please specify a VLAN preferred MTU setting for each switch.

Distributed Switch Teaming Policy MTU (bytes)

[g VSM-CX Static EtherChannel NA

{ Previous J Next { Finish J rL CanceIJ

After all the hosts in the cluster are prepared for network connectivity through the Cisco Nexus 1000V Series
distributed switch, the cluster will be marked Ready (Figure 75).

Figure 75. Network Connectivity for VXLAN Traffic Using Cisco Nexus 1000V Series Switch

SF) VXLAN-DC
General App Firewall Endpoint SpoofGuard Network Virtualization

View: Host & Clusters

Q Preparation Network Scopes Networks Edges Refresh
£l g2 Settings & Reports i
% vShield App Connectivity | Segment ID ‘
G Data Security
& service Insertion Network Connectivity for VXLAN Traffic [ Edit... |

#\ Object Library
B8 w Datacenters
= [y oemo-bc

All hosts in a cluster must be connected to a distributed switch to enable VXLAN networking

Hosts & Cl... Status Vmknic IP ... Distributed... VLAN Teaming P... MTU

4 uramAcCHA-DC2
&y

fmvco-cluster + Ready DHCP

VSM-CX 0

Static EtherChan

1600

Next, provide the VXLAN ID range and multicast address range (Figure 76) by choosing Segment ID > Edit. Try to

put as many multicast groups as available that will not exceed the state in the transit switches and routers. If you
have multiple VMware vShield Managers, the VXLAN IDs and groups must not be duplicated among them.
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Figure 76. Providing VXLAN ID Ranges and Multicast Address Ranges

View: Host & Clusters Bl VXLAN-DC ) ‘
General App Firewall Endpoint SpoofGuard Network Virtualization
Q
on Network Scopes Networks Edges Refresh
=] E Settings & Reports
% vShield App
a Data Security
ﬁ Service Insertion i Edit Settings @
i\ Object Library & ticol of 6T :
S] w Datacenters Provide a segmentID pool and i range unique to this vShield
@ 4 pemo-oc anager:
[l uramacHA-DC2
ER \/xLan-oC | ¢ dd Segment ID pool: = [5500-5510

Multicast addresses: = |232.1.1.l-232.1‘1.11

VMware vCloud Director Settings

This section focuses on the VMware vCloud Director network configuration in our use case. Please refer to the
VMware documentation for settings other than network settings, including settings to create virtual data centers,
organizations, organization virtual device contexts, and so on.

Creating a Provider vDC
Starting with VMware vCloud Director 5.1, the VXLAN network pool is created automatically when the provider
vDC is configured. Configure the provider vDC as usual based on the VMware documentation.

The cluster that is chosen for the resource pool will determine which distributed virtual switch will be used to create
the VXLAN network pool. Here the vDC cluster resource pool is selected; this pool was previously associated with
VSM-CX, the distributed virtual switch, in VMware vShield Manager (Figure 77).
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Figure 77. Add a Provider vDC

Add Provider VDC

@ |

(%

Name this Provider VDC

.| Select Resource Pool

88 Add storage

Ready to Complete

Select Resource Pool

Resource pool supplies the Provider VDC with compute and memory resources and vCenter services, such as high
availability (HA) and fault tolerance (FT). You can add more than one resource pool to a provider VDC to increase the
resources available to its Pay-As-You-Go and Allocation Pool VDCs.

Select a vCenter Server and a resource pool:

vCenter 1a Resource Pool 1a vCenter Path
VC5.0 vCD-Cluster vCD-Cluster
The following external networks are available to the resource pool you selected:
Network Gatewsy Subnet DNS

(o | )

After the provider vDC is configured, you can verify the network pool by choosing Manage & Monitor > Network

Pools. In Figure 78, you can see that the VXLAN pool is created and associated with the VSM-CX vDS.

Figure 78. VXLAN Pool Created and Associated with VSM-CX vDS

<« » VMware vCloud Director

System ‘

administrator (System Administrator) | Preferences | Help ~ |

| | & Home l@uana;_lu& Wonitor j &2, Administration |

l Manage & Monitor

@ Organizations
~w Cloud Resources
&4 Cloud Cells
[ Provider vDCs
& Organization VDCs
) Edge Gateways
= External Networks
= Network Pools
 vSphere Resources
FvCenters
@ Resource Pools
[ Hosts
3 Datastores & Dalastore |
EZ Storage Profiles =

?1; 0 Running © oFailed

== VXLAN-pVDC-VXL...

l == Network Pools

+ &~

|
l
——

o =

Status vDS

(/]

Pool (Used/Total)

0.00%

Type vCenter

VXLAN

1a

B8 vsum-cX |Eves.0

1-10f1 [

&2 VMware vCloud Director

Building an External Network for Provider vDC

Logout

4]

Powered by Vimware

The external network provides northbound connectivity to an organization in VMware vCloud Director. This
network will always be a port-group-backed network. There are no changes to the configuration steps for external
networks for VMware vCloud Director 5.1.
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Choose System > Home > Quick Start. Click External Network. Select the port group that will provide the external
connectivity (Figure 79).

Figure 79. Select the Preconfigured Port Group (Port Profile)

Select vSphere Network
Select vSphere Network
An external network uses a network in vSphere to connect to a network outside of your cloud. The network can be a public network such as the Internet,

Configure External Network an external IPSec-VPN network that connects to a given organization.

Name this External Network | yryoy dont see the vCenter you need: attach a different vCenter

Ready to Complete Select vCenter and vSphere Network
c
vCenter [ vSphere Network 1a VLAN Datacenter
VC50 Unused_Or_Quarantine_Veth -1 URAMACHA-DC2
["oExemal = VXLAN-DC ]
vem-ctrl -1 VXLAN-DC
VM Network VXLAN-DC

7] 4 11011 3 Y (4 )[4 ] 224030 [ p |[

These provider VDCs will connect to this new external network:

VXLAN-pVDC

Next, specify a pool of IP addresses that can be consumed by the virtual machines requiring external connectivity.
Click Add to add a new address range (Figure 80).

Figure 80. Network Settings

@
Gateway address:  10.29.1721 #
Network mask: 255.255.255.0 *
Primary DNS:
Secondary DNS:
DNS suffix:
Static IP pool:

Enter an IP range (format: 192.168.1.2 - 192.168.1.100) or IP
address and click Add.

10.28.172.239 - 10.28.172.240 I[ Add ] ®

Modify

Remove

Tatal 0

Provide the name for this external network (Figure 81).
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Figure 81. Name the External Network

New External Network {

Name this External Network
Select vSphere Network
Enter 3 name and description for the new external network.

Configure External Network

Network name: vDC-Externalt *
Name this External Network

Description:

Ready to Col

Back ;s Ca

Verify the network settings and click Finish to complete the configuration (Figure 82).

Figure 82. Summary of the External Network

New External Network {

Ready to Complete
Select vSphere Network
You are aboutto create an external network. Review these settings and click Finish to create it.

Configure External Network

Network name vDC-External1
Name this External Network

Description:

Ready 1o Cs 1

IP subnets:

Gateway address Subnet Mask Primary DNS Secondary DNS Static IP Pools

Back ca

Assigning Network Resources to an Organization

After an organization is created, you allocate resources to it by choosing System > Home > Quick Start > Allocate
resources to an organization. On the Select Network Pool & Services screen, the network pool that was
automatically created when the provider vDC was created will appear in the drop-down menu. This is the VXLAN-
backed network pool that is being supported by the Cisco Nexus 1000V Series DVS. Select this pool and assign a
quota for the organization (Figure 83).
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Figure 83. Select the VXLAN-Backed Network Pool for the Organization

New Organization VDC

| Select Network Pool & Services
Select Organization

Select Provider VDC

Network pool: [VXLAN-pVDC-VXLANNP |~

Select Allocation Model

Configure Pay-As-You-Go Model

Network Quota
Allocate Storage

Select Network Pool & Services
|

Configure Edge Gateway

Total available networks: 100000
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Name this Organization VD(

3rd Party Services

Ready to Complete
Sk ’ Network level senvices available with the selected network pool:

Enable Setvioe

Select the network pool that provides vApp networks to this organization VDC and specify the vApp network quota from this pool.

0 A VXLAN network pool is automatically created when the containing Provider VDC is created

Template

Configuring the Organization vDC

With VMware vCloud Director 5.1, an organization vDC (Org vDC) network model has replaced the organization
network model. Org vDC networks tie the network resources to an organization. In this section, we will create an
Org vDC and configure an isolated Org vDC network, which will consume Layer 2 network segments from the
network pool. Choose Manage & Monitor > Organization vDCs and select the vDC that was created for the

organization (Figure 84).

Figure 84. Select Organization vDC
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—
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T
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E2 Storage Profiles =

%y ORunning @ 0Failed $2 Viware vCloud Director

~| ce
vCenter 1
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Provides VDC Resource

[ vXLan-pvD @ 1

1-10f1

Powered by vimware

After the organization vDC is opened, navigate to the Org vDC Networks tab and click the “+” button to add a new

network. In this example, we will create an isolated network for the internal communication among the web, client,

and database virtual machines, and we will create an external network for external communication to the client

virtual machine (Figures 85 through 88).
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Figure 85. Create a New Isolated Org vDC Network
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Figure 86. Select the Network Type

New Organization VDC Network @ | ®

Select Network Type
Select Network Type
Create a network for use by vApps in this virtual datacenter.

Configure Network
You can create a routed network that provides controlled access to machines and networks outside of the VDC via an
Name and Description edge gateway, or an isolated network that only machines in this VDC can connectto.

You can also create a network that connects directly to an external network.
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[@ Create an isolated network within this virtual datacenter.
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Figure 87. Configure the Network for the Isolated Org vDC Network

New Organization VDC Network @ | ®

Select Network Type
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Enter the network settings of the new organization VDC network for this virtual datacenter.
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Figure 88. Name This Org vDC Network
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Select Network Type

Configure Network

Name and Description

Ready to Complete
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Enter the name and description of this new Org VDC network.
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Now that isolated network has been created successfully, the next step is to create an external network that will
use the vCD-External port profile configured on the Cisco Nexus 1000V Series Switch. Click on the “+” button to

add another Org vDC network (Figure 89).

Figure 89. Create a New Isolated Org vDC Network
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@ Home | @ My Cloud | [ Catalogs | &2 Administration |
Administration 44 OorgABCvDC

v Clotd Resylces vApps vApp Templates Media Storage Profiles Edge Gateways | Org VDC Networks | Resource Pools

w (i Virtual Datacenters
Recent tems + ﬁ' Al b co

5 OrgABCADC Name 1a Status Gateway Address Type Connected To IP Pool (Used/Total) Shared Owner D]]
~ Members & OrgA... V] 102168.1.100/24  Isolated 0.00% - OrgABCVDC
& Users
- Lost & Found

| + Seftings

@' General
& Email
@'LDAP
@ Policies

&GUQN Personalization
1-10f1

@ Federation .

%2 VMware vCloud Director Powered by Vimware

%m 0 Running O 0 Failed
|

Select the option to connect directly to an external network. The available external networks in the provider vDC
will be displayed. In this example, we have the vDC-External pool that is being supported by the vCD-External port
profile on the Cisco Nexus 1000V Series Switch. The IP addresses for the external network will be assigned from
the range that was provided in the configuration of the vDC-External network (Figures 90 and 91).
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Figure 90. Select the Network Type
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Figure 91. Name This Organization Network
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After creating the Org vDC networks, we are ready to deploy a vApp that uses both internal and external
organization networks. Figure 92 shows a vApp that contains three deployed virtual machines. One of the virtual
machines (the client virtual machine) has network interfaces in both the Internal and external networks.

ABC-DB ABC-web ABC-Win?

Figure 92. vApp with Two Organization Networks

* *

o o n

OrgABC-Ext

OrgABC-Int J

Applying Cisco Virtual Security Gateway Service with VXLAN and VMware vCloud Director

The Cisco Nexus 1000V Series with Cisco Virtual Services Data Path (vPath) makes it possible to configure
network services for an organization network that is backed by a VXLAN pool in VMware vCloud Director. Cisco
Virtual Security Gateway (VSG) is a virtual firewall for Cisco Nexus 1000V Series Switches that delivers security
and compliance for virtual computing environments. In a VMware vCloud Director environment, Cisco VSG can be
inserted to provide tenant-level security when the organization network is backed by a VXLAN pool provided by a
Cisco Nexus 1000V Series Switch. The white paper Enable Cisco Virtual Security Gateway Service on a Virtual
Extensible LAN Network in VMware vCloud Director describes how to deploy Cisco VSG in a VXLAN and VMware
vCloud Director environment.

Conclusion

This guide demonstrated how to integrate the capabilities and features provided by the Cisco Nexus 1000V Series
into a VMware vCloud Director environment. The examples showed the creation of external and organization
networks. Both types of network used the Cisco Nexus 1000V Series port profiles and associated port groups to
provide isolation and connectivity for internal networks and external organization networks with both the routed
and direct connection profiles. The same concepts and capabilities translate directly to the third type of VMware
vCloud Director network - the vApp network. The vApp network type is, in terms of connectivity profiles,
functionally equivalent to the organization network and can be created as an internal vApp network or external
VApp network, with the latter connecting to an organization network using either the routed or direct connectivity
profile. All network types and connectivity profiles consume and manage the isolation of the Cisco Nexus 1000V
Series port profiles and VLAN and VXLAN isolation.

© 2013 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 77 of 79


http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-715721.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-715721.html

The VXLAN solution enables scalable cloud architecture with replicated server pods in different subnets. Because
of the Layer 3 approach of UDP, virtual machine migration extends even to different subnets. The Cisco Nexus
1000V Series Switch with VXLAN support and integration with VMware vCloud Director provide numerous
advantages for customers, enabling customers to use LAN segments in a robust and customizable way without
disrupting existing modes of operation.

Glossary

VMware vCenter

VMware vCenter provides centralized control and visibility to VMware vSphere virtual infrastructure. The Cisco
Nexus 1000V Series is tightly integrated with VMware vCenter. This integration enables the network administrator
and the server administrator to collaborate efficiently without each having to learn a different management tool.
The network administrator uses the Cisco NX-OS CLI on the VSM, and the server administrator continues to use
VMware vCenter.

VMware vCloud Director
VMware vCloud Director is a cloud computing management platform. It abstracts the virtualized resources to
enable users to gain self-service access to them through a services catalogue.

VMware vShield Manager

VMware vShield Manager provides a central point of control for managing vShield products. For the purposes of
this document, vShield Manager is acting as an integration point between Cisco Nexus 1000V and vCloud Director
via Cisco Nexus 1000V Series.

VMware vShield Edge
VMware vShield Edge is an edge gateway firewall providing policy enforcement, VPN and NAT capabilities for
multitenant hosting services

Cisco Nexus 1000V Series Switches

Cisco Nexus 1000V Series VSM The Cisco Nexus 1000V Series VSM controls multiple VEMs as one logical
modular switch. Instead of physical line-card modules, the VSM supports multiple VEMs running in software inside
the physical servers

Cisco Nexus 1000V Series Virtual Ethernet Module
The Cisco Nexus 1000V Series VEM runs as part of the VMware ESX or ESXi kernel and replaces the VMware
virtual switch feature

For More Information

For more information about the Cisco Nexus 1000V Series, please refer to the following URLS:

e Cisco Nexus 1000V Series product information: http://www.cisco.com/go/1000v

e Cisco Nexus 1000V Series technical documentation: http://www.cisco.com/go/1000vdocs

e Cisco Nexus 1000V community: http://www.cisco.com/go/1000vcommunity

e Cisco VSG: http://www.cisco.com/en/US/partner/products/ps11208/index.html

¢ VMware vCloud Director: http://www.vmware.com/products/vcloud-director

e VMware vSphere: http://www.vmware.com/go/vsphere
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¢ Deployment guide for Cisco Nexus 1000V Series Switches:
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/quide c07-556626.html

« Enable Cisco Virtual Security Gateway Service on a Virtual Extensible LAN Network in VMware vCloud
Director: http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white _paper c11-

715721 .html
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