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The Role of 10 Gigabit Ethernet 
in Virtualized Environments 

 

 
 
 
 

Introduction 
Virtualization is rapidly becoming an essential tool for more fully harnessing and managing the power 
of today’s data center servers. In only a few years, standard x86 server technology has increased in 
performance and density so that today, multisocket, quad-core systems with 32 or more gigabytes of 
memory are the norm. The combination of multicore computing and virtualization software such as 
VMware Virtual Infrastructure has enabled IT departments to bring server sprawl under control by 
running multiple independent workloads on a smaller number of servers. Today, fewer servers are 
required to do the same work, and their utilization levels have increased - both factors that contribute 
to greater energy efficiency and lower power and cooling costs. 

As IT departments have discovered the benefits of server consolidation, they have also found that 
virtualization solves an even broader set of problems. Business continuity plans based on 
virtualization can make disaster-recovery solutions simple, reliable, and more cost effective. Virtual 
desktop environments can use centralized servers and thin clients to support large numbers of users 
with standard PC configurations that help to lower both capital and operating costs. Virtualization 
allows development, test, and production environments to coexist on the same servers, and it helps 
decouple application deployment from server purchasing decisions. New applications can be 
deployed in virtual environments and scaled on demand to accommodate the evolving needs of the 
business. 

Demand for Bandwidth 
The combination of virtualization and multicore processors has been increasing the amount of work 
that each server can accomplish. Hardware support for virtualization achieved through Intel 
Virtualization Technology (IVT) and AMD Virtualization (AMD-V) technology accelerates this trend by 
reducing virtualization overhead and making a greater percentage of computing cycles available for 
applications. 

While the numbers of sockets, cores, and memory slots per server have been growing by powers of 
two, typical server network connectivity has increased only a gigabit at a time. Network bandwidth 
can become a problem as the increased capacity for a server to do work creates an ever greater 
demand for I/O capacity. Adding a gigabit network interface card (NIC) here and there is costly 
because every new NIC adds to server power consumption, cabling cost and complexity, and 
increases the number of access-layer switch ports that need to be purchased and managed. In 
addition, organizations often must purchase larger, more costly servers just to accommodate the 
number of expansion slots needed to support increasing network and I/O bandwidth demands. 
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The Problem of Port Proliferation 
Typical configurations for servers running VMware ESX Server use four to eight Gigabit Ethernet 
links, creating a need for an increased number of NICs, upstream switch ports, and cabling. It is not 
unusual for a server to be configured with up to eight NICs using discrete ports for each function. 
Figure 1 illustrates a typical server configuration with: 

● Four Gigabit Ethernet links for production traffic 

● Two built-in interfaces configured in an active-standby port group for VMkernel and VMware 
Service Console traffic; one interface is used as the VMkernel active port and the other is 
used as the Service Console active port 

Figure 1.   Common Discrete Port Configuration for Servers Running VMware ESX Server with Separate 
VMkernel, Service Console, and Production Networks 

 

Even this 6-port configuration may be insufficient for today’s workloads. Cisco’s testing has shown 
that four virtual machines running on a two-socket, dual-core server can easily saturate four Gigabit 
Ethernet links, providing a hint of the bandwidth that can be required by four-socket servers 
equipped with quad-core processors. 

The Case for 10 Gigabit Ethernet 
One solution to the bandwidth problem and the proliferation of ports is to move to 10 Gigabit 
Ethernet technology. 10 Gigabit Ethernet delivers 10 times the bandwidth, and some switches and 
NICs implement additional features that support consolidation of multiple physical links onto one, 
including the capability to create lossless priority classes for Small Computer System Interface over 
IP (iSCSI), Network File System (NFS), and Fibre Channel over Ethernet (FCoE) traffic. FCoE is a 
straightforward encapsulation of Fibre Channel into Ethernet that preserves the lossless character 
and management models of native Fibre Channel networks. FCoE is supported on some 10 Gigabit 
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Ethernet NICs as well as by a new class of converged network adapters that appear to the OS as 
separate Fibre Channel host bus adapters (HBAs) and Ethernet NICs, making FCoE’s existence 
completely transparent to the operating system. 

Now, rather than using four to eight Gigabit Ethernet NICs in each server, organizations can deploy 
just two 10 Gigabit Ethernet NICs and achieve full redundancy for availability plus additional room for 
expansion (Figure 2). Some Gigabit Ethernet NICs support FCoE, and all support iSCSI and NFS 
traffic used to access virtual disks. The benefits of 10 Gigabit Ethernet include lower cost, increased 
scalability, and simplified management. 

Figure 2.   A Consolidated 10 Gigabit Ethernet Configuration Uses Only Two Network Links Compared to 
Gigabit Ethernet, Which Typically Uses Four to Eight Links 

 

Reduced Cost 
Moving to 10 Gigabit Ethernet is an economically attractive proposition that helps simplify data 
center infrastructure while reducing power and cooling costs. 

● Greater cost effectiveness: As 10 Gigabit Ethernet is more widely deployed, the cost of 10 
Gigabit switches and NICs has been dropping to the point where it makes economic sense to 
configure a pair of 10 Gigabit Ethernet NICs rather than four to eight Gigabit Ethernet NICs. 

● Fewer access-layer switches: Dramatically reducing the number of Gigabit Ethernet ports 
reduces the number of NICs, upstream switch ports, and cables, simplifying data center 
network infrastructure while reducing capital and operating costs. 

● Lower power and cooling costs: Every NIC and switch port contributes to a data center’s 
power and cooling load, and reducing the number of components helps increase data center 
efficiency. 
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Increased Scalability 
10 Gigabit Ethernet provides increased headroom that gives applications room to scale. The 
increased bandwidth of 10 Gigabit Ethernet improves scalability for both storage traffic and 
production traffic to virtual machines. 

● Increased bandwidth per virtual machine: 10 Gigabit Ethernet allows each virtual machine 
to use bandwidth of more than 1 Gbps, helping increase performance and eliminate the 
network as a bottleneck. Most customers use active-active virtual port ID-based NIC teaming 
that limits virtual machines to 1 Gbps. With 10 Gigabit Ethernet, each virtual machine can use 
more than 1 Gbps of bandwidth regardless of the form of virtual NIC teaming that is used. 

● Networked storage support: Sophisticated features such as VMware HA and VMotion 
require the use of networked storage so that virtual disks can be accessed from any server. 
10 Gigabit Ethernet offers greater bandwidth, lower latency, and easier management for 
iSCSI and NFS-based storage. With FCoE-enabled network adapters, 10 Gigabit Ethernet’s 
ability to carry Fibre Channel over Ethernet traffic makes it a drop-in replacement for 
traditional Fibre Channel SANs at the access layer. As with per-virtual machine production 
bandwidth, 10 Gigabit Ethernet eliminates the 1 Gbps bandwidth bottleneck for storage traffic. 

Simplified Management 
Adopting 10 Gigabit Ethernet in virtualized environments reduces the number of management points 
and components that can fail, while providing better support for VMware software-specific features. 

● Ease of management: Consolidating a number of Gigabit Ethernet links onto a single 10 
Gigabit Ethernet connection dramatically decreases the number of management points, 
including NICs and their firmware, cables, and switch ports. 

● Simplified VMware VMotion support: Moving a virtual machine from one server to another 
requires identical I/O configurations between servers. Standardizing on only one pair of 10 
Gigabit Ethernet NICs per server significantly simplifies the task of helping ensure consistent 
I/O configurations on servers running VMware ESX Server. 

● Flexible bandwidth allocation: Recommended VMware configurations separate VMkernel, 
VMware Service Console, and production traffic. Cisco® Data Center Ethernet features allow 
multiple classes of traffic to share the same link without the interference that can occur with 
VLANs alone. This feature makes physical network separation unnecessary. 

● Fewer points of failure: Decreasing the number of devices reduces the number of failure 
points in the access layer, contributing to higher availability. 

10 Gigabit Ethernet with Cisco Nexus 5000 Series Switches 
Cisco Nexus™ 5000 Series Switches comprise a family of line-rate, low-latency, lossless 10 Gigabit 
Data Center Ethernet and FCoE switches. Together with an ecosystem of NIC and cabling partners, 
the Cisco Nexus 5000 Series delivers the network capacity and management flexibility needed by 
multicore, multisocket servers running at high utilization levels because of software such as VMware 
Virtual Infrastructure. 
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Designed to be deployed in a top-of-rack (ToR) configuration, the Cisco Nexus 5020 Switch includes 
40 fixed 10 Gigabit Ethernet ports through Small Form-Factor Pluggable Plus (SFP+) connectors, 
and up to 12 additional ports through the use of two 6-port expansion modules, bringing the total to 
52 low-latency ports that are switched using a cut-through architecture (Figure 3). 

Figure 3.   The Cisco Nexus 5020 Switch, the First in the Cisco Nexus 5000 Series, Provides 40 Fixed 10 
Gigabit Ethernet Ports and the Capability to Support Up to Two Expansion Modules with Three 
Combinations of Ethernet and Fibre Channel Connectivity Available. 

 

The low latency of the switch itself is complemented by a new low-latency, low-cost, cabling option 
that integrates a pair of low-power transceivers with Twinax cable into a single unit. In comparison to 
10GBASE-T, with power consumption of up to 8 watts (W) per port and up to 2.5 microseconds 
latency, the SFP+ direct-attached copper solution uses a mere 0.1W while introducing less than 0.1 
microsecond of latency. For longer cable lengths, the Cisco Nexus 5000 Series supports multimode 
short-reach SFP+ optical transceivers. 

The switch family supports Cisco Data Center Ethernet capabilities that increase the reliability, 
efficiency, and scalability of Ethernet networks. These capabilities enhance the ability to aggregate 
multiple Gigabit Ethernet links onto a single 10 Gigabit Ethernet link, making physical network 
separation unnecessary. Two Data Center Ethernet features pertinent to VMware environments are 
Priority Flow Control (PFC) and Bandwidth Management: 

● PFC allows eight priority classes of traffic to be managed separately on a single link. It can be 
used, for example, to prioritize VMware VMotion traffic and to create lossless networks for 
storage traffic. 

● Bandwidth Management supports minimum bandwidth guarantees per priority class, while 
providing the flexibility to absorb traffic spikes by allowing utilization of unused bandwidth 
(Figure 4). This feature allows both VMkernel and production traffic to coexist on the same 
link without the risk of interference, eliminating concern that production traffic will interfere 
with VMware VMotion traffic on the same link and cause the link to fail. 

The example in Figure 4 shows how varying traffic loads would be shaped on a 10 Gigabit 
Ethernet network with bandwidth guarantees of 3 Gbps each for VMkernel and storage traffic, 
and 4 Gbps for LAN traffic. In time period t1, the offered traffic is less than or equal to the 
guaranteed minimums. During period t2, LAN traffic increases to 4 Gbps, filling its minimum. 
During time period t3, the offered VMkernel traffic drops to 2 Gbps and LAN traffic rises to 6 
Gbps. The flexible bandwidth management mechanism allows LAN traffic to increase to 5 
Gbps, using all available bandwidth but not interfering with VMkernel and storage traffic that 
is at or below their minimum guaranteed bandwidth amounts. 
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Figure 4.   Bandwidth Management Shapes Incoming Traffic on a 10 Gigabit Ethernet Link by Helping 
Guarantee Minimum Flows and Supporting Traffic Spikes When Bandwidth Is Available 

 

The Cisco Nexus 5000 Series provides the bandwidth and management capabilities to unify I/O onto 
a single network at the access layer. iSCSI and NFS traffic can be carried over dedicated classes 
using PFC. For organizations with traditional Fibre Channel SANs, the switch supports FCoE, a 
straightforward encapsulation of Fibre Channel into Ethernet. FCoE support at the access layer 
allows both SAN and IP traffic to be carried over the same network link, simplifying cabling, reducing 
the number of adapters, and reducing power consumption even further. The Cisco Nexus 5000 
Series aggregates SAN traffic from server racks and connect to native Fibre Channel networks at the 
switch. 

Migrating VMware Environments to 10 Gigabit Ethernet 
The benefits of moving to 10 Gigabit Ethernet in VMware ESX Server environments are clear. When 
combined with the advanced Data Center Ethernet capabilities of the Cisco Nexus 5000 Series 
switches, the argument for reducing port count while increasing performance, reliability, and 
manageability is compelling. Fortunately, the steps for migrating to 10 Gigabit Ethernet in virtualized 
environments are straightforward: 

● Select a 10 Gigabit Ethernet NIC from one of Cisco’s partners. If you wish to consolidate I/O 
using FCoE, use a converged network adapter that is supported by VMware ESX Server. 

● Use a dual-port NIC or two NICs depending on your availability requirements. Establish high-
availability connectivity to two upstream switches using active-standby and active-active 
vSwitch and VMNIC configurations as illustrated in Figure 5. 

◦ Use an active-standby configuration for the VMware Service Console, where VMNIC0 is 
active and VMNIC1 is standby. 

◦ Use an active-standby configuration for VMkernel traffic, where VMNIC1 is active and 
VMNIC0 is standby. 

◦ Use active-active virtual port ID-based NIC teaming for production traffic. 

● Use VLAN tagging to securely separate VMware Service Console, VMkernel, and production 
traffic. 
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Figure 5.   Use an Active-Standby vSwitch Configuration for VMware Service Console and VMkernel Traffic 
and Active-Active Virtual Port ID-Based Virtual NIC Teaming for Production Traffic 

 

● For FCoE storage traffic, use PFC to establish a lossless class, and further increase 
efficiency by using jumbo frames, as supported by Cisco Nexus 5000 Series Switches. For 
iSCSI and NFS traffic, use jumbo frames to increase efficiency when supported by VMware, a 
feature targeted for VMware ESX Server 4.0. 

● Use bandwidth management features to manage the way that offered loads from the VMware 
Service Console, VMkernel, and production traffic classes are shaped onto the 10 Gigabit 
Ethernet link. Use rate limiting in the vSwitch or use the NIC’s I/O virtualization (IOV) driver, if 
supported, to manage bandwidth from virtual machines to the NIC. 

● Enable congestion management capabilities of the Cisco Nexus 5000 Series that help 
prevent congestion in the aggregation layer or network core. This feature allows the switch to 
differentiate between short-term bursts of traffic and long-term congestion, absorbing short-
term bursts without any effect on traffic. 

With these steps completed, prepare to manage a fraction of the typical number of NICs, switch 
ports, and cables as you would with Gigabit Ethernet. 

Conclusion: Putting 10 Gigabit Ethernet to Work 
One might argue that 10 Gigabit Ethernet is the ideal technology to support I/O-bound workloads in 
virtualized environments. But with the flexibility that VMware Virtual Infrastructure software provides 
for managing server resources as a single, uniform pool and the processing power of today’s servers 
to move bottlenecks from CPU to I/O, almost any workload can become I/O bound, and almost any 
server might be called on to execute that workload. 
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An important benefit of using 10 Gigabit Ethernet in virtualized environments is that its affordability 
makes a strong argument for equipping every data center server running virtualization software with 
the technology. Favorable economics; increased bandwidth; lower latency; reduced power and 
cooling consumption; fewer cables, ports, and NICs to manage; and the capability to consolidate I/O 
on a single network complete the argument for putting 10 Gigabit Ethernet to work in your data 
center. 

Bandwidth that supports I/O-intensive workloads is one reason for deploying 10 Gigabit Ethernet in 
the data center; increased responsiveness is another. Virtual machines can boot more quickly, and 
software running within them can be more responsive when I/O is no longer limited to 1 Gbps. 10 
Gigabit Ethernet delivers I/O consolidation on a single network with 10 times the headroom 
compared to Gigabit Ethernet networks. These features help support the bursty nature of 
applications in enterprise environments. The compelling arguments for 10 Gigabit Ethernet in the 
data center make it the technology of choice for today’s powerful, multicore servers running software 
such as VMware Virtual Infrastructure. 

For More Information 
For more information on the Cisco Nexus 5000 Series Switches, visit 
http://www.cisco.com/go/nexus5000. 

For more information on VMware products, visit: http://www.vmware.com. 
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For more information, visit: www.vmware.com 
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