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CISCO CATALYST INTEGRATED SECURITY—ENABLING THE
SELF-DEFENDING NETWORK

Network security has become the primary concern of most enterprise and commercial hetwork administrato rs. Whereas
the greatest concern in the past was “physical secu rity,” the almost-weekly release of new Internet-ba  sed viruses,
worms, and attack tools has vastly increased the ri sk to the very fabric of business productivity. Net work security was
once viewed merely as a firewall between the networ  k and the Internet. Now, network managers are looki  ng to integrate
security end to end throughout the network, where s ecurity policies and capabilities permeate every pl ace and device in
the network. With the network becoming a critical i ntegration point for IP-enabled applications and co mmunications
systems, such as Voice over IP, security is more im  portant than ever. The place to start is the switch  ing infrastructure.

Cisco Systenfshas innovated and integrated industry-leadingrifgacapabilities into the CiséaCatalyst Intelligent Switching portfolio.
Today, enterprises are buying LAN switches withékpectation that it will offer built-in capabils to identity users. The campus switching
infrastructure represents the first line of defefitsie here that networked devices attach to #tevark; therefore, it is the first point of entrf o
an attack into the network.

Cisco Catalyst Integrated Security offers thredesys that integrate with the Cisco Self-Defendirggvdork architecture.

¢ Trust and identity—Gives the network manager cortivar who and what attaches to the network and wihds of policies are applied;
these capabilities include 802.1x and associatewtiy-based networking services as well as Netwiatknission Control (NAC)

¢ Threat defense—Allows the network to prevent andgatié attacks if they are launched at other useth® network or at the network
devices themselves; these capabilities includerabptane rate limiting, access control lists (AgLsan-in-the-middle attack mitigation,
and firewalling

« Secure connectivity—Provides privacy for communimatieither within the campus network or betweesssibnnected over the Internet

This paper explores Cisco Catalyst Integrated $tgcamd discusses the capabilities that Cisco haseelded in the campus, branch, and data-

center infrastructure.

TODAY'’S SECURITY CHALLENGES

In the past, the network was designed to be an opiy. Network security, although always a catesiation, was rarely of primary concern
and was often limited merely to physical security €xample, preventing someone from getting acttetise switch). The first driver for
change came as enterprises began accessing threetriteough their networks. These connections egendoor to the outside world,

allowing limitless possibilities for network useasd limitless opportunities for intruders, hackelaa thieves, or anyone with malicious intent.
Firewalls, which secure the perimeter of the nekwand policies, which govern access to resoupmesgect the interior while still maintaining
reasonable access and mobility. With the advemaréasingly sophisticated worms and viruses, tipadieies and devices have proven
insufficient. Figure 1 shows how attacks have cleangver the years.
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Figure 1
Understanding Security Attacks—Past, Present, and Future
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The speed and unpredictability of these attacksire@ combination of products and technologieasisting of both proactive and reactive
elements, in an overall system. This system mrsitffinction at multiple layers in the network,frdhe teleworker to the campus to the data
center. These layers must be able to address sioptes, blended threats and defend against meléipénues of attack. Secondly, the system
must be automated such that the network can aith&ntisers and address “zero hour,” when thelaigdirst launched. Finally, the system
must be fully integrated into all aspects of thawmek, so that the network manager can facilitate@rdinated response to the attack.

The switching infrastructure must be a key pathefoverall security strategy of an enterprise.i@aity, a “security operations” manager is
most concerned with the overall security of themoek. However, the network operations manager hgreater stake now in security and is
often concerned about threats to the devices tHeassand attacks that can be launched from thesetins connected to the network.
Because these devices affect the switches, roatedsend stations under network operations comntool; security is a consideration in every
aspect of the network. Enterprise LAN managers exjtee device to have inherent security capabilittegrotect the switches themselves and
the users attached to them. As shown in Figuresg|fadefending network consists of three maineyst
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Figure 2
Self-Defending Network Framework
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So what do these systems protect against? Mostgaopfamiliar with the viruses that they recdivmugh e-mail, and the evening news is
certainly full of stories of a company significgndisrupted by an attack, but many security thraeésmuch more insidious.

« The tailgater—This individual penetrates the phyisieaurity of the building by simply walking in biekd an honest employee. When
inside, the person can attach to the network, dosdhtonfidential information, or launch attacks.

« The infected laptop—The prevalence of laptop commputend the variety of networks to which they canrect, allow for rapid infection.
A laptop taken from a public network to the corgienaetwork might inadvertently spread viruses orms& When the worm spreads,
network productivity can be severely impacted.

* The unauthorized device—Many users may connect egvitat open up security holes in the network.mhbst obvious is the unsecured
wireless access point, which can allow anyone withireless device in range access to the corpogdteork.

* The mass infection—Denial-of-service (DoS) attad&ed the network with superfluous traffic such thies networking devices cannot
respond to legitimate network requests and traffic.

« The disgruntled employee (also known as the mahdmiddle)—In this attack a malicious user actiggieblicly available software to
“spy” on other employees’ data, including IP pheoads, passwords, etc. This includes Dynamic Hastfiguration Protocol (DHCP)
spoofing, IP spoofing, and Address Resolution R@itQARP) poisoning attacks.

The security mechanisms embedded within the Cistalgst hardware and software provide tools anteptimn against these types of attacks

so that an attack can be prevented or, if an atsackder way, it can be mitigated quickly and ssstully.

TRUST AND IDENTITY SYSTEM

The first line of defense in the campus or bramétastructure is to determine who or what is adogsthe network, what resources these users
should have access to, what the state of the devit® addition to the tailgater, the rapid adoptof wireless networking in campus and
branch offices has added to the security headaufitee network manager because a malicious or rangger can sit in a parking lot and gain
access to the network. At best, these unauthotigets are drawing on network bandwidth that doé®elong to them; at worst, they could

be launching attacks or spying on other users. thaidilly, companies have large interconnection$ witppliers, partners, and customers, all
of whom may need access to the enterprise netwanaintain productivity—but none of whom should haeeess to all the network. Cisco
offers a comprehensive suite of capabilities tglegisure that trust and identity are maintainediwithe switched network.
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Trust and identity comprises two fundamental congmbst

« Identity-based networking services, which idensifead validates the network user or device crealsntrior to granting physical access to
the network and can be used to ensure access totttleet network resources

« Network Admission Control (NAC), which identifieke posture (or compliance) of the device to enthatthe device can connect to the
network without undue hazard

The trust and identity system provides the fourmtefor network access and policy control. Figush8ws how the different steps in a trust

and identity system work together.

Identity-Based Networking Services (IBNS)

Most companies require employees to log into the/ork to access servers, e-mail, and other reseuldentity-Based Networking Services
(IBNS) uses the same principles. To use an anal@NS is similar to a person having a combinatiasgport and airline frequent flyer card.
The passport provides the authenticator with teetity of the person (often a security operatiomscern), whereas the frequent flyer card
designates how the person is to be treated (oftetvaork operations concern). This capability hase obvious benefits. First, because the
switched network is the first line of defense, IBpi®vides the first level of that first line of @efse by first allowing or disallowing the user
onto the network. Another benefit is the abilitytteat that user according to the predefined pegicegardless of where they are in the
network. Finally, in some network architectureg ithentity of the user can map directly to a patticworkgroup or VPN that can be
segmented from other workgroups.

IEEE 802.1x

The first steppingstone of IBNS is the IEEE 802ptatocol, a MAC-layer protocol that communicatestvda RADIUS server—such as the
Cisco Secure ACS—to map the end station to the aserand password. The 802.1x standard operatesdretive end station and the
RADIUS server. Because this is an end-station pat@n identity-enabled network functions onlyhié operating system supports 802.1x.
Fortunately, most operating systems, including Wimsl XP, 2000, and NT as well as MacOS, supportddygbility (this list is not
exhaustive). The switch acts as an intelligent teichdn to the transaction and enables the port bassdccessful completion of the
authentication process. The actual authenticatiechanism used is called Extensible Authenticatiaideol (EAP). EAP is essentially
carried in the 802.1x frame, passed through thearétby the switched infrastructure, and sent offtte authentication server.

The switch has the responsibility of querying the station as soon as the end station connectktfmalogin credentials. If the client
supports 802.1x, then the end station replies itgtbredentials and the switch forwards that infation off to the Cisco Secure ACS. If the
client does not support 802.1x or does not autbat®j the client can be placed in a “guest VLAN%¢dssed later). Upon successful
authentication, the switch fully enables that @ontl allows access to the networked resources. Rasttk information provided by the Cisco
Secure ACS, however, the network can enable othlarigs.

VLAN Assignment for Management

One of the first policies that can be implementadnp IBNS is the VLAN name in which the user belnguppose John Smith is an
authenticated user who works in the marketing degpant. After authentication, the Cisco Secure A€Sexr returns to the switch with the
VLAN name in which that user belongs, namely VLANwMeting. The switch maps that name to a predefifielN number. This aids the
network manager in tracking and accounting for sigethe network. It is important to note that tiées not mean that a VLAN number is
following a particular user throughout the enteserfa setup that would create a VLAN managemethitmigre as well as a significantly more
complex spanning-tree domain). Only the configlWé@N name is provided.
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Segmentation

One of the most interesting aspects of IBNS isathiéty to segment users into different workgroapd/LANs based on who they are. For
example, suppose an enterprise’s customers com¢hiatbuilding and want to connect their laptophi® network to download their e-mail
remotely. The enterprise would understandably raritthose customers to access confidential infaomaso a guest VLAN can be created.
By default, these customers would not be autheetichy the Cisco Secure ACS server and could lmg)dor example, on a segmented
VLAN that has access only to the Internet. In tiay, the enterprise network is secured from unai#ed access while the customers are still
able to access their resources over the Internet.

Segmentation has even greater applications, depgiodi the level of granularity and security reqdiné many disparate workgroups reside

on a common IP infrastructure, segmentation basddantity could become very useful in providingwe VPNs. To use another example,
imagine a large enterprise that houses many cdatsaand suppliers in addition to its employeese mbtwork manager may want to treat each
group (contractors, suppliers, and employees) miffiby, allowing them different network accessfaliént quality-of-service (QoS) policies, or
different performance levels on the network. Anottseample would be an airport, which has a commdnastructure (gates, ticket counters,
etc.) and a common IP network. Based on identiiy network could distinguish a United Airlines eoy@e from an American Airlines
employee and provide access to each according twih secure workgroups.

Segmentation also has implications for transmiseigr the common backbone. It is unlikely thatéhére network would be running on a
single switch, so secure transmission of segmetéalis important. This is discussed in greateaibliet the “Secure Connectivity System”
section of this paper.

Network Admission Control

Ensuring that the user’s identity is verified priometwork access is an important component ofrtiet and identity system. However,
identifying the user solves only part of the prabl@lthough users may be allowed on the networletam the overall security policy, the
computers they are using may not be desired ondtweork—a situation that becomes a network operstiegsue. Why is that? The
pervasiveness of laptop computers in today’s envirent has the benefit of increasing users’ prodifigtbecause they can have their
computer with them in any location they choosesThowever, has a disadvantage: these computefaranere likely to become infected
with a virus or worm, which may be unintentionatlyrried into the corporate environment.

NAC is an important part of the Cisco Self-Defergdidetwork initiative. Whereas IBNS verifies the idi¢y of the user, NAC identifies the
“posture” of the device. NAC on the switching ptaths works as a system in conjunction with the €iBaist Agent. The Cisco Trust Agent
collects security state information from multipkxarity software clients, such as antivirus clieatsd communicates this information to the
connected Cisco network where access control @esisire enforced. Application and operating systtus, such as antivirus and operating
system patch levels or credentials, can be usddtymine the appropriate network admission detishisco and NAC cosponsors will
integrate the Cisco Trust Agent with their secusibjtware clients. Cisco is partnering with suchd@'s as McAfee Security, Symantec, Trend
Micro, and IBM for integration of their virus-cheolgy software into the Cisco Trust Agent.

The switches demand host credentials from the Cisast Agent and relay this information to poliangers where NAC decisions are made.
Based on customer-defined policy, the network e@®ithe appropriate admission control decisiormfiedeny, quarantine, or restrict. These
ACLs are configured automatically in the edge shécbased on the policy returned to the switctlidhts do not authenticate correctly, they
can be placed in the “quarantine VLAN" so that titsayp update their virus-checking software or cleamsed security agents. It is possible that,
based on 802.1x authentication, the port is enablelg to be restricted or denied because a désinet considered “safe.”
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The policy server evaluates the endpoint securiftyrination relayed from network devices and deteasithe appropriate access policy to
apply. Cisco Secure ACS server, an authenticatiothorization, and accounting (AAA) RADIUS senvierthe foundation of the policy server
system. It may work in concert with NAC cosponspplication servers that provide deeper credengéitlation capabilities, such as antivirus
policy servers.

Using the Cisco Trust and Identity System
Working together, the components of the trust aedtity system provide the foundation for netwockess and policy control in the network.
Figure 3 shows how the different steps in a trastidentity system work together.

Figure 3
Trust and Identity System

1. Who are you? The 802.1x standard authenticates
userin conjunction with Cisco Secure ACS.

2. Are you healthy? Using NAC, the end station
and network can check whether the device has
the correct virus software and proetection.

i 3. Where can you go? Based on
""" _1 authentication, useris placed in
correct workgroup or VLAN.

4. What service level do you receive? The

user can be putinto a firewalled VPN or :

given specific QoS priority on the network.

5. What are you doing? Using the identity
and location of the user, tracking and
accounting can be better managed.

THREAT DEFENSE SYSTEM

The threat defense system is designed to protectdtwork from attack as well as ensure that ttwaré can recover if an intrusion occurs or
an attack is launched. The switching infrastructan@sponsible for a large part of the threat nigdesystem because the switch could be the
target of an attack and also would aid, unwillingfycourse, in the perpetuation of the attack asiitnects users and servers to each other. The
Cisco Catalyst switch offers important functiongtotect itself and the users connected to it.

Protecting the Switch Configuration and Control Pac kets

First, the switch itself can be the victim of ataek. This attack can come in many forms, sucheakdrs attempting to access the switch to
change the configuration, worms that flood the Mi&@@varding table or the Layer 3 flow table, or dtempt to manipulate control
information, such as routing updates or spanniag-ridge protocol data units (BPDUSs). Cisco Catayitches have mechanisms built into
hardware and software to make the network selfriifiey.

Securing Remote Access

It is often important for a network manager to éguafe a device remotely. This has the obvious beak€entralizing configuration of

multiple switches in one location. Traffic sentrfrahe network manager’s configuration station ® stvitch device can potentially be snooped
© 2004 Cisco Systems, Inc. All right reserved.
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for passwords or malicious intent. One of the ‘tadtihikes” aspects of security is the ability torgpicthis traffic to guarantee privacy. This is
accomplished using the Secure Shell (SSH) Prot&®iH provides a means to secure remote connect@vass an unsecured network. Data is
sent through an encrypted tunnel to secure trasgmisind integrity of data. Both ends authenticatrs and ensure secure file transfer and
copying. This has the benefit of mitigating marttie-middle attacks and ensuring that critical managnt information is not compromised.

Changing the Switch Configuration

Changing the switch configuration is one of theibages of attacks that can be launched agaiesinfiastructure. Using password snooping,
a malicious user can access the switch with trenitrdf modifying the configuration. The change barsimple (changing from 100 to 1000
Mbps, for example) to destructive, such as modgyinntrol information, such as the routing tablee Tisco Catalyst Family provides
encrypted passwords as wellragiti-level account privileges to help ensure that the device itself cannot lessed. This helps ensure that,
even within the IT staff, access can be tiered shahnot all individuals have access to all switohfigurations. This is coupled wiRADIUS
and TACACS+ authentication to ensure trust and identity and is often the fegel of switch protection.

Spoofing Control Information

Another common attack is for an attacker to spooftiol| information and send it into the network.n@ol information, such as routing
updates or spanning-tree BPDUs, are critical tavot operation. These protocols ensure loop-freggrdhinistic operation that allows the
network to function properly. A switch, seeing thgsckets, would innocently respond to them. Tlesibde result is that the switch thinks
that a network resides on an interface that it adméseside on, or that another spanning-treeliadge exists, causing catastrophic
consequences and seriously disrupting network tipara

To prevent routing information from being spoof€isco Catalyst Layer 3 switches udessage Digest Algorithm 5 (MD5) route
authentication. MD5 is a protocol by which routing updates betweeighboring Layer 3 switches or routers exchanfggmation such that
the message can be exchanged and acknowledgecehetwly those two routing peers. Other routes teginto the network are ignored,
ensuring that the routed stability of the netwarkot compromised.

Spanning tree lacks the intelligence inherent ipdra routing protocols. Therefore, disruption tepanning-tree network is relatively
straightforward and can be done either intentignadlunintentionally. For example, a user with riplét PCs might use a switch to connect
them together. That switch could send BPDUs intortbtwork saying “I am the root bridge.” At bestubleshooting the network could be
problematic if a problem arises. At worst, the stvitd network could become unstable, affectingsstsiin the Layer 2 domain.

To prevent this scenario, Cisco has developed nwmseznhancements to the Spanning Tree Protocgbattiean either accept BPDUs or not.
If the device connected to that port sends an tnoaized BPDU into the network, that port is disabl€his feature is best used on the user-
facing interfaces. Root Guard is enabled on a periasis to ensure the integrity of the root beidgorts enabled with Root Guard become
designated ports, meaning that surrounding switcheaot become the root bridge. This prevents #yet.2 network from an unexpected
network reconvergence.

Attacks Against the Switch Processor and Forwarding Table

DoS attacks, launched by worms or viruses, aredét@nched against the network infrastructure, iogusignificant network instabilities by
disabling the ability of the switch to learn addes and process control information. These att@ekamong the most common seen in
enterprise and commercial networks today, and theyhave a huge impact. According to a 2003 CSIE@hputer Crime and Security
survey of 400 companies, more than 90 percenteop#iticipants reported security breaches. Thémated losses totaled more than $200
million. In addition, worms can spread alarminghgtf For example, the recent Structured Query Lagg(SQL) Slammer Worm doubled
every 8.5 seconds. In the span of 3 minutes, itdcperform 55 million scans per second, bringing@bps link to a standstill in just 1 minute.
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Because each attack can affect the switch in areift way, different tools are available to prevamd mitigate these attacks. These attacks
basically flood the network with bogus traffic, thshutting out legitimate traffic that the switakeds to process, such as routing updates,
unknown MAC addresses, or spanning-tree BPDUs. Batiese attacks is thwarted by specific Ciscalyat features, a summary of which
is shown in Table 1. Each of these attacks andyatitig features will now be explored in more detail

Table 1.  Mitigating Attacks on the Switch

Worm or Virus Behavior Cisco Catalyst Feature to Solve
Flooding the network links QoS Scavenger Class

Flooding the content-addressable-memory (CAM) table Port Security

Flooding the Layer 3 flow cache Cisco Express Forwarding
Flooding the switch CPU Control Plane Rate Limiting

Flooding the Network with Bogus Traffic

A DoS or worm attack can flood network links, fil§j up device buffers and filling up the Etherneklbetween switches. This in turn can
destroy voice quality and slow application "goodpldwn considerably (the term “goodput” refershe true application throughput achieved,
which is independent from the raw throughput ofgitch). Many of these worms scan the networkqagisnany different TCP or User
Datagram Protocol (UDP) flows. This creates a hugeme of data over the network. The next sectisoubses problems and solutions
caused by an excess of flows, but the problennéfdongestion is an aggregate problem: no one iaausing the problem, so all flows on a
link must be restricted. This problem can be migdaand the links protected by usi@igco Catalyst QoS Scavenger Class.

QoS is an intelligent delivery system that enfor@ésist boundary, classifying traffic and priaiitig that traffic based on policies. This allows
the network manager to manage rates and reclagmfific traffic types, if required, as well as edhle and transmit based on configurable
delivery requirements. The scavenger class isttoadilly intended to provide deferential serviomsless-than best-effort services, to certain
applications. Fobest-effort traffic, an implied good-faith commitment stathattat least some network resources are availeibteis model,
however, good faith cannot be assumed and scavelagsrservices are usedd@prioritize traffic from systems with abnormally high traffic
rates.

This solution uses the multiple-queues-per-potigecture in the Cisco Catalyst switches. Duringoaim attack, a large volume of traffic is
sent by an end station into the network. This ica$f compared against the policies defined, iniclgdiow to determine scavenger class traffic.
Scavenger class traffic is defined as traffic tbagr a sustained period of time, bursts or tratssabove a defined threshold, something that a
properly functioning end station would not do. Tinst detection is not enough to drop packets beedumay be a legitimate burst. However,
it is unlikely that a port would see user traffisiined over time. That traffic is then markedsasvenger” and placed in the lowest-priority
gueue. That queue is configured to be shallowhabdueue overflow, or tail drops, are frequentPTigased flows throttle back, and UDP
flows are dropped. In this way, voice traffic arttiar traffic, such as legitimate best-effort trafiis protected.

Flooding the Switch Layer 2 Forwarding Table

A Layer 2 forwarding table, also known as a CAMI¢albuilds the switch forwarding table based on Madiresses. This is how a switch or
bridge performs the forwarding, filtering, and leiaig mechanisms at Layer 2. The table, howeverphfsa finite space. This attack forces a
switch to learn bogus MAC addresses, thereby oadihg the CAM table. When a CAM table is full, &mmot learn additional addresses that
it needs to learn , so the data from those addséssmoded throughout the Layer 2 VLAN domainthslugh this is standard behavior for
Layer 2 switches, it can result in poor network and-station performance.

To prevent this kind of attack, the Cisco Catabysitch offers théort Security feature, which limits the number of MAC addresthest can be
learned at a given port. If more addresses engesilitch, the Cisco Catalyst switch puts thosespoib error-disable mode to protect the
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network in case of an attack. This helps ensureathiy a small number of MAC addresses are leaatedgiven port, locking down the port if
other addresses are learned. In this way, an agathpped immediately. Another featur@ieadcast Suppression, or Storm Control. This
feature sets a threshold for the number of broadeasulticast packets an interface can transmhit ihe network. If that threshold is crossed,
those packets are dropped.

Flooding the Switch Layer 3 Flow Table

A flow is defined as a Layer 3 connection betwesonwace and destination IP address or betweenspamneling TCP or UDP port numbers.
Many worms vary the source and destination IP, T®€RJDP, forcing the switch to learn hundreds afutands of new flows. Many switch
architectures use a flow-based architecture, wigghires the packet in a flow to be sent to the @&tUoute processor) for a lookup against
the routing table. After that lookup is performétk flow entry is cached in the hardware forwardizgle so that high-speed switching can
occur. It is this “first-packet processing” thatstltype of attack exploits. By varying the IP, TG@PUDP information, the switch CPU can be
overloaded and thereby crippled. Legitimate flowesrao longer switched or learned, and the routégor& can be seriously impacted. Recent
worms that had this effect were Code Red, Slamamet,Witty.

The Cisco Catalyst switches uSisco Express Forwarding (CEF) a switching mechanism based on the topology—notr#ftec—of the
network. As the routing table is populated by theting protocol (Open Shortest Path First [OSPRhadhced Interior Gateway Routing
Protocol [EIGRP], etc.), a hardware-based tabpofsulated based on network prefix. For examplagadsof IP destination address
192.24.20.25 residing in interfaGgabitEthernet 0/1, the network 192.24.20.0/24 would reside off th&grface. Originally designed to make
the network more resilient against route flapa)db has direct applicability to worm attacks. BessaCisco Express Forwarding does not care
about the flows in the network, the Layer 3 forvmagdtable is not affected. When coupled with Qo&vsager class, Cisco Express
Forwarding can mitigate the effects of a worm ie tietwork.

Attacking the Switch CPU

Besides attacking the forwarding tables of thedwithe CPU of the device itself can be attackeddmnding control information, such as ARP
packets, to the CPU for processing. With a finiteoant of processing power, the CPU can become @aged, with a possible result that real
control packets, such as routing updates or BPRIdsdropped. Many network managers are familian thie consequences of a CPU running
at 100-percent usage—the device and the networktecnostable.

The Cisco Catalyst 6500 suppo@sntrol Plane Rate Limiting, which limits the rate at which packets can be sethe CPU. It is very
unlikely that, in normal operation, a large amooitraffic would be sent to the CPU unless softwaased features are enabled. It is even
more unlikely that traffic of the type used in thedtacks is sent at a high data rate to the CResdtypes of packets incluleernet Control
Message Protocol (ICMP) unreachable, ICMP redirect, Cisco Express Forwarding no route, time-to-live (TTL) failures, and ingress or egress
ACLs. If rate limiting on these types of packets is dedlio the CPU, excess packets above a certaimmatdropped, ensuring that the CPU
can handle (most likely drop) the malicious packétlout failing. This allows the CPU to continuartdling normal system tasks—even
while under attack.

The Cisco Catalyst 4500 Series supports similaalgitipes withCPU QoS, which provides multiple queues to the CPU. Easbug receives a
certain amount of bandwidth up to the CPU, whichdserned by a round-robin scheduler. This lintits amount of bandwidth available to
any particular traffic type and helps ensure thegt queue (or type of traffic) cannot overrun thecpssor. In normal operation, the queues are
sufficient to handle any and all control packetthwhe processing they need. Additionally, ratetkns can be applied #®RP andDHCP

packets to help ensure that, if an attack is laedét the Cisco Catalyst 4500 CPU, priority traffid still be processed.
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Protecting the End Devices

Besides protecting itself, the Cisco Catalyst dwitwust also protect the users and servers attaoliedJnlike attacks that are disruptive to the
network, many attacks against users and servergacandetected. These attacks, often called maheirmiddle attacks, use common tools
that can be downloaded from the Internet. Thesls tge a variety of mechanisms that allow a maliiaser to spy on other employees,
managers, or executive staff. This can result énttteft of proprietary information as well as padyaviolations.

According to the 2003 CSI/FBI Computer Crime anduBity survey mentioned previously, this accourf@dmore than $70 million in loss,
with 75 percent of the respondents citing insideck by disgruntled employees as the likely sowfdie attacks. In addition, new privacy
legislation can result in severe penalties if cefitial data from your network falls into the wrdmands. For example, the Health Insurance
Portability and Accountability Act (HIPAA) law irhe United States allows for a fine of up to $250,88d 5 years in jail, per incident, if the
security of confidential electronic health inforioatis compromised. The Cisco Catalyst switchesraiimerous capabilities to mitigate these
attacks and protect data and user integrity.

Table 2. Man-in-the-Middle Attacks and Solutions

Attack Cisco Catalyst Feature to Solve
Spoofing the DHCP server DHCP Snooping and Port Security
Spoofing the default gateway Dynamic ARP Inspection (DAI)
Spoofing an IP address IP Source Guard

Spoofing the DHCP Server

One of the best ways for a hacker to gain contral witched network is to spoof the DHCP servegreby sending out false addresses and
default gateway information. (It is worth notingattthis can be done accidentally, such as if aoniggured user starts up a DHCP server and
begins serving addresses to other users.) By spptife DHCP server, users who are sending out Did¢Giests for addresses do not actually
reach the DHCP server and are given an addredsehyalicious user. This is the first step in malis users’ plans to gain access to
information they should not have.

The first step in preventing this type of an attedRHCP Snooping, a feature on Cisco Catalyst switches that helgsie that only certain
ports on a switch can process DHCP informationratien a DHCP request. This feature defines trustets (which can send DHCP requests
and acknowledgements) and untrusted ports, whicHaaard only DHCP requests. It is assumed thetéd ports are those that connect to
either the DHCP server itself or switched portghsas uplinks, that connect the switch to thesé#te network. If a malicious user attempts
to send a DHCP acknowledgement (ACK) packet inortbtwork, the port is shut down. This feature é&sathe switch to build BHCP

Binding Table that maps a client's MAC address, IP address, VLAMN port ID. This table is used as a foundata@rother Cisco Catalyst
features that further prevent attacks.

This feature is coupled withHCP Option 82, which allows the switch to insert information abdself into the DHCP packet. The most
common type of information to insert is the phybkpmart ID of the DHCP request. This provides theéanwek with considerable intelligence to
prevent rogue device and server attachment.

Identity Spoofing with Gratuitous ARP Packets

End stations send an ARP packet to discover the Méd@ess of its default gateway and map it to Hteway IP address. This is normal

operating procedure in an IP network. However,gheia security hole in ARP—a router or end stasaailowed to send out a gratuitous

ARP, which is an unsolicited ARP reply. This isesftreferred to a8RP poisoning. By sending out a gratuitous ARP, malicious users

spoof the default gateway or any other device énrntbtwork, placing themselves between the usethanttue default gateway. This allows

malicious users to sit between the innocent usettad default gateway and spy on all the data beémg on the network by the user. The
© 2004 Cisco Systems, Inc. All right reserved.
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problem is that neither the default gateway norethe user is aware that this attack is taking pl@berefore, malicious users can continue
spying on private information for as long as theynty allowing them time to access passwords, esmadisages, transactions, etc.

Cisco Catalyst switches offer a feature called EpAstop this attack. Like DHCP Snooping, DAI udes ¢concept of trusted and untrusted ports
to decide which ARP packets need to be inspectedionthis, DAI intercepts all ARP packets and exasithem for proper MAC-to-IP
bindings. This is done by using the DHCP bindirgedhat was built by enabling DHCP Snooping. IfARP packet arrives on a trusted port,
then no examination is made. If it arrives on atrusted port, the ARP is examined and comparechagtiie table.

For instance, user John Smith has an IP addrekd2020.24.45, a MAC address of 00aa.0062.c609resides on poffastEthernet 3/47 (an
untrusted port). This information is recorded ie BDHCP binding table. If John Smith sends a gratisitARP packet into the network, DAI
examines the ARP packet and compares its informatith the information in the table. If there istmomatch, the ARP packet is dropped.

Spoofing an IP Address

Another potential attack is for a malicious usespoof an innocent user’s IP address. This is sgnple to do in most operating systems and
can make the malicious user appear to be on anstiberet or bypass ACLs. Using the DHCP bindingetdB® Source Guard checks the
binding of an IP address to a MAC address, its, [@ord its associated VLAN. It does this by autoo@ly configuring an ACL in the Cisco
Catalyst ternary content addressable memory (TCthielf) limits a port to the configured IP addressdeahto the end station by the DHCP
server. If an IP address appears that is incomsigtigh the information in the binding table, therpis disabled.

Mitigating Man-in-the-Middle Attacks Summary

Cisco Catalyst switches provide inherent capaéditb stop man-in-the-middle attacks. The attaoémiselves typically involve several steps:
accessing the port, sending out bogus DHCP infeomand gratuitous ARPs, or hijacking another DH&&Pved IP address. To thwart these
attacks, a combination of all these features, warkogether, is recommended. At the core of thearifes is the DHCP binding table, which
is first populated by DHCP Snooping. DAl and IP 8euGuard use this table to further prevent otheamms of attacks. In this way, privacy
within the network can be provided and theft ofuaddle or confidential information prevented.

Integrated Firewall and Intrusion Detection

The increase in threats to the enterprise and coamh®usiness has forced network managers to lmore proactive and deploy threat-
defense appliances throughout the network. Beczars@us and branch networks run at gigabit speetigration of these capabilities into the
LAN switching infrastructure is important. The Gis€Catalyst 6500 offers the industry’s leading sesiplatform by integrating dedicated
processing for high-touch services directly ont pkatform.

Firewalls are specialized devices that act as eesaacontrol system, inspecting every packet ewfeni exiting the network segment. Based
on security policies, the firewall can permit ongldraffic coming into or out of the segment, piing a very granular level of network
control. Firewalls are generally associated with lilternet edge, an obvious place in the networktiith security policies are critical. The
need for securing connectivity within the netwankrastructure has driven the requirement for firkswaithin the enterprise network itself.

Intrusion detection systems (IDSs) also are usethfeat defense. IDS appliances and modules #ieiata path and look for specific
patterns that indicate an attack might be under. Whis can be done by matching patterns, or sigastwf a particular attack or by looking
for network behavior that is anomalous. The sodmeiattack or network intrusion can be detecteelfalter it can be stopped.

TheFirewall Services Module (FWSM) for the Cisco Catalyst 6500 is the first (and @rmgegrated firewall in a multilayer switching gfiarm.
Firewalls are often associated with “keeping inemgdout” of the network and are typically deploygdhe Internet edge. This is usually a

security-operations consideration. However, th&usion of firewall functions at high-speed dataesaprovides unique abilities to segment
users into secure workgroups (a network operationsideration). This capability has helped enabtergrises to provide greater levels of
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security in their network, better map security pel to workgroups, and ensure that those polariesvailable to the user regardless of the
user’s location in the network.

Thelntrusion Detection Service Module (IDSM), also for the Cisco Catalyst 6500, integratesigitm detection directly into the switch data
stream, connecting into the Cisco Catalyst 6508-sjgeed switching fabric. The IDSM spans acrosthalLANSs configured in the switch
and scans for any intrusion signatures.

SECURE CONNECTIVITY SYSTEM

In any enterprise, privacy is an important consitien. Individuals expect that their desks and geasspace will be respected and not
disturbed, and that their computers will not beeezd and their data viewed by unauthorized persdmt expectation of privacy extends to
the network itself. Many of the capabilities alrgatiscussed in this paper help provide privacyhimnietwork by controlling who has access to
the network as well as protecting it from a variefyattacks. However, some enterprises, as welhaguie implementations such as airports or
universities, require more advanced levels of pyvihiat are guaranteed within the campus switchiestructure.

The secure connectivity system is often associatttdVPNs, an appropriate association. VPNs overthblic Internet require the setup of a
private, encrypted, and protected connection betwe client and the enterprise. In many ways, ghothe concept of VPN has been around
in campus switching for many years. More stringaturity needs have added more technology requirsne the architecture, but the
concepts are still the same.

Secure connectivity is based on the concept of satation. Segmentation essentially divides the agtinto subworkgroups based on any
number of criteria: network addressing, locatiomsérs and the wiring closet, physical workgroup$er mapping, or identity of the user or
device connecting to the network. This sectionulses how the network is segmented and how addlits@curity is provided. Following are
the primary components of the secure connectiyisyesn:

¢ Virtual LANs—Traffic segmentation at Layer 2
« Virtualized firewalls—Policy enforcement at the VLAMundary
¢ Secure transport—Segmentation of workgroup traffierahe common backbone using Multiprotocol Labgit€hing (MPLS)

Virtual LANs and Private VLANs

VLANSs have been a part of Layer 2 switching sirtsanfancy in 1994. The concept is simple: a commswitching infrastructure is segmented
into different broadcast domains, each domain biéngwn LAN. With Cisco Inter-Switch Link (ISL) ahthe later standard, IEEE 802.1Q,
those individual VLANSs could transit the entire sshied infrastructure. The introduction of Layen8tshing coupled with the centralization
of data servers and resources eliminated that foeeldose workgroups to span the entire enterphitey enterprises, however, are
reevaluating the need for workgroups that sparettterprise, and VLANS are the first step in thatgess. It is important to note that secure
connectivity does not require VLANS to span eneértd in the enterprise; they are merely the firshmseof segmentation on the switched
infrastructure.

Another VLAN feature used for privacy givate VLANS, essentially smaller, sub-VLANs within a larger M that each requires privacy.
This requirement was first seen in hosted dataecenibut also is often seen in networks that haareyndisparate groups connecting into a
common infrastructure. Private VLANs designateaiarport types: a promiscuous port, an isolated, pmd a community port. A
promiscuous port is one that can communicate witboats in all private VLANSs, such as an uplinkrpdAn isolated port is one that can
communicate only with the promiscuous port and theio Finally, a community port is one that can ommicate with the promiscuous port
as well as other ports within its own private VLAIN.no case can ports in one private VLAN commuteicgith ports in other private VLANs
at Layer 2; to accomplish this, the packet musidig to the default gateway, routed at Layer 3,fandlarded back. In this way, privacy and
policy can be assured.
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Virtualized Firewall

Many enterprise networks are essentially behavingeavice providers by offering secure serviceattheof its “customers.” In some large
enterprises, network usage is billed back to eagfadment based on the level of service requiredther networks, such as airports, different
companies are actively using a common backbonerarstl be secured from each other. Coupled with ¢ee fior workgroup privacy, the
virtualized nature of the network has leaditewall virtualization.

Firewall virtualization uses the FWSM in the Cigtatalyst 6500 to segment off different workgroupshie network. In this case, the FWSM
looks to the network like multiple firewalls, eagfith its own policies (NAT, ACLs, etc). When placatithe network distribution layer, which
is aggregating multiple wiring closets, firewalttuialization can segment the network into multggeurity domains, allowing very granular
policy control per “customer.” VLANs can now be ds&s a first-level means of segmentation, with 84cAN mapping to a firewall instance
on the FWSM. This secures each VLAN from other VIAN the switching domain while also securing tadfic for transport over the
common backbone.

Transport over the Backbone Using MPLS

The final piece of secure connectivity in the stvd infrastructure is how to actually transportsbeured workgroup over the common
backbone. In a Layer 3 routed network, VLANS nogenexist and the traffic is switched from soureléstination in an open manner.
Securing that communication over the backbone pitant. Fortunately, the IP backbone providesémure transmission mediums that can
be overlaid on the common backbone. A mechanistretibles transmission of secure workgroups is MPLS

Long used in the service provider environment, gmnersegmentation requirements in the enterpriseaw making MPLS an attractive
campus technology. MPLS VPN, specified in RFC 2%dlbws for specific workgroups, each with its owirtual routing and forwarding
(VRF) table, to exist within the MPLS network. Ea¢RF table maps to a specific “customer” whosefitag being sent over the common
backbone infrastructure. MPLS designated two tyffesuters: the provider edge (PE) and the provifi¢router. Each has specific functions
that enable the VPN to function properly.

In a campus MPLS implementation, provider edgeecuteceive routes from the “customer edge” rouwthich is located at the edge of the
network and extends the VPN space to the edgesabiited domain. In a campus VPN implementatios ctistomer edge is often a LAN
switch or a multilayer switch that is centraliziggcurity services. The provider edge router thansjports these routes to other provider edge
routers across the MPLS backbone. In the middtbehetwork are the provider [NOT provider edge®iters, also called label switch routers
(LSRs), which implement the transport services limportant to understand that VPN informatioreiguired only at the provider edge. It is at
the provider edge that the VPNSs are partitionedly provider edges that belong to a particular VRI¢ahto have any knowledge of that VPN.
Additionally, because the P routers are switchiagdol on the label appended to the packet, theydalsot need to be aware of the VPN. This
allows for greater scalability in the routing talblethe P-router.

Entry to the MPLS backbone is governed by the mlewvedge, allowing the network engineer to corttrelpositioning, the number of access
points into the VPN, and the security policy. Thant of access provides centralization of servares policy for a campus, whether large or
small. Centralizing these services at the provégigre provides several important benefits. Firgt,nétwork engineer can reduce the number of
ACLs in the network. Secondly, at this point, titmaseas between VPNs and access to shared respsuoh as the data center, WAN, or
Internet, can be managed centrally for a potegtlatige portion of the network. Finally, centratioa allows for the sharing of service

modules or appliances that provide firewalling @rtdusion detection. A primary component of thistgyn, for example, is the Cisco Catalyst
6500 Firewall Virtualization solution, which cameivall VPNs into the MPLS cloud for greater seguéihd privacy.
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CISCO CATALYST INTELLIGENT SWITCHING PORTFOLIO

Cisco offers the most complete range of switchiragpcts in the networking industry today. Thesedpais can be deployed across enterprise,
service provider, and commercial applications amide security capabilities designed to preveritigate, and recover from security
breaches, attacks, or intrusions.

Cisco Catalyst 6500 Series

The Cisco Catalyst 6500 Series is the industry’strfiexible and innovative switching platform arsathie premier Cisco switching platform,
setting the standard for IP Communications andiegidn delivery in campus and service provideriemments. Since the inception of the
platform in 1999, it has provided investment pratecby supporting all line cards and supervisagieas. The Cisco Catalyst 6500 Series has
evolved from a 32-Ghps system with Supervisor Eadiio a 720-Gbps system featuring more than 40@mpackets per second of
performance while maintaining backward compatipilftoday, the Cisco Catalyst 6500 Series provitleshighest port densities for 10/100,
10/100/1000 Gigabit Ethernet, and 10-Gigabit inititaistry today.

The Cisco Catalyst 6500 supports the greatest rahlgardware- and software-based security capigsiliincluding identity and man-in-the-
middle attack mitigation features. Network managetso previously had to purchase specialized appdia to implement firewall, intrusion
detection, and Secure Sockets Layer (SSL) ternainatiow can integrate this function directly inte tCisco Catalyst 6500 through feature
modules. Unique in the industry, these specialiredules provide high-speed services that can begeahwith the switch while providing
multigigabit performance. In addition to integrateast and identity and threat defense, the Cisz@algst 6500 leads in securing connectivity,
in terms of IP VPN aggregation, through the VPN/®er module; it also integrates secure transpatrtelogies such as MPLS and generic
routing encapsulation (GRE) into hardware. The niegloan be deployed in campus environments toeckédtal, secure workgroups or in
data centers to provide an integrated servicefoptat

Finally, the Cisco Catalyst 6500 implements a wilege of features to mitigate against DoS attatks includes CPU-based rate limiting,
which gives the network manager a full range ¢éfg with which to protect the switch processor-fR&t scavenger class queuing can limit
the scope of attacks in progress by discardingssxtaffic that is out of profile for a particulaort.

Cisco Catalyst 4500 Series

Cisco Catalyst 4500 Series switches are desigrreghterprise wiring closets, branch offices, andlgen Layer 3 distribution points. The
Cisco Catalyst 4500 Series comprises a seriesasisththat support three choices of supervisomesgind an extensive set of line cards,
including high-density, 10/100, 10/100/1000 (bofthvd02.3af Power over Ethernet [PoE] options),BASE-FX, and 1000BASE-X. The
Cisco Catalyst 4500 Series scales to support 38&a10/100/1000 ports over copper or fiber intesfa@nd is designed for deployment in
enterprise wiring closets, small network backbomnes|, branch office environments. In the Cisco Gata4500 Series, all the system
intelligence resides in the supervisor engine—inemial, hardware-based capabilities that could fered in the future, such as IPv6 and 10
Gigabit Ethernet, can be added with a supervisginenupgrade. Today’s supervisor engine provide®g6-Gbps switching capacity with 72
million packets per second of switching performance

The focus on the wiring closet has allowed the €iSatalyst 4500 to specialize in wiring-closet teas and functionality. Like the Cisco
Catalyst 6500, the Cisco Catalyst 4500 supportdl sdite of trust and identity features, includi®@2.1x and many of its extensions. Also, the
Cisco Catalyst 4500 mitigates man-in-the-middlackts at the ingress of the network, stopping thygses of attacks before they can make
their way deeper into the network. Finally, theddi€atalyst 4500 implements multiple CPU-based gsieeach of which is limited in
bandwidth. This limits the effects of DoS attaclkséd on DHCP and ARP packets.
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Cisco Catalyst 3750 Series

The innovative Cisco Catalyst 3750 Series switélmggove LAN operating efficiency by combining indnsleading ease of use and the
highest resiliency available for stackable switcfidss product series represents the next generatidesktop switches, and features Cisco
StackWise™ technology, a 32-Gbps stack intercorthedttallows customers to build a unified, highdgitient switching system—one switch
at a time. For midsize organizations and entergmiaach offices, the Cisco Catalyst 3750 Seriesides integrated security functions
designed to ensure identity access and controklisae/mitigate many common man-in-the-middle &tseenarios

Cisco Catalyst 3560

Cisco Catalyst 3560 Series switches complemenCibeo Catalyst 3750 product line by providing stnde, fixed-configuration switches
supporting IEEE 802.3af and Cisco prestandard RofElses. In Fast Ethernet configurations, the CiGatalyst 3560 provides availability,
security, and QoS to enhance network operationss@ Bwitches are best suited for standalone deplaignm small wiring closets and branch
offices that require low density, but still neetkitigent switching services such as availability &ecurity. Like the other fixed-configuration
switches, the Cisco Catalyst 3560 Series embedSitue Cluster Management Suite (CMS) Softwarectviilows users to simultaneously
configure and troubleshoot multiple Cisco Catatiesktop switches using a standard Web browser.

Cisco Catalyst 3550 Series

Cisco Catalyst 3550 Series intelligent Ethernetdveis bring enterprise-class capabilities to malbizsinesses and enterprise branch offices.
Available in wire-speed Fast Ethernet and GigatlieEhet configurations, these switches can supptattigent services such as advanced
QoS and rate limiting, security ACLs, multicastddR routing. These switches serve as access atribdtion layer switches for midsize
enterprise and branch office wiring closets. Thec@iCatalyst 3550 provides a baseline of securitgtions for 802.1x authentication and
guest VLANS, port security to prevent MAC floodiagiacks, and SSH and SSL for secure remote switctagement.

SELF-DEFENDING YOUR NETWORK

Cisco Catalyst LAN switching is a primary foundat@ component of the Cisco Self-Defending Netwamikiative. By securing the
infrastructure and protecting users, servers, hadwitch itself, Cisco Catalyst Integrated Seguibvides the first line of defense in an
enterprise or commercial company’s overall secugtitgtegy. Cisco is at the forefront of securigdership in LAN switching, driving the
development and implementation of features desigmegrotection, control, and privacy.

Cisco innovative integrated security systems hejfaizations deploy trusted and protected busiappBcations and services through
modular, rich security services that can be flexi#ployed on Cisco routers, switches, endpoirtivsos€, and specialized security appliances.
Cisco integrated security systems incorporate gocehensive selection of feature-rich security sawi(VPN, threat defense, identity) that can
be flexibly deployed on standalone appliances (idiclg the Cisco PIXsecurity appliance, Cisco IDS sensors, and Ciged oncentrators),
security hardware modules and software for rowgatsswitches, security software agents for deskdopsservers, and trust and identity
management systems, along with a centralized mamageand analysis of all security technologiegfiermost complete system in the
marketplace.

For more information, refer tottp://www.cisco.com/go/securigndhttp://www.cisco.com/en/US/products/hw/switchesérdhtml
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