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Integrated Video Admission Control for the Delivery of a Quality Video
Experience

WHY ADMISSION CONTROL IS ESSENTIAL FOR DELIVERING IPTV

Delivering entertainment-grade video over IP, aften referred to as IPTV, poses significant chmges as service providers scale
solutions to manage millions of subscribers, wihstperiods of peak demand, and deliver a supguiality of experience while
balancing network capacity and efficient capitakistment. In the CisGoP Next-Generation Network (IP NGN) architectutésco
System$ offers Integrated Video Admission Control to defia high-quality user experience even when deraatsubscribes a
network.

This paper details Cisco Integrated Video Admission Control solutions for video on-demand and IPTV in carrier-
class, IP Next-generation networks offering triple-play services.

SUMMARY

Cisco works closely with service providers on Ci#edNGN technologies to ensure that video reachesswith high quality, based on
policies administered in the network’s service tagaven the bandwidth demands and quality requéreshof video services, Cisco
developed an admission-control solution that cassistwo highly reliable components: video-on-dech&/oD) admission control and
broadcast video admission control.

Performing admission control is necessary to puesathigh-quality video experience. The Cisco adimiscontrol solution takes into
account complex network topologies that have redohdnd load-sharing paths in the transport netwsnell as access link utilization
policies and business policies that may be enfgrother constraints on subscriber services. Cidauission control solution can
differentiate between paid VoD, free VoD, spedifigh-demand broadcast channels, and many othexblesi, giving service providers
enhanced choice and control over the IPTV expegie@tsco routers, in coordination with the Ciscod&tband Policy Manager (BPM)
and on-demand servers and managers, perform ggréed Video Admission Control function collective

CHALLENGE

Service providers offering high-speed Internet isertypically define the service by the speed dfttgam and downstream throughput,
and thus the subscriber’s service-level agreen®&m) is defined directly by transport parameterg.dntrast, with IPTV the service
provider defines the service by the applicationegigmce based -- the number of channels providhedgaality of the video, the size of the
video library, the user interface, the video reaugdtapabilities, and the interactive features ted in the video broadcast service. The
SLA for IPTV is not defined by network transportraaeters but by the quality of experience (QoE} matwork, in turn, must provide
the appropriate quality of service (QoS) to supfluigt experience-oriented SLA. Because of thegindidifferences, Cisco has
architected its IP NGN to enable optimum transfmreach distinct service type. Each distinct sendan be protected by independent
mechanisms, and SLAs can be enforced differently.

High-speed Internet is treated asansport service, and Internet traffic passes through a broadbanwte access server (BRAS), which
provides per-subscriber QoS and authenticationreafioent. Per-subscriber QoS is critical so thast#reice can be accurately delivered
and metered for each subscriber — for instancebscsiber might select the turbo button to incrdzsedwidth for a period of time, and
the QoS must be changed only for this subscribgcdtrast, video traffic is treated asapplication service. Network QoS for
application services is the same for all users,@o8 can therefore be delivered on a per-servisis faggregate QoS). This simplifies
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operations as the user is provisioned at the vagigdication layer by the middleware, and the videovice does not have to be
provisioned again at the transport layer. Howel®TV services pose many other challenges to sepricéders.

IPTV is very intolerant to packet loss. BecauseMRS highly compressed, losing a video packet nesyit in the loss of valuable
encoded information and a visible degradation déwiquality, including macroblocking, pixelatiomdaeven loss of a picture frame.
Industry norms have defined the acceptable videditguof experience to be no more than one visilelgradation per 2-hour movie. The
corresponding network QoS for this results in doveed packet loss rate of approximately 1 in 1imill(10°). For service providers
delivering IPTV, this 10 maximum loss is considered a baseline requirennethiei market.

Putting pressure on this required loss threshaldesontinued growth of on demand content whidivelss a dedicated stream to each
viewer, consuming large amounts of bandwidth. Gnltasiness side, service providers looking for waydifferentiate their video

offering can offer more broadcast content, more \¢éobtent, and network-based personal video recded¢ures. However, service
providers are challenged by the vast amount ofegtrgtvailable from these on-demand and broadcastes As users get used to having
the content they desire at their fingertips whendvey want it, they are not likely to accept ohbsic broadcast viewing. A recent report
by Horowitz Associates found that the great majasftusers with access to VoD used the serviceadtlweekly, and approximately 20
percent used it daily (Figure 1).

Figure 1.  Video On-Demand Usage Among Cable Subscribersl

Use
YOD Daily
20%

Useona

Weekly Basis
57%

Source: Horowitz Associates (272006) The BRIDGE 2006

Additionally, according to Bernstein Research, Visdige among Comcast subscribers grew by 400 pdreemen the summer of 2004
and 2005. In mature Comcast markets like Philada)@md among Time Warner Cable systems in New Mgs#&ge is approaching one
selection per day, on average, per subscriber.

Providers typically set up their networks with aamount of bandwidth for broadcast TV on each sagnincluding both standard and
high-definition TV (HDTV). Broadcast TV is consiast the foundation of any IP broadcast service anuidtected at all costs. For
example, a loss of video service during the SumeviBn the United States would be a severe cust@mesice issue. However, users are
typically slightly more tolerant of VoD blockingnd therefore the network is designed to use thairéng bandwidth with VoD services
after bandwidth is allocated for broadcast.

Given the success of VoD services and the likelihobincreasing high-definition VoD services, trendwidth required to transport the
video services will continue to increase and thesfimlity of video degradation will become more lidvaging. Because video cannot
tolerate packet loss, congestion due to oversyiigmmiis not acceptable — admitting just one mameasn to a network near peak capacity
could degrade the VOD and broadcast qualityafbusers. Exacerbating this risk, for the bandwidihstiming on-demand services, the
one metric that is the toughest to predict is thakpconcurrency rate: the number of subscriberovamsuming devices (such as set-top
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boxes) receiving an on-demand stream at the samee With the addition of premium channel contergtilable on demand and bundled
inside a subscription service, peak concurren@srakperienced on Friday and Saturday nights Hesady climbed to as much as 20
percent of the capacity of all set-top boxes in yndrS. markets.

Using the example in Figure 2, the distributionwerk that is designed to serve on-demand conte#®®® subscribers out of one central
office (CO) with an assumed 20 percent peak coragyr requires about 4 Gbps of capacity for the emahd standard definition (SD)
service alone.

Figure 2. One Telco’s Video Deployment Plans and Assumptions

Bandwidth from Video Hub Office to Central Office

VoD

® 4 million homes served by 400 COs = 10,000 average homes per CO

® |IPTV service take rate = 40% = 4000 video subscribers per CO

® 2 TVs per subscriber x 20% VoD peak concurrency = 1600 streams per CO

® 94% SD VoD at 2 Mbps per stream + 6% HD VoD at 8 Mbps per stream

® Approximately 4 Gbps per CO

Broadcast

® 300 channels with 20% HDTYV at 8 Mbps for each and 80% SD at 2 Mbps for each

® Approximately 1 Gbps per CO

As video, and especially VoD, can quickly consum&mmore network bandwidth than high-speed Integineéss and voice-over-IP
(VolIP) services, it is easy to see why network giesnust be optimized to support it with the utmeffitiency.

In deploying video services that are efficient, elegiable, and scalable, service providers can gittoeision their networks with the
maximum bandwidth required to handle worst-cessienated peak concurrency, including in network failurersagos, or deploy an
admission control solution to manage peaks thaasionally exceed the bandwidth available. The @iton would be prohibitively
expensive and wasteful. The second option, whiténoas capital investment with delivering a higtadity user experience, has become a
top priority among service providers as video jaasa and voice as a network service in high demand

In the earlier example, on a busy Saturday nighkpas high as 20 percent of all set-top boxesbeilliewing one VoD stream. However,
once in a great while certain events, such asdiease of a new movie, will result in even moressubers in front of their TVs. Also, the
failure of a network link may sometimes drive pelgknand higher than the network capacity. As enerb{PTV streams grow as
expected, admission control is vital to avoid oubecription with the ensuing congestion, packet,lasd possible degradation of the user
experience.

Due to its high use of bandwidth, VoD is the magportant service to control, but broadcast TV saiportant, especially as more and
more high-definition channels are added. To datestreervice providers have not imposed limits arthmber of channels or bandwidth
used by broadcast services. In today’s IPTV netgjdtiere are limited admission control functiongliece for VoD to protect against
oversubscription. VoD streams that do get set mpesgerience unacceptably poor quality if some gtcre dropped during congestion
periods caused by oversubscription. As demand @eroD and broadcast high-definition channelseases, the prospect of degraded
video transmissions is troubling and the need dioniasion control for the video service is more pirag.

SOLUTION

The Service Exchange Framework (SEF) in the CIBcNEN architecture provides robust linkages betwaggplications and the network
layer. In general, this is where diverse servicescantrolled in a converged, integrated platforhere multidimensional identity is
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maintained, policies and sessions are managednandoring and billing functions are administerétds in the SEF layer where the
Cisco Integrated Video Admission Control solution ¥oD and broadcast video services is based tarerike highest possible QoE.

Figure 3.
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CISCO INTEGRATED VIDEO ADMISSION CONTROL SOLUTION FOR VoD

An admission control solution for VoD must interogte with complex network topologies that have retint and load-sharing paths in
the transport layer of the network. It must alsakmeith access links and business policies that beagnforcing other types of constraints
on a subscriber’s service. The Cisco admissionrobswlution for VoD works in coordination with medrk routers, the Cisco BPM, and
on-demand servers to collectively perform inteligadmission control for video.

The Cisco solution includes two important simul@uneprocesses that together are called Integratégb\Admission Control. The first is
an on-path signaling procedure that performs adamssontrol for the core and distribution layergg(ie 4).
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Figure 4.  Cisco VoD Integrated Video Admission Control with Both Off-Path and On-Path Functions
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The on-path procedure uses Resource ReservatioocBFr¢RSVP) for signaling, sent by the VoD serf@ra component on its behalf)
before the beginning of the VoD session. In Figlra set-top box selects a VoD movie. The requesa fnovie goes through the
provider edge aggregation router (a.k.a “PE-AGG@Y an to the video server. The RSVP message frenvtb server traverses the same
path the VoD session will use, tracking in realgiemy changes in the complex network topologig¢kérncore and distribution layers.
Along the path, Cisco routers perform a bandwidttoanting function. They allow the session if barditvis available for that VoD
stream and deny it if it is not. When a streameisied, a RSVP-CAC message is sent back to the ol which in turns sends the
subscriber a message or a busy signal, generatiydgh the video middleware.

It is critical that native Layer 3, for example MPESM for multicast and IGP for unicast, be presmamevery network element, from the
distribution router connecting to the VoD servemptex down to the aggregation router in the cemtffides, to make this on-path
admission control solution possible. The providigeaggregation routers in Figure 4 are Layer algiap Architectures using Layer 2
aggregation networks cannot support on-path adomig=gintrol.

The second, complementary process of admissiomaiasitdesigned to prevent a video on-demand strfeam being sent if the access
link to the subscriber lacks the capacity to c#ing/stream. To provide a safeguard, the VoD sépbrezquivalent network component)
sends a request to the Cisco BPM (policy serverjchwis keeping track of each access link to tHesstiber. Access links are usually
simple and semistatic, highly appropriate for arpath approach (Figure 5).

Figure 5.  Cisco Off-Path Signaling for VoD Admission Control
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The policy server can check to see if the accakshias enough unused bandwidth and can also cbesgetif business policies are in
place (such as paid VoD versus free VoD) to allogvdtream to be supported. The session is theer @ilowed or denied. This off-path
portion of the solution is not recommended solelpérform admission control for the distributiordaaggregation layers, because an off-
path, policy server only-based approach to trackimgreal-time changes in these complex topologmdd be suboptimal at best. But the
combination of an on-path admission control funtémd an off-path policy server query at the nekvestge has been shown to be the
most reliable and efficient mechanism for VoD adiiaia control.

The Cisco Integrated Video Admission Control salntis added to an architecture where aggregatei€fasd to ensure that video meets
the required 10 maximum packet drop rates required for a highiguaideo experience. Alternative approaches adtpar-subscriber
shaping of video, which has two key problems:

« Video cannot be shaped because this may make sarketp eligible for packet drop, which would matkeifficult to meet the
10 target. Thus, the added complexity of hierarchpeatsubscriber QoS provides no benefit in theexiraf video.

e For a video service, the subscriber is provisiosigithe application layer over middleware. Havingtovision the subscriber’s
bandwidth allocation for video again at the netwiagker is a second unnecessary operational step.

A robust Integrated Video Admission Control solntie required because either the network can sufigdtpacket loss or better and the
stream should be admitted, or it cannot due t@tiential congestion that would lead to packet,lags the stream should be denied.
Once video admission control is implemented, a fieg aggregate QoS queuing strategy that allolvgideo traffic to share the same
gueue avoids complex and costly hierarchical quesirategies.

Cisco Integrated Video Admission Control for Broadcast Video

Cisco Integrated Video Admission Control for broastcvideo benefits from the rich set of multicastvarding and routing technologies
developed by Cisco. Multicast replication and fomdiag is performed in hardware at data rates exngdens to hundreds of millions of
packets per second in Cisco switches and high-aumgns.

Cisco Integrated Video Admission Control for broastcvideo uses Internet Group Management Proté@MR) limits to trigger a
bandwidth availability check (Figure 6). Routerdhie path are configured to maintain certain limitsbroadcast bandwidth and can limit
the number of channels simultaneously sent to Bk &cess multiplexer (DSLAM).

Policy =
Server !

Figure 6.  Cisco Broadcast Admission Control
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The multicast destination maps to the broadcastredias bandwidth, and the bandwidth is subtractethfthe link the request was
received on. In the rare case that there is natgimbandwidth to support the T@acket loss or better for the next broadcast otiatime
router does not replicate a channel’s multicastigrout of a particular downstream interface.
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Among aggregation network alternative approachasdperate at Layer 2, IGMP snooping is a featsezlio determine which multicast
packets get replicated to various access devices @s DSLAMs). With this approach all multicasiffic is replicated throughout the
aggregation network, and the granular control effdsy native Layer 3 multicast is not availabletum, this prevents the implementation
of multicast admission control in a Layer 2 aggteganetwork.

CONCLUSION

For emerging IPTV providers, delivering a high-qiyaéxperience superior to the competition is payant to achieving success and
maintaining their customer base. Video is intoleafrpacket loss, and industry norms dictate & pécket loss or better. Delivering that
high level of quality while maintaining a sensiltdgel of investment in network infrastructure ragsia robust video admission control
solution. Cisco Integrated Video Admission Contoaimbining an on-path admission control functioadzhon RSVP with an off-path
admission control function based on the Cisco Bpidmises to be the most reliable and efficient métyet. Only with native Layer 3,

for example, PIM SSM for multicast and IGP for wast; in the aggregation network can providers degls sort of robust Integrated
Video Admission Control solution. Furthermore, @idntegrated Video Admission Control is combinethwaggregate DiffServ QoS to
deliver the required quality while minimizing opgomal complexity, so that all video traffic shatée same queue and avoids hierarchical
queuing for video services.

Cisco Integrated Video Admission Control is a kegdtion in the Service Exchange Framework of thee@€iP NGN, realizing the high-
quality experience needed for the video applicaitioterms of the network QoS requirements. Cisabésfirst to provide this linkage
between applications and networks to help providetanize their network investments while ensurinigigh-quality user experience.

More than 10 million subscribers access IPTV sewiaver Cisco IP NGNs. These networks are exteridtelligence such as Layer 3
functionality into the aggregation network to deliwideo with efficiency and premium quality. Thartsformation of networks from
transport-oriented environments to service- andiegion-oriented environments will enhance the petitiveness of early adopters.
With Cisco Integrated Video Admission Control, seevproviders around the world are deploying amchenarking admission control
solutions for evolving VoD, broadcast, and othgulegations to provide high-quality, dependable g through highly intelligent,
adaptable infrastructures that can differentiatevben and cater to individual subscribers.

FOR MORE INFORMATION

For more information about the Cisco Integratedédid\dmission Control solution, visit:
http://www.cisco.com/en/US/netsol/ns610/networkisgjutions_solution_category.html
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