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Parallel Express Forwarding on the Cisco 10000 Series

Parallel Express Forwarding (PXF) is a powerfuht/e network-processing technology that maximizath forwarding performance and
services to build more powerful, scalable netwoBR$F on the Ciscb10000 Series Routers helps enable multiple maliohpackets per
second (mpps) forwarding rates while allowing costes to continually add features to their solutiging existing network hardware.

This paper describes the architecture and beruéfitee Cisco Parallel Express Forwarding technology

Summary

PXF is implemented in a programmable applicatioeesfir integrated circuit (ASIC) that manages fordiag decisions and per-subscriber
packet processing including access control listSL(#), quality of service (QoS), flow accountingdanaffic shaping. The PXF ASIC allows
the addition of new features without an incremeptadalty in packet performance. Each packet isqzsed by the PXF engine in a
deterministic fashion, unlike CPU forwarding platfes where the number of CPU cycles required deplangsly on the features applied.

PXF makes use of the expedited IP lookup and fatimgralgorithms introduced with Cisco Express Fadireg, while offering expanded
functionality and accelerated performance throunghinplementation of a parallel architecture. Té& Rorwarding engine applies the
combination of parallel processing and pipeliniaghniques to the Cisco Express Forwarding algosttorefficiently manage a variety of
complex services and operations.

The Cisco 10000 Series Performance Routing EngiifRE?2) uses a Versatile Time Management Sche@WilevlS) scheduling algorithm to
provide a single level of queuing. The Cisco 108@bies PRE3 uses the latest PXF architecture forawed forwarding and feature
scalability. The PRE3 implements the Hierarchal @ug Framework (HQF) with up to three levels ofrhiehy to deliver the most demanding
triple-play services.

Challenge

Service providers require scalable networks toifaolfy meet their customers’ requirements for bigterformance, more services, and higher
reliability. Edge routers, such as the Cisco 1086fles, will be needed to manage higher-bandwiljhirements, more subscribers, and
multiple service levels ranging from best-efforhsamer Internet data services to high-priority bess applications, voice, and video.

Historically, routers have been optimized for featfiexibility at the edge and fast packet forwagdat the core of networks. Edge router
packet forwarding architectures based on generalgse CPU components have offered the highest &hfxibility to quickly program new
features, but often with the penalty of degradieggrmance and scalability. Core routing designseHhzeen optimized for fast and consistent
performance with a fixed feature set by using ABt@ponents. To address the needs of growing sepwiséders and their customers, a
solution is needed that blends the best of prograinergeneral purpose CPU designs and high speed #&8hnology.

Solution

Designed to meet new requirements from serviceigeos for high-capacity aggregation with sophiggdalP services, the Cisco 10000 Series
uses the Cisco patented Parallel Express Forwa(BiK§) technology. PXF is a parallel multiprocesaarhitecture that helps enable
deployment of multiple IP services while maintamimeak performance throughput.
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PXF Performance Benefits

PXF performance is achieved through an architechaeuses the following components and methods:

* QoS- PXF processes packets and applies QoS at imeRAF performs classification, queuing, shaparg policing on a per-subscriber
basis. Up to three levels of QoS are availablet{stawith the Cisco 10000 Series PRE3).

« Separation of control plane and forwarding planadtions —This separation helps achieve high availability.

« Use of parallel processors PXF takes advantage of a parallel array of memes for an accelerated switching path. Processamsive
tasks such as policy routing, QoS, and statistidlection are segmented and distributed to coluafmaultiple processors.

« Distributed memory accessThe PXF architecture allocates independent mgmeoeach processor, as well as assigning memaggpdh
column of processors. Use of multiple memory bamitkin a per-column array provides memory accessropation.

* Modularization of functionality- PXF distributes data structures across multgssar arrays. Distributed, task-specific memorgpueses
allow parallel processing of complex tasks. Unlikeprocessor systems where changes to code mayuhéweseen results, including a
negative impact on performance in other areasP¥fe architecture allows independent processingskd. Multiple tasks can execute
efficiently without degrading performance.

< Virtual interface indexing- PXF switching mechanisms employ virtual inteefamdexing for the communication of connection aedsion
information from one processor to another. Thisi@e a streamlined pipeline through the processay.arhe initial index is calculated
based on the ingress of a frame into the platfdimese indices subsequently direct the switchingllgfacket contexts through the
forwarding path. Significantly, while the route pessor may inject packets into the forwarding pla#t it has created, it is not necessary
for it to manage the initial packets of a strearflaw, as in a route-caching model. As with CisogpEess Forwarding, PXF switching is
topology-based. However, PXF is an evolution of@igco Express Forwarding model; it implements ghvitg at a more fundamental
level of the packet-management process, startitigtve classification of the MAC header informatitm further streamline forwarding.

Scalability and Versatility Benefits
The multiprocessing architecture of PXF makestienmently more scalable than single processor-biase@rding schemes. New features can
be implemented without degrading performance oftég features.

In addition, PXF technology allows platforms tolsd@ manage tens of thousands of interfaces. Rguatnd control functions are separated on
the PRE to maintain performance as the network grow

PXF also greatly simplifies the addition of newtteas. Unlike strictly hardware- or ASIC-based shihg models, PXF minimizes the cost
and time to market associated with feature impramsior enhancements.

Packet Forwarding with PXF

PXF enhances the forwarding information base (FRhBylel by separating control-plane functions frommarding-plane functions. In the PXF
architecture, the route processor manages conaokgunctions, including routing protocols, chassid network management, system
configuration, error management, and packets aseldet® the router. Forwarding-plane functions amedted by PXF technology.

Each PXF network processor provides a packet-psotgpipeline consisting of 16 microcoded processoranged as multiple pipelines.
Each of the coprocessors in a PXF network processor independent, high-performance processotprused for packet processing. Each
processor, called an Express Micro Controller (XM@pvides a sophisticated dual-instruction-issxeration unit, with a variety of special
instructions designed to execute packet-procesasig efficiently.

Cisco Systems, Inc.
All contents are Copyright © 1992—-2006 Cisco Systems, Inc. All rights reserved. Important Notices and Privacy Statement.
Page 2 of 5



Within a single PXF network processor, the 16 XMfBs linked together in eight parallel pipelinesclEgipeline comprises four
microcontrollers arranged as a systolic array, wheech processor can efficiently pass its resuliits neighboring downstream processor.
Eight parallel pipelines are used, further incnegghroughput.

Four PXF network processor ASICs are used in e&dh, Rielding eight parallel-processing pipelines;te containing eight processors in a
row (Figure 1).

Figure 1
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microcontrollers in the processor pipeline is costglly flexible and can change as new featuresdeca

The PXF network-processor architecture allows mbpssors to work efficiently on per-packet feapnecessing, yielding high throughput
while still allowing substantial feature processing
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Figure 2
PXF Packet Processing on the Cisco 10000 Series Router
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Cisco 10000 Series PXF Packet Processing

Figure 2 shows the process of a packet transitieglisco 10000 Series. A packet entering the CiS€®0 Series from an interface card is
sent over the backplane by the interface card. WWiheaches the PRE, the packet is stored in buffamnory internal to the backplane interface
ASIC. The backplane interface ASIC then passepdicket header to the PXF pipeline, which classtfiespacket, modifies the packet header,
and may modify the packet data. As part of thixpssing, PXF selects the output interface on wttidbrward the packet. In the simplest
packet-routing cases, PXF then commands the baskjniéerface ASIC to store the packet in the baakplinterface ASIC packet-buffer
memory, in one of possibly several software outpugues associated with the output interface. Samplex routing functions such as
tunnels may require a packet to be processed tfgedback) by PXF before it is placed in the ougugue. Subsequently, the PXF output
scheduling function applies various algorithms le@se output queues to select which packet to sextd When a packet is scheduled for
actual transmission on the output interface, PXEat the backplane interface ASIC to copy the eettkthe hardware queue associated with
the output interface. The backplane interface ABIICthen transfer the packet across the backpland,the packet will be sent on the output
link by the line-card hardware.

Packets addressed to the router (for example, @grifine or routing updates) are also processeeM¥y. PXF will forward these packets to
the route processor instead of an interface cdrd.output interface selected by the routing albaritorresponds to a software queue
associated with the backplane interface ASIC tee@uocessor direct memory access (to-RP DMA) fater Packets are queued in the
backplane interface ASIC packet-buffer memory ao-BRP DMA software queue and scheduled for outputescribed earlier. When the
packet is actually scheduled for output, howevif Birects the backplane interface ASIC to movepheket from the backplane interface
ASIC packet-buffer memory to the to-RP DMA integamutput queue. The to-RP DMA engine copies th&giao the route-processor system
memory, specifically to a buffer previously passethe backplane interface ASIC by the route-prsege€isco I0S Software backplane
interface ASIC driver. The backplane interface A®€n announces the arrival of a packet to theerpticessor via a completion interrupt. In
response to the interrupt, the backplane interfe&¥C driver removes the packet from the to-RP DM#eiface, performs preliminary
classification of the packet, and passes the paokgiper-layer code within Cisco 10S Softwaregovcessing. As part of this processing, the
driver corresponding to the network interface onclvlihe packet was received may be invoked.
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