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Q&A 

CISCO SFS 3000 SERIES MULTIFABRIC SERVER SWITCHES 
 

PRODUCT OVERVIEW 

Q. What are the Cisco® SFS 3000 Series Multifabric Server switches? 

A.  The Cisco Server Switch is a new class of data center infrastructure that provides a platform to interconnect discreet server resources together 

into a high-performance fabric, to connect that server fabric with shared pools of I/O and storage resources, and to map the resources together to 

deliver virtual “compute services” based on application or business policy and priority. The Cisco Server Switch enables the delivery of utility 

computing by consolidating server I/O into a shared pool, significantly simplifying the server I/O architecture and enabling the virtualization of 

compute resources. 

Table 1 shows the complete list of Cisco SFS 3000 Series switches and optional modules. 

Table 1. Cisco SFS 3000 Series Switches 

Part Numbers Description 

SFS-3001-4X012-SK9 Cisco SFS 3001 Multifabric Server Switch. Includes: 

• 12 ports 4X InfiniBand 

• (2) System power supplies 

• (1) Fan tray with 3 fans 

• One expansion slot 

SFS-3012-4X024-SK9 Cisco SFS 3012 Multifabric Server Switch (Standard). Includes: 

• (1) 12 port 4X InfiniBand switch card 

• (1) System Controller module 

• (1) System power supplies 

• (1) Blower module 

• 12 Expansion slots, 2 switch card slots 

SFS-3012-4X024-HK9 Cisco SFS 3012 Multifabric Server Switch (HA). Includes: 

• (2) 12 port 4X InfiniBand switch card 

• (2) System Controller Modules 

• (2) System power supplies 

• (2) Blower modules 

• 12 Expansion slots, 2 switch card slots 

SFS-3012-MFM-K9 Cisco SFS 3012 Management Interface Module 

SFS-X3012-04X12K9 Cisco SFS 3012 InfiniBand 4XIB 12-port switch card 

SFS-XETH-01C06K9 Cisco SFS 3000 Series InfiniBand-to-Ethernet Gateway Module 

SFS-XFCH-02F02K9 Cisco SFS 3000 Series InfiniBand-to-Fibre Channel Gateway Module 

PWR-SFS3012 Cisco SFS 3012 Power Supply 
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Part Numbers Description 

FAN-SFS3012 Cisco SFS 3012 Blower Module 

PWR-SFS3001 Cisco SFS 3001 Power Supply (FRU) 

FAN-SFS3001 Cisco SFS 3001 FAN (FRU) 
 

Q. What business benefits does the Cisco Server Switch provide? 

A. The Cisco SFS 3000 Multifabric Server Switch family creates a unified fabric that dramatically simplifies the data center architecture by 

running multiple types of traffic over a single physical connection. With only one interface card in each server, all resources can be managed on one 

fabric, eliminating the need to install and manage multiple Ethernet, Fibre Channel, and IPC cards. All types of I/O can be aggregated and load 

balanced on a single 10-Gbps InfiniBand cable, reducing the number of managed host ports and increasing availability. The Cisco Server Switch 

then connects servers to a pool of shared Fibre Channel and Ethernet ports via line-rate gateways, and creates virtual I/O subsystems on each host, 

including virtual HBAs and virtual IP interfaces. When used in conjunction with Cisco VFrame Server Virtualization Software, the Cisco Server 

Switch can dynamically commission or decommission this virtual I/O pool to any physical server on demand. 

CONFIGURABILITY 

Q. Why are there two base parts listed for the Cisco SFS 3012 Multifabric Server Switch? 

A. The Cisco SFS3012 Switch can be bought in a standard configuration and a high-availability (HA) configuration. The customer can buy spares 

to upgrade a standard configuration to an HA configuration in the field. 

Q. How many InfiniBand ports are available in the Cisco SFS 3012 Server Switch? 

A. Each switch card has 12 InfiniBand ports. The standard SKU therefore has 12 ports and the HA SKU has 24. The standard Cisco SFS 3012 can 

be upgraded to 24 ports by adding a spare switch module (SFS-X3012-04X12K9=) into the chassis. All the ports are 4X InfiniBand, supporting 10 

Gbps of total traffic in each direction. (User traffic is 8 Gbps in each direction.) 

Q. What else does a customer need to access Ethernet and Fibre Channel networks? 

A. The customer will need to add Cisco SFS 3000 Series InfiniBand-to-Ethernet and InfiniBand-to-Fibre Channel Gateway Modules to access the 

LAN and SAN. The user will also need 4X IB cables to connect on the IB side, and Ethernet and Fibre-Channel cables to connect to the LAN and 

SAN respectively. 

Q. How many gateways can be inserted into the Cisco SFS 3012 Server Switch? Are there any slot requirements? 

A. The Cisco SFS 3012 Server Switch has 12 slots to accept two types of gateways. InfiniBand-to-Ethernet and InfiniBand-to-Fibre Channel 

gateways can be deployed in the Cisco SFS 3012, as per the user’s needs. There are no slot requirements for the gateways. For example, a Cisco SFS 

3012 may have 12 Ethernet Gateways, 12 Fibre Channel gateways, or any combination in-between, in any slots the user prefers.  

The Cisco SFS 3001 Server Switch has one expansion slot, and uses the same gateway module as the Cisco SFS 3012. 

Q. How many ports does the Cisco Ethernet Gateway Module provide? 

A. The Cisco Ethernet Gateway Module supports six ports that are 100 Mbps / 1GigE, auto negotiated. The ports are copper RJ45 connectors. 

Q. Does the Cisco Ethernet Gateway Module operate at line rate? 

A. Yes, all ports perform at line rate, assuming average packet size of 111 bytes or higher. 

Q. How many ports does the Cisco Fibre Channel Gateway Module provide? 

A. The Cisco Fibre Channel Gateway supports two FC ports which are auto-negotiated to 1 Gbps or 2 Gbps. The connector is of type “LC”. 



 

 
© 2005 Cisco Systems, Inc. All rights reserved. 

Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com. 
Page 3 of 8 

 
 

Q. Can you provide sizing guidelines? How many servers can be supported per Ethernet Gateway or Fibre Channel gateway port? 

A. This depends on the application and the bandwidth loads required for the server fabric. The Cisco Server Switch offers the unique ability to 

size shared I/O bandwidth independently of the servers themselves. I/O can be dynamically added or removed from the fabric without changing 

server configurations. 

To size bandwidth, we recommend sizing peak and average bandwidth across the server fabric, as well as groups of servers that might share I/O. 

Then divide that amount of total bandwidth by the bandwidth available per gateway port, and that provides the number of total ports required. 

For the Cisco Fibre Channel Gateway, the maximum supported ratio is 32 servers per gateway. So if the cluster has 128 servers, a minimum of four 

gateways must be used in the Cisco SFS 3012 Server Switch. In some cases, such as heavy media interactions, an inverse consolidation may also 

makes sense. For example, four servers can share six Fibre Channel Gateways. Many customers choose to design their unified fabric with a generic 

ratio of four servers per Fibre Channel Gateway, and allow available expansion slots to expand later. 

For help designing a unified fabric and sizing the number of gateways, please contact SVBU (Server Networking and Virtualization Business Unit 

(ask_sfs@cisco.com). 

Q. Do you have recommended designs with the Cisco SFS3012 Server switches? 

A. Yes, SVBU offers recommended designs for a variety of cluster sizes (16 to 128) in both HA and standard configurations. See the SVBU sales 

rack site for details. 

Q. If I want a full HA design, should I implement it with two Cisco SFS 3012 Server switches? Should I use the standard or the HA models? 

A. For full redundancy, we recommend deploying with two Cisco SFS 3012 switches. In general, the Cisco HA SFS 3012 Server Switch will 

cause less traffic interruption compared to the standard Cisco SFS 3012. This is because failover of certain components (power, cooling) can take 

place more quickly without requiring failover of the entire chassis. The final decision will be based on the design and the customer’s desire to pay 

for improved HA performance. 

Q. Does user traffic failover and/or load balance across gateways? Does this work even if the gateways are in separate switches? 

A. Yes, load balancing and failover are supported for both Fibre Channel and Ethernet Gateways, across gateways within a single chassis and 

across gateways located in separate switches. 

For the Ethernet Gateway, link aggregation is supported to merge Ethernet ports into one logical link. All traffic is distributed between the ports of 

the trunk group based on six different distribution algorithms, including source/destination IP, source/destination MAC, and Round Robin. If one 

link fails, the bandwidth of the trunk group is reduced but traffic is unaffected, and when a link recovers, the bandwidth is added back to the link 

aggregation group. Active/passive and active/active load balancing is also supported, based on source/destination hardware addresses and 

source/destination IP addresses. 

The Fibre Channel Gateway similarly supports multipathing and load balancing within the InfiniBand fabric, as well as end-to-end load balancing 

from storage initiator to target. 

INTEROPERABILITY 

Q. How do Cisco SFS 3000 Series Multifabric Server switches integrate with Cisco SFS 7000 Series Server switches? 

A. The base fabric for interconnecting the servers in the cluster is typically built out of one or multiple Cisco SFS 7000 Series switches. Once that 

fabric is built, Cisco SFS 3000 Series Multifabric Server switches are added to the cluster by attaching directly to Cisco SFS 7000 switches through 

connecting available InfiniBand ports on each switch. The SFS 3000 Switch Family provides wire-speed I/O connectivity to Ethernet and Fibre 

channel networks utilizing Ethernet to InfiniBand and Fibre Channel to InfiniBand gateways. Each port-to-port connection between a Cisco SFS 

7000 Switch and a Cisco SFS 3000 Switch provides 10-Gbps or 20-Gbps full-duplex connectivity for linerate I/O traffic to the entire base 

mailto:ask_sfs@cisco.com
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InfiniBand server cluster. A server can be connected anywhere in the InfiniBand fabric and still have full access to Ethernet or Fibre Channel I/O 

connectivity provided by the Cisco SFS 3000 Series Switch Family. 

Q. What Ethernet equipment is the Cisco SFS 3000 Series Switch interoperable with? 

A. The Cisco SFS 3000 Series Switch is qualified for all Cisco IP-based switches. Please contact SVBU (ask_sfs@cisco.com), for more detail. 

Q. What FC storage equipment is the Cisco SFS 3000 Series Switch interoperable with? 

A. The Cisco SFS 3000 Series is qualified with Cisco MDS switches, Brocade switches and McData Sphereon line of switches. The gateway is 

also qualified with EMC storage, Hitachi Data Systems, IBM storage, and other storage vendors. Please contact SVBU (ask_sfs@cisco.com), for the 

current interoperability matrix and vendor certifications. 

Q. How do I use the Cisco SFS 3000 and 7000 Series Switch families to build InfiniBand fabrics larger than the size of a single switch? 

A. InfiniBand fabrics which are larger than a single switch are built with two-tier designs by connecting multiple switches together. Switches are 

connected together using the standard ports on the switch; there are no special ports for connecting Cisco SFS switches together. When building 

these large fabrics, Cisco 7000 Series family switches fulfill two different roles in the big fabric: edge switch and core switch. Any one of the Cisco 

7000 Series family switches can serve as either an edge switch or a core switch, but not both at the same time. Edge switches use some of their 

switch ports to connect to servers, and the remaining ports to connect to core switches. Each core switch brings the edge switches together in a web-

like fashion by connecting to every edge switch. The number of core switches in the fabric and number of connections between an individual core 

switch and an edge switch will vary based on fabric design. Core switches do not connect to servers directly. Using this two-tier model, it is possible 

to build very large InfiniBand fabrics without sacrificing server-to-server performance. 

Once an InfiniBand fabric is built using Cisco 7000 Series switches, that fabric can be connected to a third I/O tier of Cisco 3000 Series switches for 

shared I/O. There is not a requirement that both a leaf and core layer exist. The Cisco SFS 3012 resides in the I/O layer between the InfiniBand 

core/leaf and the LAN and SAN fabrics. 

HIGH AVAILABILTY 

Q. Do the Cisco SFS 3000 Series Multifabric Server Switch have redundant power and cooling? 

A. Yes. The Cisco SFS 3012 Switch is available in two options: a nonredundant option, and an option with redundant power supply / cooling 

modules. The Cisco SFS 3012 also has an optional high-availability kit (HA kit), which adds redundant power and cooling as well as redundant 

management capability. On both switches, both power supplies need to be connected for AC redundancy, and a UPS system is recommended for 

backup power. 

The Cisco SFS 3001 Switch comes standard with redundant, hot-pluggable power supplies. It also has a pluggable fan tray with redundant fans. 

Q. Does the Cisco SFS 3012 Switch have the concept of recovery images? 

A. Yes, the Cisco SFS 3012 can boot a recovery image if the active image is corrupted. The controller card has room for two boot images in 

addition to the recovery image. 

Q. How does redundant fabric management work and what does this mean? 

A. InfiniBand is a prerouted switched network, much like the telephone system. This gives InfiniBand many desirable properties, including 

resiliency, predicable performance, and monitoring capabilities. As with any managed, switched network, there is a fabric management entity, 

called the subnet manager (SM), which oversees the fabric. The SM routes, manages, monitors, and responds to individual node requests in the 

fabric. Because the SM is critical to operation of the fabric, every Cisco SFS 7000 family switch comes with an embedded SM capable of running 

fabrics thousands of nodes in size. To make sure there are no single points of failure in the fabric, the Cisco SFS 7000 Series switches synchronize 

the SM state among each other, such that at any given moment, any of the Cisco SFS 7000 Series switches is capable of managing the fabric. 

Thus, if any one of the switches dies or has to reboot, the overall fabric is not disturbed because any of the other switches are able to take over 

fabric management. 
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FABRIC MANAGEMENT 

Q. How do I manage the Cisco SFS 3000 Series switches? 

A. Management of the Cisco SFS 3000 series is integrated into the management suite for all Cisco SFS products. Management options include the 

Java-based Element Manager GUI, the Web-based chassis manager GUI, and a command-line interface (CLI). For management security, the Web-

based management supports HTTPS and the CLI supports SSH v2. Additionally, the switches fully support SNMP v2 and v3 MIBs for integration 

with other network management utilities. The Cisco SFS 7000 family management features proactive notification of system events through syslog 

and SNMP traps. These active messages can be configured by the administrator to many levels, from very verbose to only for critical failures. 

Q. What fine-grained user management is supported on the Cisco SFS 3000 Series switches? 

A. The Cisco SFS 7000 Series Switch management supports fine-grained user roles with access control lists (ACLs). Each user can be assigned a 

different role which grants ACL privileges to view and/or modify different settings on the switch. These ACLs are strictly enforced, making it 

possible for diverse groups within an organization to safely management and/or monitor a Cisco SFS 7000 Series Switch. For example, SAN 

administrators can be granted access rights to manage the Cisco Fibre Channel gateway modules, and LAN administrators can be granted rights to 

manage the Cisco Ethernet gateway modules. These privileges are enforced across all management interfaces, including GUI, CLI, and SNMP. 

Q. What management security features do the Cisco SFS 3000 family of switches support? 

A. The Cisco SFS 7000 series are hardened secure devices. The switches support SSH v2 and HTTPS for secure remote management capability. 

Additionally, the switches support SNMP v3 encryption. For user control, the switches support RADIUS for external authentication. Each user is 

assigned a role with a fine-grained ACL. These ACLs are strictly enforced for each user, making it safe for diverse groups within an organization to 

safely manage these switches. 

Q. Is it possible to observe the entire fabric and its topology through the Cisco SFS 3000 Family Management Suite? 

A. Yes. It is possible to visually view and monitor the entire InfiniBand fabric from a Cisco SFS 3000 family management connection. Fabric 

information such as number of switches, servers, error rates across the fabric, and general performance information are all available in the topology 

viewer in the Cisco SFS 3000 management tools. Additionally, information about overall fabric health, individual switch, and server health is 

available. This information can be viewed in the Cisco SFS management tools, or accessed via SNMP or CLI-based scripts. 

Q. What type of monitoring is supported on the Cisco SFS 3000 Series switches? 

A. The Cisco SFS 7000 Series has many different monitoring options. It is possible to get pull performance information on a port-by-port basis in 

real time. This information includes raw performance data as well as error rates and packet statistics. This data can be expressed as updated text in 

tables or as live moving graphs over time. It is also possible to graph and compare a number of different data sets at the same time. Additionally, this 

data can be monitored at a high level to answer questions like, “I want to monitor all ports between server 1 and server 2 for performance and error 

rates.” The administrator can either observer these monitored connections manually, or set triggers that will proactively notify the admin if certain 

conditions are met such as transmission rates dropping below a threshold or error rates exceeding a threshold. 

Q. Do I need any additional fabric management software to operate my Cisco SFS InfiniBand fabric? 

A. To take advantage of advance server virtualization and network provisioning, unified I/O fabrics, and enterprise grid functionality, Cisco 

VFrame Server Virtualization Software must be added to the Cisco SFS fabric. 

SERVICE AND WARRANTY 

Q. What is the warranty for the Cisco SFS 3000 Series Switch? 

A. Cisco SFS 3000 Series switches come with the Cisco Limited Lifetime Hardware Warranty. Ongoing software updates are available to 

customers on the Cisco Website free of charge. 
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Limited Lifetime Warranty 

The hardware warranty available on the Cisco SFS 3000 Series is the Limited Lifetime Hardware Warranty. This warranty automatically comes with 

the purchase of eligible Cisco SFS products, free of charge. For specific details on the Limited Lifetime Hardware Warranty visit 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/lh2cen__.htm. 

Q. What types of service and support are available for the Cisco SFS 3000 Series switches? 

A. In addition to World Wide 7 x 24 TAC support, a full complement of implementation-based services are available at this time for the Cisco SFS 

7000 Series switches. 

Technical Support Service 

Technical Support Service is available through Cisco SMARTnet® and SMARTnet Onsite. SMARTnet augments the resources of the operations 

staff by providing them with access to expertise, both online and on the telephone, and a range of hardware advance replacement options. Cisco 

SMARTnet Onsite complements the hardware advance replacement feature by adding the services of a field engineer, services that can be critical for 

those locations where staffing is insufficient or unavailable to perform parts replacement activities. For more information about Cisco SMARTnet, 

visit http://www.cisco.com/en/US/products/svcs/ps3034/ps2827/ps2978/serv_group_home.html. 

Advanced Services 

Cisco Total Implementation Solutions (TIS) offers a full range of implementation solutions, including project management, project engineering, 

configuration, staging, and rollout coordination, ensuring correct installation and deployment. Configuration services now include development and 

verification of configuration for intelligent services such as Cisco VFrame Server Virtualization Software. For more information about Total 

Implementation Solutions, visit http://www.cisco.com/go/services. 

PRODUCT AND CONTACT INFORMATION 

Q. Where can I find technical and product specifications and other additional information about the Cisco SFS 3000 family of switches? 

A. For product literature including data sheets and product specifications, see the Server Networking and Virtualization Website at 

http://www.cisco.com/en/US/products/ps6418/index.html 

Q. What are the part numbers for the Cisco SFS switches and family of products? 

A. The part numbers and orderability information for the new Cisco SFS switches and SFS family of products is available at 

http://www.cisco.com/en/US/products/ps6418/index.html - products 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/lh2cen__.htm
http://www.cisco.com/en/US/products/svcs/ps3034/ps2827/ps2978/serv_group_home.html
http://www.cisco.com/go/services
http://www.cisco.com/en/US/products/ps6418/index.html
http://www.cisco.com/en/US/products/ps6418/index.html
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