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Enterprise Distributed Systems and Infiniband

Enterprise systems are increasingly strained by the sheer volume of data that is consumed, generated, and
manipulated during the course of everyday operations. This paper discusses the challenges faced by different
industries and how networking technology can help businesses scale system performance.

In almost every business sector, enterprise systeenequired to manage ever-increasing volumesitaf.

¢ In financial markets, the move to electronic tradinndamentally shifted stock trading to a realetiemvironment. Because of the
volume and speed of information generated by thekstxchanges, autonomic trading systems now amétyhnical indicators to
buy and sell equities, where fractions of a sedardklay can significantly affect the strike prizfethe equity.

¢ In the oil and gas industry, because of the risiogf of energy, companies are revisiting previousigconomic fields to extract
what resources are available. To do so, they areasing the resolution of their seismic field gail to get a more comprehensive
view of underground energy reservoirs. Additionafigw techniques are enabling these companiedter assess new fields, or
better manage existing oil or gas fields to incega®duction.

e The costs associated with researching and deveom@w drugs within the pharmaceutical industryregieg, partly due to the
high rate of failure in bringing new compounds tarket. Systems biology is allowing these compattesodel new compounds,
or to focus development on compounds that are likedy to succeed, instead of relying solely upahdratory experimentation
and clinical testing.

e The cost of developing new cars and airplanesdalatng to such a degree that the research arelagewent costs need to be
shared across multiple manufacturers. The costipittve nature of traditional techniques is comjejlmanufacturers to use
computer systems for aerodynamic and crash modétiragidition to computer-added design (CAD) anchpoter-aided
manufacturing (CAM), instead of relying on physioabdeling and experimentation.

¢ Retail organizations gather information on milliafscustomers to assess their demographics anddpbygibits, and use this
information to target specific promotions to theds of the individual customer. As systems—espgailine systems—gather
and store more data about an individual custontetsts, more data must be analyzed to identifydseand to increase customer
retention and spending.

e Decision support systems must be able to accommpsiedrch, and manipulate sophisticated data fwosuihe business and
provide auditable trails for compliance and reguiapurposes.

A recurrent theme across all of these sectorsishieer volume of data that needs to be analygedssed, and used strategically, in real
time, or as near real time, as possible. The mgpglithe human genome provides a powerful examiph®w analyzing data faster can
affect the competitive nature of a business. Tvatititions—one private, one public—were competingublish the exact sequence.
The stakes in this exercise were very high: ifgheate company were able to complete the mappiagthey could patent and copyright
the genome sequence, and make royalties estinmteslworth between US $600 and 700 millgen year. For the public institution,

the status accrued by publishing the sequencedinst making the genome mapping publicly availaile royalty-free for future drug
development, were primary motivations. In the ehd,public institution was able to reconfiguretitgh-performance compute clusters
and narrowly beat the competition in mapping thenan genome.
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A primary element of unlocking the information thstatent within the data is the usedidtributed systems that can process data in a
timely and efficient manner. However, as the volsrmgdata grow and if processing capacity stays#mee, the time—or latency—

incurred in deriving the right information can siigantly impact the ability of a company to reastmarket changes, especially for
markets that are real time.

The ability to swiftly react to specific busines&nts is critical to business. This is becausentimber of choices that are available and
the value of a particular decision to the busirdessease over time. The longer it takes the system to rghetmore it decreases the
number and value of options when addressing acpéati event. Figure 1 shows how, as the volumefofination increases, because the
amount of processing power is static, it takes éorigr the system to process the information amsequently reduces the number of
choices and limits flexibility. If the processingwer of the system can be increased by increabmgystem performance—either by
adding more or faster processors or by increasistges efficiency—the information can be processstefawhich provides more choices
and greater business flexibility, agility, and eiffincy.

Figure 1.  The Value of Time and Data Processing
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Distributed systems can be categorized as eithéipteucomputer systems collaborating to delivesiregle application, or multiple
applications collaborating together as a systere.fdhmer can be broadly applied to high-performaraaputing (HPC) whereby
multiple computers, commonly calletusters, collaborate to solve a single problem, or tordisted database systems that exchange
information to maintain cache consistency. Thestattin be broadly applied to application integratiereby multiple discrete
applications receive a copy of “some” data and @seche data accordingly. The primary common cheniatic of these two systems
is that the systems are distributed; that is, th@yon multiple computers that are interconnecteftm a system (Figure 2).
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Figure 2.  Distributed Systems Architectures
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Although TCP/IP and Ethernet are widely deploye@eadorm this function, application developers laaking to techniques pioneered
within HPC—such as InfiniBand, remote direct memacgess (RDMA), sockets direct protocol (SDP), aG&ISRDMA Protocol
(SRP)—to bhoost the performance of distributed systiemspecific applications. For some classes of applications, systems latettoy
time taken for a message to be transmitted fromagpdication to another application (or applicatipris a critical metric. For these
applications, InfiniBand provides a number of erdements with respect to application and systenfeqeance that can be significant
when the entire system is taken into account:

¢ InfiniBand 20-Gbps bandwidth and low-latency reduserver-to-server message latency.

¢ InfiniBand transport functions are all implementedhardware that offloads all communications tasksh as reliable, in-order
delivery and multiplexing, which allows more CPLEI®s to be spent on processing rather than comizions.

« RDMA enables the application to offload all comneations management to the InfiniBand host chanaegbier (HCA), which
allows more CPU cycles to be spent on processihgrsghan communications.
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Although some benefit can be accrued by runningafely over InfiniBand, to realize the greatestfprmance gains from the
InfiniBand network fabric, applications need todide to use the transport and RDMA capabilitiethefinfiniBand HCAs. To use these
capabilitieswithout rewriting application code, the sockets directtpcol (SDP) offers a mechanism whereby SDP intdsciye
application socket call within the kernel and “resitthe connection natively across the InfiniBaaldric. For those situations where
latency and throughput are absolute necessitiésngvthe application to use SDP asynchronous @@ or to use the InfiniBand
interface directly, can yield further performan@ng. These techniques also significantly imprénedomputer system’s efficiency
because the CPU is not involved with processinglitbe stack nor data movement. Figure 3 comparesb@ifthernet, Ten Gigabit
Ethernet and InfiniBand transport options

Figure 3.  InfiniBand Transport Comparison
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MPI: Message Passing Interface
SRP: SCSI Remote Protocol
uDAPL: User-level Direct Access Programming Language

Another popular solution is to use multiprocessamputers running a number of applications as psasewithin the same computer as a
mini “system in a box.” In effect, the computer'@mory becomes the network as each individual psoseaps data between different
memory locations. However, this trend does notielie the requirement for high-speed networkingabise highly available processing
may require that two or more systems receive thesaformation for processing, or exchange inforamato maintain the operational
integrity of the application. For applications,brsiness imperatives, that are sensitive to latdnéipiBand provides a high-speed,
low-latency network interconnect. For those appiice that are less sensitive to latency, GigathieEhet or 10 Gigabit Ethernet are
good choices.
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SUMMARY

Enterprise systems are increasingly strained bydheme of data, and the need to rapidly assessemud to this information is becoming
critically important in today's real-time enterpgisAlthough server technology can process vast ats@f data, business decisions

are becoming more and more complex, and the usmiltiple systems collaborating to solve businesbiems is widely adopted.
Additionally, the performance of application intajon systems is becoming constrained by the voloftaffic and communications
overhead.

Networking technologies such as InfiniBand can seduto increase the performance of existing disteith systems, and to deliver new
high-performance applications that can signifioamtrease competitive advantage and productigitgl reduce operational costs.
InfiniBand provides high-throughput and low-laterinsport for efficient data transfer between eeraemory and I/O devices without
CPU intervention. By using protocols such as SDéeroapplications can take advantage of the caiebibf InfiniBand hardware to
improve system performance and efficiency.

Cisco Systenf the world leader in networking, provides indudegding InfiniBand technologies that power manyhef world's
supercomputers. The CisttnfiniBand portfolio includes the Cisco SFS 700&i8s InfiniBand Server Switches, Cisco SFS 300@eSe
Multifabric Server Switches, Cisco SFS High-Perfante InfiniBand Subnet Manager, and Cisco InfiniBatost Channel Adapters.
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