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Highlighted Feature: Cisco Data Mobility Manager

Purpose

The Cisco® MDS 9000 Family Highlights series provides both business and technical value
propositions for the various Cisco MDS 9000 family features to address the business and technical
challenges of the IT customer. This document begins by stating the relevant business and
technical challenges that the Cisco Data Mobility Manager (DMM) feature addresses and then
describes the solution benefits that help meet these challenges. To show how Cisco DMM can be
used, a sample Cisco DMM configuration is provided.

Audience

Readers of the Cisco MDS 9000 Family Highlights series should have some familiarity with the
existing business and technical challenges in IT departments and perhaps some high-level
understanding of storage and SAN technologies. For the business solution reader, the main
challenges and solutions sections provide concise explanations of the problems faced by IT
departments and how they can be solved with the Cisco MDS 9000 family products. For the more
technical reader, sample configurations provide insight into the solution configuration.

Background

In the day-to-day operation of a typical data center, one of the most complex tasks is migrating
data from existing disk arrays to new disk arrays. Data migration may be needed because of
storage consolidation, expiration of the existing disk array equipment lease, existing disk arrays
that have reached capacity, or a shift in corporate standards toward a multivendor disk array
strategy. Regardless of the reason for the storage data migration, this task usually involves
coordination among different functional teams, complex logistical planning, and likely an long and
unproductive outage for end users. Traditionally, the types of data migration can be divided into
three major categories: host-based data migration, disk array—based data migration, and
appliance-based data migration.

In host-based data migration, installed with a piece of volume management software, an
application server is concurrently connected to both the existing and new disk arrays. Essentially,
a mirror volume on the new disk array is created and synchronized with an active volume in the
existing disk array. Since the host server operates on the volumes of disk arrays, the host
becomes effectively indifferent to the make and uniqueness of the actual disk arrays. So long as
the volume in the destination disk array is at least as large as the existing volume, the volume
mirroring can be performed. However, this type of migration comes with the expense of
performance degradation of the running application and directly affects the end user’s experience
during the migration period.

With disk array—based data migration, the data is moved directly between the two disk arrays and
outside the data paths of the running application; thus, there is little noticeable performance
degradation at the application host level. However, this method requires that additional ports on
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the disk arrays be dedicated and configured specifically for the migration purpose. Perhaps the

biggest limitation of disk array—based data migration is that the disk arrays must be from the same
vendor and in a similar product family, thus making a multivendor disk array environment
infeasible.

The third common data migration method relies on the replication appliance to perform the data
migration. In this method, an appliance is inserted into the data path of the host application server
and the disk arrays. The benefits of this approach are that it offloads the host application server
and allows data migration across a heterogeneous disk array environment. However, the process
of inserting the appliance itself requires additional outage time when the appliance is moved
between the application servers. Even more challenging is the lack of scalability of the appliances
for migrations across a large number of hosts and disk arrays. IT has to choose between moving
the migration appliance to each set of application servers and disk arrays or incurring a large
capital expenditure (CapEXx) to procure an appliance for each set of application servers and disk
arrays.

Executive Summary

Data migration of disk arrays is a time consuming and complex activity faced by all data center
operations teams. The Cisco MDS 9000 DMM tool enables highly scalable fabricwide disk array
migration, simplifying the logistical coordination and reducing the potential outage time for end
users during data migration,. By using a Cisco MDS 9000 DMM node as the main point of
migration coordination, the application host server can continue to operate during the migration
with no performance degradation. Since the solution is SAN fabric based, all host servers and all
disk arrays continue to be operate without any configuration changes. Unlike with a storage-based
migration solution, multivendor storage disk arrays are fully supported.

Challenges

Business Challenges
e Data migration requires a substantial amount of logistical planning and coordination
between various IT operational groups and thus ties up valuable IT resources for the data
center team.

e Traditional data migration solutions in general require an extensive amount of application
end-user outage time.

o Storage-based migration solutions are proprietary, more expensive, and require a
homogeneous disk array environment, therefore making a multivendor sourcing
strategy infeasible.

Technical Challenges
¢ A host-based migration solution takes additional CPU processing away from application
servers, resulting in performance degradation for all the application end users.

e An appliance-based migration solution limits scalability because hosts and storage must be
directly connected to the appliance, and it requires additional outage time during the setup
and reconfiguration of the migration tool.

e An appliance-based migration solution limits overall scalability because increasing numbers
of appliances will need to be inserted and removed between the migrating hosts and
storage disk arrays, a process that also requires more application outage time. Solution
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Network-based data migration using the Cisco DMM running on a Cisco MDS 9000 DMM node
provides all the benefits of traditional data migration approaches but mitigates their respective
risks. Since the Cisco DMM runs on top of the Cisco MDS 9000 DMM node, the performance of
the application host server is not affected. End users can continue to the use the application during
the data migration up to the actual point of cutoff between the disk arrays. Because it is a SAN-
based solution, it does not require any particular proprietary vendor or model for the connected
storage disk array. Unlike with appliance data migration solutions, host servers and disk arrays are
not disrupted by the insertion and removal of appliances. Instead, all host server and disk array 1/0
traffic flows to the Cisco MDS 9000 node, which performs the actual data migration. In fact, even
the insertion and configuration of the Cisco MDS 9000 DMM node is completely transparent to the
host servers and disk arrays.

From a business perspective, the data migration solution investment is protected regardless of the
choice of disk arrays and host servers and the potential changes in their connections. As long as
any Cisco MDS 9000 family switch within the SAN fabric contains a Cisco MDS 9000 DMM node,
any existing or new servers and disk arrays can take advantage of the network-based Cisco DMM
feature. Also, with online server host migrations, end users can continue to access their
applications even during the disk-to-disk copying process, thus greatly reducing the amount of
application outage time.

In a traditional data migration, coordination and intermediary procedures need to be performed in a
sequential manner by the application administrator, the database administrator, and the system
and storage administrator, and end users are prevented from accessing their applications for the
duration of the data migration. In contrast, with Cisco DMM online host server—based migration,
end users can continue to work, and administrators can continue with migration preparations until
the point that the cutoff occurs on the existing disks.

In addition, central management of the data migration from the Cisco Fabric Manager eliminates
the complexity of interfacing directly with the individual host server, the appliance, or the disk array
management server. The risk of an unplanned outage when changing the application data path
during the insertion and removal of the data migration appliances is also mitigated. To accomplish
this, the Cisco DMM uses the Fibre Channel Redirect (FC Redirect) capability of the Cisco MDS
9000 family to set up on-demand traffic redirection from the host server and storage disk arrays to
the Cisco MDS 9000 DMM node. DMM node could either be a Storage Services Module (SSM) or
a MSM-18/4 module or MDS 9222i switch.

Sample Configuration

Configuring Cisco DMM on Cisco MDS 9000 DMM node to Migrate Disk Volumes Between EMC
and HDS Disk Arrays. The DMM node used in this configuration is the SSM module.

In Figure 1, a host server (DMM_SVR) with a dual port Fibre Channel host bus adapter (HBA) is
connected to two Cisco MDS 9216i Multilayer Fabric Switches that are physically separated the
Fibre Channel fabric. The Fibre Channel ports on the existing and new disk arrays are also
connected to each of the Cisco MDS 9216i switches. Note that communication between the Cisco
MDS 9000 SSMs of the two switches is established as IP traffic through IP over Fibre Channel
(IPFC) on VSAN 1.
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Figure 1.  Cisco DMM Data Migration Setup
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Viewing the Cisco DMM Data Migration Topology

In Figure 2, Cisco Fabric Manager is shown managing two physical fabrics: Fabric_s-edg-A2-
mds9216i and Fabric_s-edg-B2-mds9216. Notice that the enclosure name of the two ports on the
HBA of the server is DMM_SVR. Fibre Channel connectivity from the EMC and HDS arrays is
established to both fabric switches: s-edg-A2-mds9216i and s-edg-B2-mds9216. Regardless of
which path is used for the data migration, there will always be an independent path for the host to
access the existing disk array.

Figure 2.  Cisco Fabric Manager View of Cisco DMM Setup
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Configuring Cisco DMM Server-Based Online Data Migration in Cisco Fabric Manager

1. Select a migration. In Figure 3, a server-based Cisco DMM migration is selected.
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Figure 3.  Initiating Server-Based Cisco DMM Migration from Cisco Fabric Manager
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2. The Cisco DMM GUI displays the selections of the selectable host server and its respective
enclosure, the ports of the existing storage, and the ports of the new storage. Specify the
migration. In Figure 4, an immediate online migration with the best effort rate is selected.

Figure 4.  Selection for Host Enclosure, Existing Storage, and New Storage
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3. The Cisco DMM GUI wizard displays the discovered Cisco MDS 9000 SSMs on each of the
switches. Select the Cisco SSM to use for the migration. Note that in Figure 5, the check box
to manually change the data path is selected.

Figure 5.  Selection of the Cisco MDS 9000 SSM for the Migration Job
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4. If Manual Migration Path is selected, the data path can be manually changed as in Figure 6.

Figure 6.  Choosing Existing and New Paths
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5. The discovered logical unit numbers (LUNS) for the existing and new disk array are listed.
Notice in Figure 7 that the numbering of the LUNs is not necessarily sequential. In Figure 8,
the first 11 LUNs of the new disk array have been manually numbered to match the existing
disk array. After the Finish button is clicked, the job is immediately initiated.

Figure 7.  Default Mapping of Existing LUNs to New LUNs
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Figure 8.  Modified Mapping of Existing LUNs to New LUNs
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6. Figures 9 and 10 show the progress of the migration monitored when the Cisco DMM is
selected in the physical attribute pane. Figure 11 shows the status after the data migration
is completed.

Figure 9.  Data Migration in Progress at 26 Percent Complete
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Figure 10. Data Migration in Progress at 90 Percent Complete
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Figure 11. Completed Data Migration
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For More Information
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