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The Cisc6 MDS 9000 Family SAN-OS is the underlying systerfigare that powers the award-winning Cisco MDS 96@nily Multilayer
Switches. SAN-OS is designed for storage area mks(@ANS) in the best traditions of Cisco [CSoftware to create a strategic SAN
platform of superior reliability, performance, salaility, and features.

In addition to providing all the features that tharket expects of a storage network switch, the £Nprovides many unique features that
help the Cisco MDS 9000 Family to deliver low tatakt of ownership (TCO) and a quick return on gtreent (ROI).

FLEXIBILITY AND SCALABILITY
The following features help characterize SAN-O% &ighly flexible and scalable platform for entésprSANSs.

Common Software Across All Platforms

The SAN-OS runs on all Cisco MDS 9000 Family swéghfrom multilayer fabric switches to multilayérettors. Using the same base system
software across the entire product line enablesaCsystemsto provide an extensive, consistent, and compatézture set on the Cisco MDS
9000 Family.

Multiprotocol Support

In addition to supporting Fibre Channel ProtocalHj, the SAN-OS also supports IBM Fibre Connec(eiCON), Small Computer System
Interface over IP (iSCSI), and Fibre Channel o®e(RCIP) in a single platform. Native iSCSI suppnorthe Cisco MDS 9000 Family helps
customers to consolidate storage for a wider rarfigervers into a common pool on the SAN. NativéFF€upport allows customers to take
advantage of their existing investment in IP neksdpr cost-effective business-continuance soltifmn both Fibre Channel and FICON
environments. With SAN-OS multiprotocol supportstamers can better use their enterprise resoutwgby lowering costs.

Virtual SANs

Virtual SAN (VSAN) technology partitions a singléysical SAN into multiple VSANs. The Cisco MDS 90Bamily switches are the first
SAN switches on the market with VSAN support bintb the switch hardware. VSAN capabilities alldve tSAN-OS to logically divide a
large physical fabric into separate isolated emritents to improve Fibre Channel SAN scalabilitygitability, manageability, and network
security. For FICON, VSANS help ensure that therue hardware-based separation of FICON and systems.

Each VSAN is a logically and functionally separa#N with its own set of Fibre Channel fabric seedcThis partitioning of fabric services
greatly reduces network instability by containiadpriic reconfigurations and error conditions withmindividual VSAN. The strict traffic
segregation provided by VSANs helps ensure thattinérol and data traffic of a given VSAN is cordthwithin its own domain, increasing
SAN security. VSANSs help reduce costs by facilitgtconsolidation of isolated SAN islands into a awon infrastructure without
compromising availability.

Users can create administrator roles that aredifriit scope to certain VSANs. For example, a ndtwadministrator role can be set up

to allow configuration of all platform-specific calpilities, while other roles can be set up to allgw configuration and management within
specific VSANS. This improves the manageabilityasfe SANs and reduces disruptions due to humam kyrisolating the effect of a user’s
action to a specific VSAN whose membership mayssigaed based on switch ports or the worldwide ndA&/N) of attached devices.
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VSANSs are supported across FCIP links between Saktending VSANS to include devices at a remotation. The Cisco MDS 9000
Family also implements trunking for VSANs. Trunkiatjows Inter-Switch Links (ISLs) to carry trafffor multiple VSANs on the same
physical link.

Inter-VSAN Routing

Data traffic can be transported between specift@mtors and targets on different VSANs using IA#&SAN Routing without merging VSANs
into a single logical fabric. Fibre Channel contrrafffic does not flow between VSANS, nor can atitirs access any resources aside from the
ones designated with Inter-VSAN Routing. Valuatdsaurces like tape libraries can be easily shaiémbut compromise. Inter-VSAN

Routing can also be used in conjunction with F@Ireate more efficient business-continuity andstisr-recovery solutions.

Intelligent Fabric Services
The SAN-OS supports intelligent storage servidefarins a solid basis for delivering storage amilans such as virtualization, snapshots,
and replication on Cisco MDS 9000 Family switcheshie network. Thus, the flexibility of SAN-OS piides future investment protection.

NETWORK SECURITY
Cisco takes a comprehensive approach to netwotkisewith SAN-OS. In addition to VSANS, which prioke true isolation of SAN-attached
devices, SAN-OS offers numerous additional sectieigures.

Switch and Host Authentication

Fibre Channel Security Protocol (FC-SP) capabilittethe SAN-OS provide Switch-Switch and Host-8tviauthentication for enterprise
wide fabrics. Diffie-Hellman extensions with Chaltge Handshake Authentication Protocol (DH-CHAP)wed to perform authentication
locally in the Cisco MDS 9000 Family or remotelyahgh RADIUS or TACACS+. If authentication failsswitch or host cannot join the
fabric.

IP Security for FCIP and iSCSI

Traffic flowing outside the data center must betpcted. The proven IETF standard IP Security (IPsapabilities in the SAN-OS offer secure
authentication, data encryption for privacy, anthdategrity for both FCIP and iSCSI connectionstos Cisco MDS 9000 Family
Multiprotocol Services Module and Cisco MDS 9216ilkayer Fabric Switch. SAN-OS uses Internet KescEange Version 1 (IKEv1) and
IKEv2 protocols to dynamically set up security asations for IPsec using preshared keys for rersite-authentication.

Roles-Based Access Control

The SAN-OS provides roles-based access control (BB&r management access of the Cisco MDS 9000lFaminmand-line interface

(CLI) and Simple Network Management Protocol (SNMR)addition to the two default roles in the switcp to 64 user-defined roles can be
configured. Applications using SNMP Version 3 (SNWIP, such as Cisco Fabric Manager, have full RBACsfvitch features managed using
this protocol. The roles describe the access-cbpti@ies for various feature-specific commandsome or more VSANs. CLI and SNMP
users and passwords are also shared; only a sidgimistrative account is required for each user.

Port Security and Fabric Binding

Port security locks down the mapping of an entita tswitch port. The entities can be hosts, taygetswitches that are identified through
worldwide name. This helps ensure unauthorizedogswionnecting to the switch port do not disrupt3AN fabric. Fabric binding extends
port security to enable ISLs only between specifeitches.
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Zoning

Zoning provides access control for devices withBN. SAN-OS supports the following types of zoning

« N_Port zoning—Defines zone members based on thelevide (hosts and storage) port
— Worldwide Name
— Fibre Channel Identifier (FC-ID)

* Fx_Port zoning—Defines zone members based on thelsport
— Worldwide Name
— Worldwide Name + Interface Index, or Domain ID tdriace index
— Domain ID + port number (for Brocade interoperadip)li

* iSCSI zoning—Defines zone members based on theswste
— iSCSI name
— IP address

¢ Logical unit number (LUN) zoning—When combined wiNkPort zoning, LUN zoning helps ensure LUNs areeasible only by specific
hosts, providing a single point of control for mgimg heterogeneous storage-subsystem access.

« Read-only zones—An attribute can be set to restficoperations in any zone type to SCSI read-onlypmands. This feature is especially
useful for sharing volumes across servers for bacitata warehousing, etc.

« Broadcast zones—An attribute can also be set fozang type to restrict broadcast frames to memifetse specific zone.

To provide strict network security, zoning is alwanforced per frame using access control listd &@&hat are applied at the ingress switch.
All zoning polices are enforced in hardware andhdbcause performance degradation. Enhanced zgesgjon-management capabilities
further enhance security by allowing only one usenodify zones at a time.

Additional Network Security Features
Additional network security features include thédaing:

« Fabric wide, role-based authentication, authomzatand accounting (AAA) services using RADIUS afCACS+

¢ Secure Shell (SSH) Protocol Version 2 and SNMPvatdhentication, data integrity, and confidentjatif management traffic

e Secure FTP (SFTP) for protecting file transfers

« Advanced Encryption Standard (AES), Message DigéMD5), and Secure Hash Algorithm (SHA 1) for secauthentication and
management

¢ |P ACLs for management access

AVAILABILITY

The SAN-OS provides resilient software architecforamission-critical hardware deployments.

Nondisruptive Software Upgrades
SAN-OS provides nondisruptive software upgradeslfierctor-class products with redundant hardwarkeramimally disruptive upgrades for
the fabric switches that do not have redundantrsigme engine hardware.
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Stateful Process Failover
The SAN-OS automatically restarts failed softwarecpsses and provides stateful supervisor engiloeda to help ensure that any hardware
or software failures on the control plane do netwjdt traffic flow in the fabric.

Inter-Switch Link Resiliency Using PortChannels

PortChannels aggregate multiple physical Inter-8witinks (ISLs) into one logical link with higheabdwidth and port resiliency for both
Fibre Channel and FICON traffic. With this featuup,to 16 expansion ports (E_Ports) or trunking &t(TE_Ports) can be bundled into a
PortChannel to achieve a maximum of 32 Gbps ofegme bandwidth. ISL ports can reside on any swigclhhodule and do not need a
designated master port. Thus, in the event ofahieré of a port or a switching module, the Port@tel continues to function properly without
causing a fabric reconfiguration.

The SAN-OS uses a protocol to exchange PortChauméiguration information between adjacent switcteesimplify PortChannel
management, including misconfiguration detectiod antocreation of PortChannels among compatible.I8Lthe autoconfigure mode, ISLs
with compatible parameters automatically form clemmoups; no manual intervention is required.

iSCSI, FCIP, and Management Interface High Availabi lity

Virtual Routing Redundancy Protocol (VRRP) incresaaeailability of Cisco MDS 9000 Family managemigaftfic routed over both Ethernet
and Fibre Channel networks. VRRP dynamically masagdundant paths for the external Cisco MDS 9Q#iiily management applications,
making control-traffic path failures transparensfplications.

Similarly, VRRP increases IP network availabiligyr fSCSI and FCIP connections by allowing failogéconnections from one port
to another. This facilitates the failover of an EB®@olume from one IP services port to any othesdPRrices port, either locally or on another
Cisco MDS 9000 Family switch.

The Auto-Trespass feature allows high-availabi8ZSI connections to RAID subsystems, independehbst software. Trespass commands
can be issued automatically when the SAN-OS defaittses on active paths.

Port Tracking for Resilient SAN Extension

SAN extension resiliency is enhanced by the SANFOS& Tracking feature. If a Cisco MDS 9000 Familyith detects a WAN or
metropolitan-area network (MAN) link failure, itihgs down the associated disk-array link when Poatking is configured, so the array can
redirect a failed I/O to another link without waigi for an I/O timeout. Otherwise, disk arrays muait seconds for an 1/O timeout to recover
from a network link failure.

MANAGEABILITY

SAN-OS incorporates many management features #hatgnowing storage environments to be managedtafédy with existing resources.
Cisco Fabric Services (CFS) simplify SAN provisiogiby automatically distributing configuration imfeation to all switches in a fabric.
Distributed Device Alias Services provide fabriceialias names for host bus adapters (HBAs), statagices, and switch ports, which
eliminates reentering names when devices are moved.

Management interfaces supported by SAN-OS include:

¢ CLI through a serial port, out-of-band (OOB) Ethetrmanagement port, and in-band IP over Fibre Glann
*« SNMPv1, v2, and v3 over OOB management port artzhimd IP over Fibre Channel
« FICON control unit port (CUP) for in-band managemieom IBM S/390 or z/900 processors
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Fabric Manager and Device Manager

Cisco Fabric Manager and Device Manager are resgmreasy-to-use Java applications with GUIs thavide an integrated approach to
switch and fabric administration. Cisco Fabric Mg@aoffers storage administrators fabric wide managnt capabilities, including discovery,
multiple switch configurations, real-time networlonitoring, historical performance monitoring fortwerk traffic hot-spot analysis, and
troubleshooting. This powerful approach greatlyuss switch setup times, increases overall fabtiahility, and provides extensive
diagnostics for resolving configuration inconsigiies.

CLI Similar to Cisco I0OS Software

The SAN-OS presents the user with a consistenigdb@LI. Adhering to the syntax of the widely knowZisco IOS Software CLI, it is easy to
learn and delivers broad management capability.dJiseo MDS 9000 Family CLI is an extremely effidiemd direct interface designed to
provide optimal capability to administrators in @mrise environments. Administrators can write Gtiipts to manage the Cisco MDS 9000
Family using standard scripting languages.

Open APIs

SAN-OS provides a truly open API for the Cisco MB@O0 Family based on the industry-standard SNMPari@ands performed on the
switches by Cisco Fabric Manager use this openekRinsively. Also, all major storage and networlnagement software vendors are using
the SAN-OS management API.

Fabric-Device Management Interface (FDMI) capaibsitprovided by the SAN-OS simplify management@fides such as Fibre Channel
HBAs though in-band communications. With FDMI, mgement applications can gather HBA and host operatystem information without
installing proprietary host agents.

The SAN-OS provides an Extensible Markup Langua@él() interface with an embedded agent that compliéh the Web-Based Enterprise
Management (WBEM), Common Information Model (CINhd Storage Management Initiative-Specification (SYlstandards, including
switch, fabric, server, and zoning profiles.

Auto-Learn for Network Security Configuration

The Auto-Learn feature allows the Cisco MDS 900iato automatically learn about devices and shéthat connect to it. The
administrator can use this feature to configure astivate network security features such as Pamtii®g without having to manually
configure the security for each port.

Network Boot for iSCSI Hosts
The SAN-OS also simplifies iISCSI-attached host gan#ent by providing network-boot capability.

Configuration and Software Image Management

CiscoWorks is a commonly used suite of tools farde range of Cisco devices such as IP switchegers, and wireless devices. The SAN-
OS open API allows the CiscoWorks Resource Manggsentials (RME) application to provide centraligggco MDS 9000 Family
configuration management, software-image managernmalligent system message logging (syslog) mamant, and inventory management.
The open APIs also help CiscoWorks Device Fault &gn (DFM) to monitor Cisco MDS device health, sastsupervisor memory and
processor usage. The health of important compotigetfans, power supplies, and temperature alsdbeamonitored by CiscoWorks DFM.
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Internet Storage Name Service

The Internet Storage Name Service (iISNS) helpgirgig CP/IP networks to function more effectively ®ANs by automating discovery,
management, and configuration of iISCSI devicesSiS@rgets presented by IP Storage Services and Ebannel device-state-change
notifications are registered by the SAN-OS, eithigh the highly available, distributed iISNS senddauilt into the SAN-OS, or with external
iSNS servers.

Proxy iSCSI Initiator

The Proxy iSCSI Initiator feature simplifies configtion procedures when multiple iISCSI initiatdiedts) are assigned to the same iSCSI
target ports. Proxy mode reduces the number ofragptimes that “back-end” tasks such as Fibre @&laroning and storage-device
configuration must be performed.

TRAFFIC MANAGEMENT

In addition to implementing Fibre Channel Shorteath First (FSPF) Protocol to calculate the bett patween two switches and providing
in-order delivery features, SAN-OS enhances thkitacture of the Cisco MDS 9000 Family with severdvanced traffic-management
features that help ensure consistent performanteed®AN during varying load conditions.

Quality of Service

Four distinct quality of service (QoS) priority kg are available: three for Fibre Channel daffi¢drand one for Fibre Channel control traffic.
Fibre Channel data traffic for latency-sensitivplagations can be configured to receive higherpisidhan throughput-intensive applications
using data QoS priority levels. Control trafficaissigned the highest QoS priority automaticallygdoelerate convergence of fabric wide
protocols such as FSPF, zone merges, and prirsiptdh selection.

Data traffic can be classified for QoS by the VSiiantifier, zones, N-Port worldwide name, or FC-HEane-based QoS helps simplify
configuration and administration by using the faanizoning concept.

Fibre Channel Congestion Control

Fibre Channel Congestion Control provides an intiegaend-to-end congestion control mechanismalgiments the standard Fibre Channel
Buffer-to-Buffer credit mechanism. A switch exp@éng congestion explicitly signals this conditimnthe ingress switch (the entry point for
traffic into the fabric that is causing congestiddjpon receiving an explicit notification, the iegs switch throttles the N_Port/NL_Port traffic
by reducing the buffer-to-buffer credits.

Extended Credits

Cisco MDS 9000 Family full line-rate ports provig®6 buffer credits standard. With Extended Credipsto 3500 credits can be assigned to a
single Fibre Channel port within a group of 4 Filfeannel ports on the Multiprotocol Services Modael Cisco MDS 9216i. Adding credits
extends distances for Fibre Channel SAN Extension.

Virtual Output Queuing
Virtual output queuing (VOQ) buffers Fibre Chantrelffic at the ingress port to eliminate head-oklblocking. The switch is designed such
that the presence of a slow N_Port on the SAN doésffect the performance of any other port in$iAeN.

Fibre Channel Port Rate Limiting

The Fibre Channel Port Rate Limiting feature fosgoi MDS 9100 Series Multilayer Fabric Switches oaletthe amount of bandwidth
available to individual Fibre Channel ports witlgioups of 4 host-optimized ports. By limiting baridtlh on one or more Fibre Channel ports,
the other ports in the group receive a greateresbfithe available bandwidth under maximum utilaatconditions. Port Rate Limiting is also
beneficial for throttling WAN traffic at the sourt¢e help eliminate excessive buffering in Fibre @l or IP/data network devices.
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Load Balancing of PortChannel Traffic

PortChannels load balance Fibre Channel traffioguai hash of source FC-ID and destination FC-Id, @ptionally the exchange ID. Load
balancing using PortChannels is performed over Bdite Channel and FCIP links. The SAN-OS can hisgonfigured to load balance
across multiple same-cost FSPF routes.

Fibre Channel Write Acceleration

Fibre Channel Write Acceleration reduces /O layeaied extends the distance for disaster-recovemybasiness-continuity applications over
MANSs. This feature is only available on the Cisc®$9000 Family Storage Services Module (SSM) arstCMDS 9000 Family Advanced
Services Module (ASM).

iSCSI and SAN Extension Performance Enhancements

iSCSI and FCIP enhancements address out-of-ordigedeissues, optimize transfer sizes for the &wrork topology, and reduce latencies by
eliminating TCP connection setup for most datadfenrs. FCIP performance is further enhanced for &fténsion by compression and write
acceleration.

For WAN performance optimization, the SAN-OS inadsda SAN Extension Tuner. It directs SCSI I/O comdsato a specific virtual target
and reports 1/Os per second and I/O latency resutich helps determine the number of concurréds iieeded to maximize FCIP throughput.

FCIP Compression

FCIP compression in the SAN-OS increases the @ffe¥ AN bandwidth without costly infrastructure updes. By integrating data
compression in the Cisco MDS 9000 Family, moreciffit FCIP-based business-continuity and disastvery solutions can be
implemented without needing to add and manage aaepdevice. Gigabit Ethernet ports for IP Stoi&gerices achieve up to a 30:1
compression ratio, with typical ratios of 2:1 oaewide variety of data sources.

FCIP Tape Acceleration

Centralizing tape-backup and archive operationsiges significant cost saving by allowing expengiobotic tape libraries and high-speed
drives to be shared. This poses a challenge footeetrackup media servers that need to transferadatas a WAN. High-performance
streaming tape drives require a continuous flowaih to avoid write data underruns dramaticallyioed write throughput.

Without FCIP Tape Acceleration, the effective WANdughput for remote tape backup decreases expaltgias the WAN latency increase.
FCIP Tape Acceleration helps achieve near fullugtgput over WAN links for remote tape-backup operst.

SERVICEABILITY—TROUBLESHOOTING AND DIAGNOSTICS

The SAN-OS is the first storage network OS to pileva wide set of serviceability features that sifpphe process of building, expanding,
and maintaining SANs. These features also incraeaiability by minimizing SAN disruptions for maenance and reducing recovery time
from critical problems.

Switched Port Analyzer and Cisco Fabric Analyzer

Typically, debugging errors in a Fibre Channel Sesuires the use of a Fibre Channel analyzer. dises significant disruption of traffic in
the SAN. The Switched Port Analyzer (SPAN) featalfews an administrator to analyze all traffic beem ports (called the SPAN source
ports) by nonintrusively directing the SPAN sesdi@ffic to a SPAN destination port that has aremxdl analyzer attached to it. The SPAN
destination port does not have to be on the saritetsas the SPAN source ports; any Fibre Channelipaghe fabric can be a source. SPAN
sources may include Fibre Channel ports and FCHS@SI virtual ports for IP services.
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The embedded Cisco Fabric Analyzer feature alldvesQisco MDS 9000 Family to save Fibre Channelrobtraffic inside the switch for
text-based analysis, or send IP-encapsulated Ebamnel control traffic to a remote PC for decoding display using the open-source
Ethereal network analyzer application. It is therefpossible to capture and analyze Fibre Chammmgta traffic without an expensive Fibre
Channel analyzer.

SCSI Flow Statistics
LUN-level SCSI Flow Statistics can be collecteddoly combination of initiator and target. The scopthese statistics includes read, write,
control commands, and error statistics. This featsionly available on the SSM and ASM.

Fibre Channel Ping and Fibre Channel Traceroute Fea tures

SAN-OS brings to storage networks features sudkitage Channel Ping and Fibre Channel Tracerouteatteaessential for IP network
troubleshooting. With Fibre Channel Ping, admimitrs can check the connectivity of an N-Port agigehine its round-trip latency, while
Fibre Channel Traceroute enables them to chected@hability of a switch by tracing the path folleavby frames and determining hop-by-
hop latency.

Call Home

The SAN-OS offers a Call Home feature for proacfaueit management. Call Home provides a notifiagasgstem triggered by software and
hardware events. The Call Home feature forwardsitéuens and events packaged with other relevaatrimtion in a standard format to
external entities. Alert grouping capabilities andtomizable destination profiles offer the flektpineeded to notify specific individuals or
support organizations only when necessary. Thefication messages can be used to automaticaliy dpchnical assistance tickets and
resolve problems before they become critical. Evetkentities can include, but are not restrictechatoadministrator’'s e-mail account or pager,
a server in-house or at a service provider’s figcitir the Cisco Technical Assistance Center (TAC).

System Log

The Cisco MDS 9000 Family system log (syslog) cdjti#s greatly enhance debugging and managemesto® severity levels can be set

individually for all SAN-OS facilities, facilitatig logging and display of messages ranging fronf Btiemmaries to very detailed information
for debugging. Messages can be selectively roatedcbnsole and log files. Messages are loggethailtg and they can be sent to external
syslog servers.

Other Serviceability Features
Additional serviceability features include the alling:

* Online diagnostics—Advanced online diagnostics ciitiab are provided by the SAN-OS. Periodicallgteeare run to verify that
supervisor engines, switching modules, and intereotions are functioning properly. These onlingdastics do not adversely affect
normal Fibre Channel operations, allowing themeaum in production SAN environments.

« Loopback testing—The Cisco MDS 9000 Family usesraffport loopback testing to check port capabildyring testing, a port is isolated
from the external connection and traffic is loofr@ernally from the transmit path back to the reegpath.

¢ |IP-over-Fibre Channel—The Cisco MDS 9000 Family jtes the capability to carry IP packets over ad-iBhannel network. With this
feature, an external management station attacliedgh an OOB management port to a Cisco MDS 90@filiFawitch in the fabric has the
ability to manage all other switches in the falusing the in-band IP-over-Fibre Channel Protocol.

* Network Time Protocol (NTP) support—The NTP synclizea system clocks in the fabric, providing a pgedime base for all switches.
An NTP server must be accessible from the fabroubh the OOB Ethernet port. Within the fabric, Nfiessages are transported using IP-
over-Fibre Channel.
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« Enhanced event logging and reporting using SNMpsteand syslog—Cisco MDS 9000 Family events filtedang Remote Monitoring
(RMON) provide complete and exceptionally flexilslentrol over SNMP traps. Traps can be generategidbais a threshold value, switch
counters, or time stamps. Syslog provides a righpemental source of information for managing €istDS 9000 Family switches.
Messages ranging from only high-severity eventietailed debugging messages can be logged if desire

APPENDIX A—LICENSED SAN-OS SOFTWARE PACKAGES

Most Cisco MDS 9000 Family software features acduided in the base configuration of the switch,“®&ndard package.” However, some
features are logically grouped into add-on packalgasmust be licensed separately, such as the GI&S 9000 Family Enterprise package,
Cisco MDS 9000 Family SAN Extension Over IP packagjisco MDS 9000 Family Mainframe package, Cisco3/@D00 Family Fabric
Manager Server package, and Cisco MDS 9000 Fartola§e Services Enabler package.

Enterprise Package

The Standard software package that is bundled ahame with the Cisco MDS 9000 Family switchedudes the base set of features that
Cisco believes are required by most customersdidding a SAN. The Cisco MDS 9000 Family also hastof advanced features, which are
recommended for all enterprise SANs. These feamnedundled together in the Cisco MDS 9000 Enisgpackage. Please see the Cisco
MDS 9000 Family Enterprise package fact sheet.

SAN Extension over IP Package
The SAN Extension package facilitates FCIP for t&®r&e Services and allows the customer to uskPtis¢orage Services to extend SANs
over wide distances on IP networks. Please se€itt®e MDS 9000 SAN Extension over IP package faetes

Mainframe Package

The Mainframe package uses the FICON protocol dodis control unit port (CUP) management for in-Bananagement from IBM S/390 or
z/900 processors. FICON VSAN support is providetetp ensure that there is true hardware-basedat@paof FICON and open systems.
Switch cascading, fabric binding, and intermiximg also included in this package. Please see gm@iIDS 9000 Family Mainframe
package fact sheet.

Fabric Manager Server Package

The Standard Cisco Fabric Manager and Devices Marggplications bundled at no charge with the CM&s 9000 Family provide basic
configuration and troubleshooting capabilities. Habric Manager Server package extends Cisco Ftamnager by providing historical
performance monitoring for network traffic hotspmialysis, centralized management services, anchadgapplication integration for greater
management efficiency. Please see the Cisco MDS8 Bafhily Fabric Manager Server package fact sheet.

Storage Services Enabler Package

The Storage Services Enabler package enables hehested storage applications to run on the Cis&SM000 Family Advanced Services
Module (ASM). Network-hosted storage applicationstsas VERITAS Storage Foundation for Networksvaltmmpanies to simplify
complex IT storage environments and gain contraapital and operating costs by providing constséedl automated management of
storage. A Storage Services Enabler package musstadled on each ASM in order for a licensed ier®f VERITAS Storage Foundations
for Networks to run on the module. Please see theoOMDS 9000 Family Storage Services Enabler pgekact sheet.

The SAN-OS Software package fact sheets are alaigab
http://www.cisco.com/en/US/products/hw/ps4159/pS8iBtoducts _data_sheets_list.html
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