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WHITE PAPER

FIBRE CHANNEL WRITE ACCELERATION

The Cisco ® MDS 9000 Family of Multilayer Directors and Fabric ~ Switches provide a complete set of intelligent sto rage
services that include Fibre Channel Write Accelerat  ion (FC-WA), which can dramatically improve the num  ber of Small
Computer System Interface (SCSI) I/O operations per  second over long-distance in a Fibre Channel-based storage area
network (SAN), by reducing the effect of transport latency on the processing of each operation.

SUMMARY

Modern data centers are built around SANs thatigeosecure, reliable, and scalable centralized statage facilities. An effective business-
continuance and disaster-recovery plan mandatedegileyment of multiple data centers located ainegitdistances to protect against regional
power failures or disasters, yet close enoughyfnclsronous data replication without affecting tiplacation performance. Achieving this
balance for successful business continuance pasigsificant challenge for businesses.

The time in which the business needs to recovendw disaster determines the type of data repicaequired. Synchronous data replication
provides the least amount of downtime but requliesdata centers to be close enough so that tHeatgn performance is not affected by the
latencies introduced for every 1/O operation. Adyenious or semi-synchronous replication allowsji@ater distance but the data centers are in
lock step with each other, with the secondary datder lagging behind the primary by a fixed amafritme. This in turn implies that there is a
loss of data for that period of time. An optimaludimn is to increase the distance between the datgers without introducing additional latency for
1/0 operations.

The Cisco MDS 9000 Family provides FC-WA, capalfldramatically reducing the effect of transporetaty during the time needed to complete
an SCSI operation over distance. Consequently FCallAvs longer-distance between the primary andrsgary data centers, increasing the
resilience of the solution and the flexibility ialecting the locations with the least impact onapplication performances, and improving
application performance for a given configuration.

The FC-WA feature is supported on the Cisco MDS09Bamily Storage Services Module, and may be useghy Cisco MDS 9200 Series of
Multilayer Fabric Switches and Cisco MDS 9500 SeoéMultilayer Directors running the Cisco SAN-®8lease 2.0(2b) or later, with the
Enterprise Licensing package.

CHALLENGE

The term “business continuity” implies the availapiof the entire set of physical, logical, andnhan resources needed to run the business in the
event of an unforeseen stoppage. The physicalstnéreture includes the location and its associegedurces, with respect to the IT area; these
resources include the physical servers, storagkenatwork equipment. The logical infrastructurénis data or information needed to continue with
the business. It is imperative that a finite sgbrmicedures and processes be put in place alohghétadequate technology to maintain business
continuity.
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Figure 1. Relationship Between Data Center Distances and Application Availability
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Technology plays a critical role in determining havihen, and where the business recovery startsafteutage. This technology includes the
protection or duplication of the physical IT infragture, a one-time operation and replicatiorhefdata from the primary site to the secondary
site, and ongoing daily operations. Applicatiorstfolrms, including their supporting hardware anfiveare, can be protected by the following
technologies:

Data center clusters for application availabilitighin a given data center
Metro or geo clusters for metropolitan distancesieep the applications continuously available
Standby platforms and applications to help resboigness operations in time to meet business dgsct

Figure 1 shows the relationship of applicationfplanh availability and distance between data centers

Data replication is a complex task and the metHaemlication is determined by the criticality dfet application using the data. For mission-
critical applications it is mandatory that no dag&lost and that downtime is kept to an absolutgmim, whereas other applications can
withstand significantly longer interruptions. Dagplication technologies that are available areluite coarse wavelength-division multiplexing
(CWDM), dense wavelength-division multiplexing (DWI), and Fibre Channel over IP (FCIP). CWDM combinego 16 wavelengths onto a
single fiber. CWDM technology uses an ITU-stand2@enanometer (nm) spacing between the wavelenfytm, 1310 nm to 1610 nm. This

technology does not amplify or regenerate the lgiguals, or in other words is passive repeatet tharefore is limited to shorter distances of
up to 80 km.

DWDM combines up to 64 wavelengths onto a sindlerfiDWDM technology uses an ITU-standard 100-GH20®-GHz spacing between the
wavelengths, arranged in several bands at ~1506Q6 nm. In this technology the wavelengths arsearltogether with respect to CWDM, and
therefore more accurate. The advantage is a mggttehdensity of wavelengths, and the fact thatithe signals can be amplified and
regenerated allows for longer distances, with regggion for approximately every 150 km.

The data transport medium in wavelength divisiortiplexing is an optical fiber cable, often refatr® as “dark fiber.”
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* FCIP is a technology where the Fibre Channel framnesncapsulated into an IP packet and sent ovthetother site on a dedicated TCP/IP
tunnel created for this purpose. This technology\eay effectively deliver high throughput over ¢pdistances, but the latency of the I/O
depends on the distance.

These replication technologies can use either spncius replication or asynchronous replication roesh

< Synchronous replication, also referred to as lie@-teplication, implies that an 1/0 is not complentil both sides acknowledge its completion.
To maintain consistency of data, every write toghienary storage is written over to the second&myage in the same sequence before the
application writing is considered successful. Thiethod helps ensure that data stored at bothisigdays consistent, and the only data that
could be lost in the event of a failure is the dht was not committed or was being transmitteti@time of the failure. The disadvantage of
performing synchronous replication is that Fibrea@el protocol (FCP) defines four steps, or twancbtrips, before every 1/0O can complete.
The speed of light becomes the limiting factor liseaa latency of 1 millisecond (ms) is introducadevery 50 km of distance between the data
centers, even with the use of dark fiber.

« Asynchronous replication, often referred to asr&stand-forward” replication, stores changes todae at the primary storage site for a
predetermined amount of time and then forwardstiamges to the secondary storage system for updétissway the secondary storage system
lags behind the primary storage system by a fixeduant of time. This technology allows the datahat$econdary storage system to be
synchronized with the primary storage system iivargamount of time. Some data changes may natdmverable if those changes were still
stored on the primary storage system and wereetdbywarded at the time of the outage.

Given the different technologies and methods dlicagion, the challenge for data-center managets eénsure that the data is replicated in a timely
manner without affecting the performance of theliappions using that data. The best possible smiufibr a data-center manager is to implement
synchronous replication on a wavelength divisiortiplexing solution. However the distance betwelea data centers, which, with the existing
technologies, cannot exceed 80 to 100 km withdetthg the applications, limits this solution.

To mitigate this issue, Cisco Systénmstroduced Fibre Channel Write Acceleration (FC-)Van intelligent feature in the Cisco MDS 9000 fgm
switches. FC-WA accelerates the writing process torgy distances, thus helping perform synchrorrepfication over significantly longer
distances than what was previously possible.

SOLUTION

Cisco MDS 9000 Family Storage Services Module

The Cisco MDS 9000 Family Storage Services Modubwipe the intelligent service of identifying th€SI I/O flow for a given initiator-target

pair. This information is used to provide the FC-\Wéature and the feature to gather advanced IA3tata for a given initiator-target pair. The

FC-WA feature decreases the latency of an 1/O toreg distances and the advanced I/O statisticectsitl can be used to evaluate the storage
performance for the initiator-target pair.

The Storage Services Module incorporates all tipatidities of the Cisco MDS 9000 Family 32-PortfeilChannel Switching Module and also
provide scalable and intelligent storage serviteg. Storage Services Module features a highlyidigied processing architecture and hardware-
based SCSI processing, capable of optimizing séoaagess. Data is processed in band by an appliespiecific processor called Data Path
Processor (DPP). The control commands and infoomatie processed by a dedicated Control Path Rarc@SPP). To deploy FC-WA in the
SAN, both the initiator and target devices mustlibectly attached to a Storage Services Module.

Fibre Channel Write Acceleration
FC-WA minimizes storage latency and improves thalmer of application transactions per second ovay ltistances. It increases the distance of
replication or reduces effective latency to imprpeeformance during synchronous replication.

The improved performance results from a coordinaféatt performed by the Storage Services Moduballdo the initiator and the Storage
Services Module local to the target. The initigdtorage Services Module, bearing the host-connéatelligent port (HI-port), allows the initiator
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to send the data to be written well before theenctmmand has been processed by the remote tangetn SCSI Transfer Ready message has had
the time to travel back to start the data tranisf¢he traditional way. The exchange of informatim@iween the HI-port and the disk-connected
intelligent port (DI-port) allows the transfer tedin earlier than in a traditional transfer. Theqadure makes use of a set of buffers for temgyprari
storing the data as near to the DI-port as possithie information between the HI-port and DI-parpiggybacked on the SCSI command and the
SCSI Transfer Ready command, so there are no additFC-WA-specific frames traveling on the SAN t®#tegrity is maintained by the fact

that the original message that states the correcigion disk side of the write operation (SCSt@&aGoo0d) is transferred from the disk to the host.

Figure 2 shows the effect of latency in the comroation channel to the time taken to complete t®eojperation during a SCSI write operation.

The time added to the net execution time of theatjm is at least four times the trip delay betw#ee host and the disk, because of the transfer of
the command, the Transfer Ready message, theaetdhe status. Figure 3 shows how FC-WA allowgitita to be sent on the line without
waiting for the disk Transfer Ready message tadesterred all the way back to the host. To presdata integrity, the status message is not
emulated. Depending on the timing, the latency ddijethe communication time may be as low as twsi the trip delays, transfer of the
command, and transfer of status. Therefore theat@galistance between the host and the disk carbeancreased by up to 50 percent.

Figure 2.  Normal SCSI Write Operation
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Figure 3. SCSI Write Operation with Storage Services Module Cisco Solution Performance

SCSI Write with FC-WA
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Cisco MDS 9000 Family Storage Services Module parémce depends heavily on the traffic profile & 8CSI operation performed by the

specific application, on the performances of tloeagge system, and on the distance between thehdghe target disk.

The following factors can enhance the benefithef$torage Services Module:

« Larger transfer latency, or greater distances
* Small SCSI writes

« Storage with low write latencies

< Larger percentage of writes than reads

It is clear from the preceding criteria that onlir@nsaction processing (OLTP) traffic with shartidast operations over long distances will benefit
the most, but the fact that the read-to-write patiage is not favorable in OLTP applications mayrietsthe total application throughput gain,
whereas a write-intensive application can benefiterfrom FC-WA—in the range of 20 percent. To hightithe performance characteristics of
FC-WA, two sets of tests have been performed:

« Emulated SCSI traffic write only, optimized for higerformances from the disk. The performance aszédas been measured in terms of
relative increment in 1/0Os per second (IOPS) atehley over a distance of 100 km.

« OLTP traffic from an Oracle application; the perfance increase has been measured in terms ofeslatrement of transactions per second.
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Both tests were performed accelerating the tréiffiw between two EMC storage arrays running Symix&emote Data Facility (SRDF)
synchronous replication for multiple Remote Datailtg (RDF) pairs. Figure 4 shows the gain in IOR®] reduction in latency for emulated
SCSI write traffic at 100-km distances. Figure bwh the transactions per second (TPS) gained f@raale application using FC-WA.

Figure 4. Percentage Gain of IOPS and Reduction of Latency
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Figure 5. Oracle OLTP Application Performance with FC-WA
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CONCLUSION

Using synchronous data replication as part of anlegs continuance plan can limit the distance betvgata centers. As demonstrated by the
preceding test results, the Cisco MDS 9000 Fantilyege Services Module can mitigate this disadgnthrough the use of FC-WA, which
significantly increases the distance between datéecs without affecting application performancee Tisco MDS 9000 Family Storage Services
Module with FC-WA and its related intelligent feegs enhances the flexibility and resiliency of bass-continuance solution.
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