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SINGLE-SYSTEM MULTISERVICE PROVISIONING PLATFORMS FOR
COST-EFFECTIVE SERVICE DELIVERY AT THE CUSTOMER LOCATION

Redundant control-system architecture can provide 99.999-percent system availability. But for many organizations, using
single-system, nonredundant common control systems with 99.99-percent availability for service delivery can provide a
significantly accelerated return on investment (ROI) without adversely affecting network reliability.

Network availability is more important today thareebefore. Users expect and need much more frawonles than e-mail and file sharing,
which were the primary requirements and applicatiofyesterday’s applications. Today, enterprisastain a multitude of mission-critical
applications on their networks that drive theirihasses: videoconferencing with partners, Web-basger entry, payment processing,
customer relationship management, etc. Cornerstonasking operations much more efficient, thepes$yof applications are critical to the
viability and productivity of an enterprise. Mearilghthese applications also create greater netwonkplexity and make understanding “true
availability” more difficult.

High availability (99.999 percent)—or just a few mies of downtime a year—has been the traditionalfairservice provider networks. The
crucial concept is that availability is a factortbé network as a whole. Devices in the core, idistion, and access layers all have various
levels of availability. In the core, networks halie fewest devices, the most traffic, and the lsrgamber of customers serviced per device.
At the edge, networks have the most devices, timt teaffic, and the least number of customergipeice. Finally, the overall service
reliability for a single customer is the sum of thailability of the entire network that a partiaukervice traverses.

The higher reliability in the core and distributipartions of the network is achieved with commontool (for example, timing, cross connect,
and synchronization processors) redundancy thatgeges both areas in this network. However, foryntaganizations, using a single-system
common control Multiservice Provisioning PlatforM$PP) is acceptable in the service-delivery equiiraéthe edge because it affects the
fewest users and has no impact on the reliabitityrfost users in the network. Optical protectiod antomatic protection switching (APS)
protects the optical facility links with ringed ahidear protection schemes.

SYSTEM AVAILABILITY

Several equations describe the basic conceptsi¢fiae availability:

Availability = 1 — (Total connection outage timd)ital in-service connection time)
or
1 — Downtime/Uptime

The definition of a connection is the successfiddeansfer from end device A to end device B, imvmy physical connectivity, link-layer
protocol connectivity, and network-layer protocohaectivity. Some organizations choose to add a famtor to further define satisfactory
availability. This overall number can be derivedvarily from trouble-ticket reports on the netwokHowever, overall availability does not
provide much detail. You need to calculate avalitytior all the devices in your network, the pathsd perhaps the applications to determine
the overall service availability.
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Availability for devices can be expressed as thiefiong equation for mean time between failure (MA)Band mean time to repair (MTTR):
Availability = MTBF/(MTBF + MTTR)

For example, if MTBF = 38,830 hours and MTTR = @fwfor a type of Internet connection device, dedeailability would equal
0.999837116, or 99.9837116 percent. Essentialiy gipuation states that the availability of a devdquals the MTBF for that device lessened
by the MTTR, whose effect will be slight because MTTR is quite small compared to the MTBF.

THE RIGHT AVAILABILITY FOR DIFFERENT PARTS OF THE NETWORK

Network design is a rigid hierarchy of core, distition, and access, with the highest availabilitg eesilience in the core. Redundant common
control processors and redundant power inputs mavide device-level resilience—that is where 99.9p@8cent (or greater) reliability is
required to ensure the most uptime for the mosbousrs, across the fewest devices. This 99.99-peasailability on the customer delivery
device has almost no significant impact on thelaldity of a delivered service as it traverses ieévork.

The classic availability objective for the publigitched telephone network (PSTN) is to provide 990@rcent availability. However, it must
be noted here that this is not the end-to-end tilsgeof the PSTN—this objective applies only to #ueess-network portion of the PSTN
system. The access network is the subsystem tbeides individual subscriber access to the act@dINP(that is, connectivity between the
subscriber and the local circuit switch).

Figure 1
PSTN Availability Reference Model
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The PSTN reference model in Figure 1 indicatesttiatlevice(s) delivering services from the netwiatkrface (NI) to the local exchange
(LE) may provide 99.99-percent availability anddoeeptably in line with the comprehensive PSTN rhoti89.93-percent availability.

The impact of total availability of a typical ciritieing delivered by a redundant customer locM&PP device compared to a single-system,
single system/non redundant MSPP is minimal (reférable 1).
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Table 1. Single System/Non-Redundant MSPP vs Redundant MSPP at the Customer Location

Single Single
System Access Access Access Access Access Access System
MSPP ADM ADM ADM DCs IOF ADM IOF ADM IOF ADM DCs ADM ADM ADM MSPP
Availability 99.9977% 99.999% 99.999%  99.999%  99.9999% 99.999% 99.999% 99.999%  99.9999% 99.999% 99.999%  99.999% 99.9977%
“Unavailability” 0.0023% 0.001% 0.001% 0.001% 0.0001% 0.001% 0.001% 0.001% 0.0001% 0.001% 0.001% 0.001% 0.0023%
Total “Unavailability” 0.014%
Total Availability 99.986%
Total Hours Per Year 8760
Total Expected Circuit Hours Downtime 1.2
Redundant  Access Access Access Access Access Access Redundant
MSPP ADM ADM ADM DCS IOF ADM IOF ADM IOF ADM DCS ADM ADM ADM MSPP
Availability 99.999% 99.999% 99.999%  99.999%  99.9999% 99.999% 99.999% 99.999%  99.9999% 99.999% 99.999%  99.999% 99.999%
“Unavailability” 0.001% 0.001% 0.001% 0.001% 0.0001% 0.001% 0.001% 0.001% 0.0001% 0.001% 0.001% 0.001% 0.001%
Total “Unavailability” 0.011% 0.011%
Total Availability 99.989%
Total Hours Per Year 8760
Total Expected Circuit Hours Downtime 0.98
Difference in Hours 0.23
Difference in Minutes 13.7

As indicated in Table 1, when considering the eméid availability of the network circuit and ingely the un-availability (the time in which
system is not working properly) for multiple Add#ipr Multiplexers (ADMs), interoffice (IOF) ADMs andigital Crossconnect Systems
(DCSs) within the network the utilization of a siegystem MSPP vs. a redundant MSPP at the custoo@ion can be evaluated.

Using an MTBF calculation of 99.9977 percent whickheMTBF for the Ciscb ONS 15310-CL SONET MSPHRe difference is less than 14
minutes in circuit availability if a single systestatform is used at the customer location (CL)ultasg in minimal effect on the overall end-to-
end availability It is actually even less with actual end-to-endipment MTBF with additional significant figuré®r example,
99.9977xxxxxx%, where x-more significant figuregjith this minimal effect on overall availabilityhé service provider or enterprise
customer can justify the economics of purchasimddlver-priced device while at the same time maiirig network service availability. This
can provide substantial savings for service pragidad enterprise customers—enhancing the ROl aeddirg the range of customer
penetration.

SINGLE-SYSTEM MSPPS OPTIMIZED FOR THE CUSTOMER LOCATION

Metropolitan (metro) network architecture is cornpted because it must incorporate platforms arsifattes for Ethernet, time-division
multiplexing (TDM), and SONET/SDH, to name a few.rhany instances, service providers and enterpas®mers have built multiple
networks for multiple services, a scenario thategelty does not scale, is not flexible, and incesasoth operating and capital expenses. One
convergence solution involves deployment of velesattegrated products that can deliver not onlyelEtet, but also other protocols onto
high-speed optical transmission systems. Thesdpratibcol or MSPPs aggregate or deliver TDM, Etle¢rand other services and channels
them to OC-n/STM-n speeds.

MSPPs are deployed at both the central office brlboation and the customer location. MSPPs depl@gehe central office are used for
aggregation, and at the customer location theyisee for service delivery. Typical network architee includes TDM and Ethernet delivery
to customers connected over fiber to a centrateffiub node aggregating the traffic over prote®@MET/SDH transport from various
customers. MSPPs with single system common coateobptimized for the customer location to not aeffgctively deliver TDM, Ethernet,
and other services, but also efficiently use linhigpace, use less power, and have a much lower tadgcthan larger redundant MSPPs
(thousands of dollars less).

By using single-system MSPRBsthe customer location, service providers andrprise customers can obtain the economics ofgdesin
system platform with 99.99-percent availability axmhtinue to achieve high availability for the calénetwork.
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OPTIMIZED MSPP: CISCO ONS 15310-CL

The Cisco ONS 15310-CL SONET Multiservice Platfdffigure 2) is an economical, 1-rack unit (1RU)-hgrbvisioning platform optimized
for use as the last network element, at the custtounation, in a service provider's network or f@me as an end node in enterprise or campus
environments. The Cisco ONS 15310-CL takes adveméthe proven technology pioneered by the Cis&@5454 MSPP, the industry’s
leading metro optical transport platform.

Figure 2
Cisco ONS 15310-CL SONET Multiservice Platform
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The Cisco ONS 15310-CL efficiently aggregates davice, and video services for transport. The ptatfeffectively supports TDM and
10/100 Ethernet, and it provides integrated datiéchimg and cross-connect functions. Various datasms can be carried separately or
together and transported in a one-for-one dedidaaedwidth mode or in a concentrated mode withimd bn the oversubscription ratio.

With the ability to transparently integrate into ISET networks and with an expansion slot providing modularity to evolve with changing
network needs, the Cisco ONS 15310-CL helps tramsfoday’s TDM-based transport networks into fldgjldata-intensive superhighways.

Although many transport products claim to handbiaids data and voice traffic, they lack the abitiyprovide effective bandwidth
management for higher-speed, IP-based data serMiees of these platforms require significant setiope and are difficult to provision. The
Cisco ONS 15310-CL offers optimized bandwidth fagthspeed, IP-based data services, rapid serviggioning, and multiple optical
interfaces through Small Form-factor PluggablesR§For flexible SONET networking. (Refer to Figua¢
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Figure 3
The Cisco ONS 15310-CL Delivers Multiservices On Demand to the Customer Location and Metro Edge

Cisco Cisco
ONS ONS
\1 5310-CL \1 5310-CL

Central Office

Cisco
ONS
HEs Ei 15310-CL

Voice
Switch

Cisco Cisco
ONS 7600
16464 Series

{ T T
! i Cisco
B’ ONS

15310-CL

For more information about the Cisco ONS 15310-@fer to:http://www.cisco.com/en/US/products/hw/optical/irdgml.

REFERENCES
The PSTN reference model is derived from separekeofdia specifications as follows:

« GR-499-CORE 02-16 specifies the subscriber-linelavidity as 99.99 percent. This specifies the asesetwork unavailability objective
of 0.01 percent. The access-network objective cuprto the service provider’'s network interfachicl is typically the point on the
customer side where the network ends and the ces®miring begins.

« GR-499-CORE 02-3 specifies the interoffice transpwailability as 99.98 percent. This specifiesltrg-distance unavailability objective
of 0.02 percent. The long-distance objective isiaeg to include the Class 4 switch.

¢ GR-499-CORE 02-13 specifies an 80-mile DS-3 legellity unavailability as 26 minutes per year. Thpecifies the facility-entrance
unavailability objective of 0.005 percent.

¢ TR-TSY-000512 sections 12.4.2, 12.4.3, and 12 gegify the unavailability of the switching system%8 minutes per year. This specifies
the local-exchange unavailability objective of Offrcent. The local exchange is equivalent todhallClass 5 switch.

Cisco Systems, Inc.
All contents are Copyright © 1992—-2004 Cisco Systems, Inc. All rights reserved. Important Notices and Privacy Statement.
Page 5 of 6


http://www.cisco.com/en/US/products/hw/optical/index.html

C1sco SYSTEMS

Corporate Headquarters European Headquarters Americas Headquarters Asia Pacific Headquarters
Cisco Systems, Inc. Cisco Systems International BV  Cisco Systems, Inc. Cisco Systems, Inc.
170 West Tasman Drive Haarlerbergpark 170 West Tasman Drive 168 Robinson Road
San Jose, CA 95134-1706  Haarlerbergweg 13-19 San Jose, CA 95134-1706 #28-01 Capital Tower
USA 1101 CH Amsterdam USA Singapore 068912
WWW.CiSCO.com The Netherlands WWW.CiSCO.com WWW.CiSCO.com
Tel: 408 526-4000 WWW-europe.cisco.com Tel: 408 526-7660 Tel: +65 6317 7777

800 553-NETS (6387) Tel: 310 20 357 1000 Fax: 408 527-0883 Fax: +65 6317 7799
Fax: 408 526-4100 Fax: 31020357 1100

Cisco Systems has more than 200 offices in theviatig countries and regions. Addresses, phone nispaed fax numbers are listed on the
Cisco Website at www.cisco.com/go/offices.

Argentina ¢ Australia ¢ Austria ¢ Belgium < Brazd Bulgaria ¢ Canada ¢ Chile « China PRC ¢ ColombiaCosta Rica
Croatia ¢ Cyprus ¢ Czech Republic « Denmark ¢ DubdAE < Finland ¢ France ¢ Germany ¢ Greece  Hokgng SAR
Hungary < India e« Indonesia < Ireland < |Israel -alyt « Japan + Korea < Luxembourg < Malaysia ¢ Mexic
The Netherlands « New Zealand ¢ Norway ¢ Peru clifffines ¢ Poland ¢ Portugal ¢« Puerto Rico * Rormani Russia
Saudi Arabia ¢ Scotland ¢ Singapore < Slovakia <ovBhia * South Africa ¢ Spain ¢ Sweden < Switzedlam Taiwan
Thailand ¢ Turkey <« Ukraine <« United Kingdom + Uit States + Venezuela <« Vietham <« Zimbabwe

Copyright© 2004 Cisco Systems, Inc. All rights reserved. Cisco, Cisco rBgstnd the Cisco Systems logo are registered trademarks onaradeof Cisco Systems, Inc.
and/or its affiliates in the United States and certain other gesnt

All other trademarks mentioned in this document or Website are dipenty of their respective owners. The use of the word partner doespipta partnership relationship
between Cisco and any other company. (0406R) Pa/LW7233 11/04


http://www.cisco.com/go/offices
http://www.cisco.com/go/offices

Cisco Systems, Inc.
All contents are Copyright © 1992—-2004 Cisco Systems, Inc. All rights reserved. Important Notices and Privacy Statement.
Page 7 of 6



	SINGLE-SYSTEM MULTISERVICE PROVISIONING PLATFORMS FOR COST-EFFECTIVE SERVICE DELIVERY AT THE CUSTOMER LOCATION
	SYSTEM AVAILABILITY
	THE RIGHT AVAILABILITY FOR DIFFERENT PARTS OF THE NETWORK
	SINGLE-SYSTEM MSPPS OPTIMIZED FOR THE CUSTOMER LOCATION
	OPTIMIZED MSPP: CISCO ONS 15310-CL 
	REFERENCES


