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TRAFFIC-ENGINEERING MANAGEMENT

An application in the Cisco ® IP Solution Center (ISC)—A family of network-intell  igent element-management applications
for planning, provisioning, and troubleshooting Mul tiprotocol Label Switching (MPLS) and Metropolitan (Metro) Ethernet
networks

SUMMARY

MPLS has rapidly become an important technologypfovisioning and managing core networks. One efrtfain reasons for this is its ability to
support network convergence, allowing delay- atidrjisensitive traffic (for example, voice) to tsried over the cost-effective infrastructure of IP
networks. MPLS Traffic Engineering (MPLS-TE) progi&la means to ensure the bandwidth and delay ¢biastics of the network and to address
connectivity and bandwidth protection in failuresarios. It also enables major improvements to otwsage by providing a mechanism for
avoiding congestion in one portion of the netwankl ander-usage in another.

Unlocking the value of MPLS-TE requires the supmdra traffic-engineering management system. Ddténg an optimal path for a given
tunnel may be dependent upon many other tunnel$#Hds-TE configurations in the network; managingltiple potential conflicting constraint
requirements such as bandwidth and delay, gengratgiobally optimized layout of tunnels, and gatieg an efficient bandwidth protection
solution using MPLS-TE Fast Reroute (FRR) techngplalfjrequire sophisticated routing algorithms.di$P/MPLS Traffic Engineering
Management incorporates world-class hybrid optitieretechniques to provide major usage improvemegitco IP/MPLS Traffic Engineering
Management:

« Generates the paths for tunnels that meet contsraicluding bandwidth, DiffServ-Aware Traffic Eimgering (DS-TE) pool, affinity, delay, and
protection level

« Automatically discovers and audits the tunnelshanrtetwork
« Manages, optimizes, and deploys tunnels on thearktw

Cisco IP Solution Center Traffic Engineering Marmagat (ISC:TEM) incorporates a carrier-class pravrigig engine that removes the potential
for configuration errors due to manual processethé MPLS-TE environment this is a critical componbecause configuration activities can be
lengthy and detailed. Cisco IP Solution Center fle&ngineering Management incorporates a grapharad table-based display of MPLS-TE,
helping the user quickly search through informatidaualize the data, and associate tunnels amdiress on the network.

CHALLENGES

Supporting the Converged Network

To use MPLS-TE effectively in support of networkiagzation, high-value service-level agreement ($ltsaffic or bandwidth protection requires
MPLS-TE path management. Path management is preafonfiguration management function and inclutiescalculation of primary paths for
MPLS-TE tunnels, re-optimization of paths, and ¢h&ulation of protection paths. To support trafficthe converged network, traffic-engineering
tunnel paths must be calculated with referencetttijphe requirements such as bandwidth, delay,reetdiork protection. As an example, voice
traffic may have a maximum network delay of 70 md eust cross only links that are protected agéailsire.
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Constraint Shortest Path First (CSPF) is the defaathanism for determining paths through the ngtwand this provides a fast solution for basic
path calculations that involve only one constraltitis solution cannot provide true network-wideimytation, support for multiple constraints, or
the efficient calculation of network protection.

Protecting the Network

As voice and data networks converge, the necessavice qualities for each type of traffic (Framedy, ATM, IP, or time-division multiplexing
(TDM) have to be supported by a single network,clvhmust be able to offer high levels of availapitind resilience, including rapid recovery
times and bandwidth guarantees if a network faiba®urs. Historically, such services have beenigeai/by building redundancy that is used
only if a failure occurs—such schemes include steh&ONET/SDH protection.

Supporting Voice over IP

Operators are beginning to exploit the potentiatlate over IP (VoIP) as a way of offering tradita voice services more cheaply then using the
traditional public switched telephone network (P ENlution. Additionally, VolP offers a solutionrfeapidly providing customers new and
innovative services that provide additional sou@e®venue.

The challenge of supporting VolP is to provide shene end-user experience that voice customerstexpecthe PSTN over what has traditionally
being seen as a best-effort service. In particalailability, delay, and jitter all must meet @@ntrequirements if users are to accept the VolP
solution.

SOLUTION

Cisco IP Solution Center Traffic Engineering Marraget is a centralized traffic-engineering plannamgl provisioning tool that takes advantage
of Cisco 10S Software MPLS-TE to provide the advanced featupesi§ied previously. Cisco ISC:TEM is a Web sersitmsed application with
a server and repository running on a Solaris systemGUI access through a Web browser. The Cissd framework offers a highly scalable
operations-support-system (OSS) solution with &ibisted architecture allowing processes to be loadnced across different physical systems.

Network Discovery

Network discovery is performed by using a set ahowmnd-line interface (CLI) commands that discoher MPLS-TE topology and any existing
tunnels on the network. Cisco ISC:TEM connecthttaffic engineering-enabled routers using eiffednet or Secure Shell (SSH) Protocol, and

a seed device is defined for network discovery.ifuthe discovery process any existing tunnelscheeked for consistency and then saved in the
repository along with node and link informations€ ISC:TEM then considers the repository to contia¢ correct view of the traffic-engineering
network. Subsequent discoveries detect any diftareibetween the network and the repository and eatiscrepancy report that alerts the operator
to any differences. It is then the operator’s resuility to determine what is correct: the networkthe repository.

The discovery process relies on the flooding dfitr&ngineering attributes through the networldagined in RFCs 3630 and 3784 and, therefore,
operates in a single Open Shortest Path First (P&fR& or Intermediate System-to-Intermediate 8y$t&-1S) level. Figure 1 illustrates the
interaction of Cisco ISC:TEM with the network footh discovery and provisioning. The discovery psscs as follows:

« Traffic-engineering extensions to OSPF and IS-#®dltraffic-engineering topology and tunnel infotioa around the network.
¢ Cisco ISC:TEM communicates with a predefined seeder to discover the traffic-engineering netwarggdlogy.

< Each traffic-engineering router that has been dismd is queried for traffic-engineering tunnel amerface information.

« Discovered tunnels are audited for consistencythed stored in the repository with the topologymfiation.
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Figure 1. Cisco ISC:TEM Network Discovery and Provisioning
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When discovering existing tunnels, Cisco ISC:TENdents tunnels to have the following set of critémiarder to become a managed tunnel:

Telnet/SSH

* Nonzero tunnel bandwidth or maximum auto bandwidtlue configured
< Explicit first-path option
e Zero setup and hold priorities

If these three conditions are met, the tunnel inagad by Cisco ISC:TEM. Other tunnels are not medday Cisco ISC:TEM until they are
“admitted” into Cisco ISC:TEM, meaning that Cis@CQ:TEM calculates a new primary path for the tunnel

Network Protection

Traditionally operators have turned to SONET/SDbi@ction to provide fast restoration from netwaaklfs. MPLS FRR offers the same fast
protection but implemented in Layer 3. FRR offesamectivity protection with a failover time in tieeder of 50 ms, and Cisco ISC:TEM extends
this to enable bandwidth protection as well. Linksdes, and shared-risk link groups (SRLGs) caprbeected using Cisco ISC:TEM, which
calculates the tunnels required and then providioes on the network.

These tunnels are then activated by the routeexadi to the network-element failure, and any prynt@annels crossing the protected element are
placed into these backup tunnels. It is importamtdte that it is the traffic-engineering bandwitlitough an element that is being protected, not th
primary tunnels. This means that after the pradectiinnels are calculated and provisioned to ptateetwork element, any changes to primary
tunnels crossing that element do not result in gbarto the protection tunnels. Additionally, thelg tunnels can protect many primary tunnels
through the use of MPLS label stacking. Therefthis, protection solution is very scalable becaussnges are infrequent and the number of
protection tunnels depends only on the numbereshehts being protected.

Figure 2 shows how the bandwidth protection alpanitvorks. Each link is divided into a primary paold a backup pool. The primary pool is the
traffic-engineering bandwidth pool, which can be thobal pool or the subpool, and when the algorith calculating protection, it is this primary
pool that must be protected. The remaining bandwadta link is considered available for carrying backup traffic, although this can be modified
in Cisco ISC:TEM. If a failure occurs, the operatan be confident that the normal traffic on timk Ifthat is, the primary pool) and the protected
traffic from the element that failed do not excéeel link capacity.
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Figure 2. Bandwidth Protection Pools
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When calculating backup tunnels, Cisco ISC:TEM yssented techniques to minimize the amount of iyadlandwidth that is required to protect
a network. This combined with the bandwidth shabegveen independent element failure cases meanthtre is more remaining bandwidth left
to carry revenue-producing traffic. An example ofwthe algorithm can minimize the amount of backapdwidth required is shown in Figure 3.

This example shows the amount of bandwidth that ieigrotected on each link if the central nodks faihe algorithm tries to protect all possible
traffic flows between the adjacent routers thasghsough the failed routeegardless of the status of any existing primary tunnels. At first glance it
would appear that there are 15 units of backup Watill to be protected from R5 through R1 to R4 aBdinits between R2 to R4 though R1. But
the link between R1 and R4 can carry at most ofilyr#its of backup bandwidth, meaning only 20 uafteackup bandwidth must be found instead
of 30.

Figure 3. Backup Bandwidth Sharing

Through this and other techniques, Cisco ISC:TEMaffer a much more efficient backup solution tleither CSPF or SONET/SDH, and this
can be seen in Figure 4. It shows the amount déumbandwidth required in the network to suppo@Hps of primary traffic. For SONET linear
automatic protection switching (APS), an extra Jp&bf bandwidth is required to protect each 1 Giffigaffic because of the 1 + 1 protection
mechanism. The best CSPF can do is the same as B@NEreas Cisco ISC:TEM needs at most an extraMfjfs of bandwidth. This produces
savings in terms of the amount of bandwidth thanca carry revenue-producing traffic. If Cisco ISEM is used, there is more bandwidth
available to carry this revenue traffic.
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Figure 4. Extra Bandwidth Required to Protect Links in Network

1.4
1.2 |
1 Gbps of primary traffic requires 1
E additional Gbps of backup bandwidth
available for protection, e.g., SONET
0.8 | | APS.
0.6 — —
0.4 — — I cisco ISC-TEM
0.2 - [ sonET/APS
00 | [ Jcser

Network 1 Network 2 Network 3

If Cisco ISC:TEM is used to calculate backup tusraeid to keep track of the bandwidth being protedtee backup tunnels can be signaled on
the network with “0 bandwidth”, meaning that thekap tunnels do not reserve any network resouiidas. powerful technique allows sharing of
backup bandwidth between failure cases and alewsllow-priority traffic to use the backup bandvidthen it is not in use.

Tunnel Path Placement

Cisco ISC:TEM calculates the placement of tunnalshe network to support the desired traffic reguients. Traffic demands are entered by the
user or loaded through an Extensible Markup Langu@/L) file. A user can specify the bandwidth régd for the demand along with any delay
or protection constraints. Protection requiremeangsspecified by the type of protected elementriinat be traversed by the demand. Protection
requirement are listed below:

¢ Link + SRLG protected
« Link + SRLG + Node protected
< Protection is not a concern.

After the user specifies a set of new demands, dneypassed to the route-generator algorithm, wédchputes paths for the new tunnels based on
the demand requirements, the network topology theaxisting tunnels. By default, any existing teilsrare not moved during a tunnel placement
request but as with most Cisco ISC:TEM functiohis tan be modified to suit the operator’s envirenmThe algorithm performs the following
steps when calculating paths through the network:

« Maximize the amount of new bandwidth being requkstethe network.

« Minimize the worst-case subpool use.

« Minimize the worst-case global-pool use.

« Minimize the traffic-engineering metrics.

« During these steps the demand constraints musyall&met; for example, delay constraint.

After the calculation is complete, the resultsraterned in a table for reviewing, and on the gregihdisplay the user can see the paths the tunnels
will take through the network. These can then lmwisioned onto the network and traffic can be atbdibnto the tunnels. It is important to note
that when the tunnels are provisioned they do aoydraffic until the operator admits traffic orttee tunnels. The operator enables traffic
admission through Cisco ISC:TEM and can schedulenvthis occurs, so that the change can be impladehtring a change window.

Cisco ISC:TEM offers the potential for significasatvings when compared to other methods by allowingtwork to carry more traffic and defer
upgrades as traffic grows. Figure 5 shows the wiffee between CSPF and Cisco ISC:TEM when traffia aetwork increases and the impact of
© 2004 Cisco Systems, Inc. All rights reserved.
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this on network capacity is investigated. As thivoek traffic increases, links become saturatedmndt be upgraded. In the example, when the
use of a link reaches 70 percent the capacityubldd. The graph shows the number of links thattrbesipgraded when using Cisco ISC:TEM
compared with CSPF. There is a clear cost savirgnwising Cisco ISC:TEM over CSPF, with only oné liequiring upgrading compared to a
minimum of seven links when using CSPF. This reidaci the number of links offers clear return-owéstment (ROI) benefits in terms of line
rental and router interface-card costs.

Figure 5. Network Upgrade Scenarios for Cisco ISC:TEM and CSPF-Based Solutions
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Cisco ISC:TEM can offer the improvements in perfante over CSPF because of the nature of the digoes well as the techniques used to
derive a solution. In summary, the Cisco ISC:TEgbaithms are search-based algorithms and can actmuall the tunnels simultaneously.
CSPF, on the other hand, is a “greedy” algorithat piaces tunnels one at a time with no referem@my of the other tunnels being placed.

Planning and Implementing Network Changes

Cisco ISC:TEM allows the impact of network changasMPLS-TE tunnels to be investigated before trenge goes ahead. For example, the
impact of taking a link out of service to upgratle tine cards can be investigated, and any tuthatsare affected can be rerouted. Similarly, if
the delay figure for a link needs adjusting, theatt on the end-to-end delay of any delay congthinnnels crossing that link can be investigated
before the delay figures are adjusted. When a @hangroposed with Cisco ISC:TEM, it runs a turenadit, which checks to see if any primary
tunnels are directly affected by the change aigkifchange will affect the protection of any othemels in the network.

If tunnels are affected by a change, then a tufixé run to reroute those affected tunnels. Tieps the algorithm takes are as follows:

« Assume all tunnels in the network can be movedtmmmodate the change. (The user can set one ertomanels to be unmovable.)
* Reroute the affected tunnels and move any otheretarif required.

« Minimize the number of tunnels that are rerouteddcommodate the change.

* The tunnel constraints must be held during thicgss.

The operator can then decide if the solution is@pate or not and can proceed with the chang=ocel it. Through this feature, Cisco ISC:TEM
offers a “what-if” planning capability that allowlse operator to see the effect of various changabh® network before actually implementing them.
© 2004 Cisco Systems, Inc. All rights reserved.
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Network Grooming

If changes are made to the network and the turtnessing the network, then the network usage magrhe suboptimal. Cisco ISC:TEM offers a
solution to this through the network grooming fuoit This function simply takes all the existingnhiels on the network and recalculates their
paths to optimize the network usage. Followingtheesteps the algorithm follows:

* Assume all tunnels can be moved. (The user canidedhis.)
« Minimize the worst-case subpool usage.

« Minimize the worst-case global-pool usage.

« Minimize the traffic-engineering metrics.

An example of when the network grooming function ba used is when a large number of new tunnels baen admitted to the network over a
period of time. In the typical (also default) opgéa of the tunnel-placement algorithm, existingriels on the network are not moved when new
tunnels are added. Therefore, over time this csultrén a suboptimal use of the network and a ngtwooom can be used bring the network back
to an optimal state.

Network Provisioning

Network provisioning, also performed through TelaeSSH connections, uses the Cisco ISC provisgairgine to provide a robust, carrier-class
mechanism for configuring traffic-engineering tutlsa®uring the provisioning process the routerscareried for their configuration, which is then
compared with the new configuration. This resuita iset of commands called a configlet, which i s@the router. The final step of the
provisioning process is to fetch the router confégion again and audit the results against theddiS€: TEM view of what the configuration
should look like. It is only after this auditingepthas successfully completed that a tunnel isideres] to be deployed. The commands that were
sent to the router also are stored in the repgsénd can be reviewed at any time.

The same process is used when changes are beimgtonte network attributes, for example, bandwijatibl sizes, and these occur after any
required tunnel moves have been completed. Wheansiedecides to remove a link from the service ttimnels are moved in anticipation of the
outage, but the link is not disabled by Cisco ISEMI This must be done by the user in case othffictia crossing the link, for example, Interior
Gateway Protocol (IGP) traffic.

After deployment, the tunnels can be audited attemg and the status of the tunnel along with th# it is following through the network can be
compared with what is in the repository.

Integration with Existing OSS

Cisco ISC:TEM provides an XML-based interface td aéw demands or make changes to existing demahddnterface provides an alternative
to the GUI for making bulk updates, but the usestmanually initiate the placement calculationsnels are specified and then the import button
is used to check the consistency of the data ifiiltnand then import into Cisco ISC:TEM. In thiswCisco ISC:TEM can be integrated into the
service-provisioning cycle while allowing the oprato react to the result of the tunnel calculatiesults (refer to Figure 6).
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Figure 6. Importing Tunnel Configuration Information from File
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SUMMARY

MPLS-TE provides the tools for operators to supporiverged networks offering Layer 2 and 3 seryivedP, and fast restoration. Cisco IP
Solution Center Traffic Engineering Managementig#ective management solution enabling operatiefiigiency and network optimization
for service providers and enterprises using MPLS-TE
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