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Using Cisco Network Planning Solution for Capacity Planning and
Optimization

The highly complex—and individualized—set of interact ions between applications and the network present a
daunting management challenge. It is a struggle to maintain high application performance, and deploy n ew
applications and services without disrupting existi ng ones, on a single infrastructure. Cisco Systems ® extends
network management beyond faults and delay metrics to determine whether network resources adequately e nable
optimal performance of applications and network ser vices. Offline modeling facilitates problem identif ication and
resolution, and uses real-world statistics to predi ct behaviors for proposed changes to networks and a pplication
environments.

SUMMARY

Ciscd® Network Planning Solution (NPS) helps predictithpact of changes to your network’s topology, cgnfation, traffic, and
technology. This offline-modeling tool builds a nebaf the production network and validates propasetivork changes against policies
prior to deployment. With Cisco NPS you can acalyatodel characteristics of network operationtdahg route maps, access control
lists (ACLs), quality of service (QoS), and devara configuration characteristics. By removingghesswork from much of the planning
process, Cisco NPS both speeds the planning afighdasases and reduces costs by automating macylatidns and tasks. As a
decision-support tool, Cisco NPS is valuable tawoek planning, and engineering organizations. CNES is central to the Cisco
Network Application Performance Analysis (NAPA) stibn, which is a comprehensive set of tools amdises that provides information
about application and network performance. For nid@mation about the Cisco NAPA solution, pleaisit
http://www.cisco.com/go/napas

This paper discusses the challenges and workflaailddor capacity planning analysis with Cisco NF8u will learn how Cisco NPS
evaluates the current network and estimates whglicapion and service demands will exceed its cipa¢ou will understand how Cisco
NPS identifies traffic trends in the current netldorecasts what traffic levels will be in thedug, assesses whether the existing network
capacity is sufficient to handle the projected lcaud automatically redesigns the network to supjoiture traffic demands.

CHALLENGE

Managing the interactions between applicationsthedetwork is a struggle to maintain high appiaaperformance—and to deploy
new applications and services without disruptinigténg ones—on a single infrastructure. Consides sigenario: As part of regular
operations, a corporation has been monitoring usagts WAN links for the past 12 months. The natastaff wishes to identify trends
within the measured traffic, with the goal of foasting future traffic demands. They must deterrifiegisting service-level agreements
(SLAs) will be violated as network traffic growsdathe network capacity remains constant.

SOLUTION

A capacity planning analysis involves the followiwgrkflow:

1. Evaluate current network capacity
e Build a high-fidelity network model
o Import traffic demands from NetFlow

¢ Analyze network utilization
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2. Configure capacity planning analysis
e Calculate traffic trends
o Configure output reports
e Configure SLA evaluation criteria
3. Analyze network capacity with trended traffic
o Predict when links become overutilized
o |dentify overutilized links
4. Redesign the network
¢ Re-dimension links
o Specify network design goals

e Evaluate the redesigned network

Evaluate Current Network Capacity
Cisco NPS uses information learned from deviceigardtion files in Cisco and third-party network magement systems to build a high-
fidelity model of the network.

The baseline network or “network model” is imporfem the Cisco NPS Virtual Network Data Servenear-real time. The Virtual
Network Data Server collects and merges detailégork data from a broad range of sources. Hardaackesoftware configuration data,
connectivity information, and utilization statistican be collected directly from network devicasl|uding Cisco routers, switches, and
firewalls as well as equipment from other venddise Virtual Network Data Server can also acquir@ d@m Cisco NetFlow Collector
and other third-party traffic sources.

Cisco NPS generates a map with NetFlow traffic deteacollected over 52 weeks (Figure 1). These ddmare source and destination
traffic flows measured in bits per second and pcger second. Figure 2 shows a profile of ondeftaffic demands.

Figure 1. Network Traffic Demands
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Figure 2. Traffic Demand Profile
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These demands represent baseline traffic for 5Xksvdeaffic demands are steadily increasing indbmporation’s network. Network staff
must answer two questions based on this histodit:

« When will existing network capacity become overledd

« How much network capacity is needed to supportgatef traffic growth?
The first step is to get a baseline traffic mod#lis can be done with the Cisco NPS Flow Analyagire. By analyzing traffic flows in
the network topology as well as the network addingsand routing configuration, Cisco NPS can deteenmow application traffic moves

through the network and what the aggregate imgamt inetwork capacity. The results from the Cis&SNFlow Analysis show you the
effects of traffic on the network.

You can configure link utilization and throughphtesholds to meet SLA requirements through condilgigr settings. Network capacity
can then be visualized using these color-codethgstt

The results from the baseline analysis indicateahdinks are less than 50 percent utilized, la@wn in green in Figure 3. According to
the network staff SLA definitions, the current ceipaof the network is sufficient for current trizfidemands.

Figure 3.

Results from Baseline Analysis
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Configure Capacity Planning Analysis

The existing traffic data is used to predict futtredfic levels using well-known techniques of fratrending. To trend traffic as part of a
capacity planning analysis, Cisco NPS examinesr#ific in the network and modifies each traffiofile so that it continues its current
trend. Traffic profiles can represent link loadscuit loads, or flow volumes.

The first step is to pick Configure/Run Capacitaritfling from the Flow Analysis menu (Figure 4). Gi®PS gives you the option to
import new traffic flows or trend current traffiBecause the network staff has been collectingi¢rdémands for the past 12 months,
Trend Current Traffic is selected (Figure 5).

Figure 4. Configure/Run Capacity Planning
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Figure 5. Trend Current Traffic Option
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The next step is to configure the baseline pefim@cast period, trend calculation method, andlte$kigure 6).

Figure 6. Configure Time Periods and Trend Algorithm
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The corporation wants to project traffic for thexnvo years to evaluate budget for capital expengke baseline period is automatically
set from the baseline traffic. The forecast pertoset for 104 weeks, and the interval duratioseisto one week. The current traffic will be
extrapolated for two years in one-week increments.

Cisco NPS provides several options for how to camhe traffic trends. The default “auto selecjaaithm is suitable for most cases, or you
can select from linear, exponential, or logarithraigression. You also have the option to set simptempound traffic growth values.

Finally the results panel is set to duplicate tasdtine scenario so you can easily compare it agtia results. Through these actions a
new scenario is created called “baseline_trended.”

The next step is to configure the output reportiding analysis period, SLA violations, and reforimat (Figure 7). Set the analysis to
account for one year of baseline traffic and twargef forecasted traffic. The interval size istsedne month. Notice that the same
capacity analysis can be run under failure conaiitio

Figure 7. Configuring Capacity Planning Report Inputs
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You also have the option to set SLA violations urthg performance thresholds for link utilizatiaircuit utilization, end-to-end delay,
and number of flows per link (Figure 8). You cascaspecify the type of report you would like to geate.

Figure 8. Configure Capacity Planning Report Outputs Including SLA Violations
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The capacity planning analysis generates a repahiei format you specified. If you choose a Welorept opens in your default browser
when the analysis completes.

Analyze Network Capacity with Trended Traffic
The report opens to the Executive Summary, whighggyou a short overview of the report highligimisluding when links, virtual
circuits (VCs), and label-switched paths (LSPs)exgected to be overutilized and when network Swilisbe violated (Figure 9).

Figure 9. Capacity Planning Executive Report
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First period with overutilized LSPs NA NIA

First period with flow SLA violations A MIA

It is easy to get more detailed results. Seleddmgrutilized Links under Network Performance bringsindicating when current link
capacity will be saturated (Figure 10). Accordiodrended traffic patterns, links in the networll Wwecome saturated in November 2006.
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Figure 10. Overutilized Links Starting in November 2006
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Selecting the link on the bottom of the reportfmvember 2006 displays the links that will be aféel;c showing you exactly where you
need to add network capacity (Figure 11). You dak 6or a list of overutilized links for each mdnt

Figure 11. Overutilized Links at Various Sites
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Done

The results from the capacity planning study retteai several links will be overutilized by NovemI2906. The next step is to redesign
the network to support the projected traffic densand

Redesign the Network

Cisco NPS provides a library of automaf@esign Actions that allows you to optimize the use of bandwidild automatically design
network topologies based on configurable priorif@scost, resiliency, and performance considenatid his process helps eliminate the
need for a trial-and-error approach to designirtgvaiks, accelerating new projects and improvinggtaductivity of network staff.
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The capacity planning study identified links thet expected to be overutilized over the next twargeThe next step is to redesign the
network and virtually add capacity where neededgitfie Cisco NPS Design Action Engine.

A Design Action is a high-level operation that anades the process of changing a network modelhizee a design goal—in this case,
to increase network capacity to support futurditrgirowth. With a design action, you modify thewwerk model with one operation.
Design actions provide a very flexible way to makéomated changes to a model network without hadingconfigure the actual
network. Design actions include link dimensioniligk pricing, queue sizing, and topology desigrg(Fe 12).

Figure 12.  Select a Design Action

Al Configure/Run Design Action

Artangs by: | Pupose j Action Tite
= Analysiz J LR
% E_al:g_ﬁun . This design action implaments the IF link dimensioning algarithm, The
=8 | g et Ronng purpose is to size existing links in the IP network such that their bandwidih
fHiE# ink_dimensioning better matches their traffic flow. This design action can change the link
l—@ lirik_dim model of an existing link, add new links, or remove current links.  Howewver,
link_dimensioning_reziient thig action will not remove the |ast link between a node pair or add links
#—  Link Pricing between node pairs that do not have a link between them currently. In
'Jj_ ; ciirmmary thic artinn rracarvac tha nohuark connactivibe whila chanaina fha T
+ Object Selection
+ Project Pricing View Comments...
%* Pratocol Configuration Attributes
IJ*;: Gueue Sizing _j
+ Topalogy Design Name Value
E_ Topaloqu Improvement name link_dirmensioning_voip
mode! link_dimensioning_voip
Candidate Link Palette links_PPP
Congolidate Parallel Links Mo
Input Link Set Hame ALL
Link. Dimenzion Criteria Above range j
a 1 o
Edit Attributes. .
Subactions
J Role Action(z] J
:@ Link Analyzer run_flow_analysis_for_uti
@ Link Pricer  link_pricer Click to configure. .
(%) Finalizer rur_flow_analysis
J o
Options
_'J [~ Send reports to the Fieport Server [corvette]
Target Scenario: | Curent | Close Save | Save Az Set as Quick Action

The goal of this design action is to re-dimensiokd that are more than 80 percent utilized udmegprojected traffic growth. It generates
a detailed report of the redesigned network inclgdi list of links that have changed to supporfitegected traffic demands (Figure 13).
The redesign algorithm found and upgraded 12 nédviaks.
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Figure 13.

Re-dimensioned Links Report
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Selecting the first link in the list shows the distaf the upgrade (Figure 14). The original linesva 3-Mbps link and it was replaced with
a DS-3 link.

Figure 14. Detail of Recommended Link Upgrade
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You also can view the utilization statistics foisthink before and after the traffic demand prodgsgure 15). As a 3-Mbps link, the link

was 313 percent utilized. Upgrading to a DS-3 hed¢tuces link utilization to 21 percent.

Figure 15.

Detail of Modeled Link Utilization
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CONCLUSION

Cisco NPS is an impact analysis tool that can fielpoptimize network capacity and performance, emsesiliency, plan for new
technology deployments, and validate planned carditipn changes. In the above use case, Cisco N&l$izad the capacity of the
network using both current and projected traffimdads and determined that network capacity isa@eift for current traffic demands but
will become saturated under projected traffic gtov@isco NPS identified exactly which network linkdl be overutilized and when
traffic demands will exceed link capacity. Thisalat essential for accurately planning capital stveents. Finally, Cisco NPS virtually
redesigned the network to handle projected traffiawvth. The design algorithm identified and upgrhd@ links in the network to meet
expected traffic growth and business SLA requiremsen

Cisco NPS allows you to proactively manage netveaacity by analyzing existing traffic demands.ti#&jng proactive, you can plan
network upgrades before SLA violations happen agid Gnsure that the network can continually supposiness objectives including
maintaining high application performance and deipigyew applications and services without disrupgmisting ones. For more
information, contact your Cisco representativeisitvhttp://www.cisco.com/en/US/products/ps6363/indaxiht
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