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Post-Deployment Rapid Resolution of Performance Pro blems
Using Cisco Application Analysis Solution

Optimizing the performance of business applications yields greater efficiency, productivity, and profi tability.
However, the increasing sophistication of today's a pplications and networks often makes it difficult t o diagnose
and repair problems when they arise. For businesses to maintain a competitive edge and ensure integrit  y with
customers and vendors, IT professionals require too Is to predict, avoid and mitigate network and appli cation
disruptions.

SUMMARY

Ciscd® Application Analysis Solution (AAS) allows you Wsualize, diagnose, and perform high-level predicanalysis of an
application’s performance. Useful for both pre-@gphent analysis and for troubleshooting existingligations, this tool helps IT
groups to analyze and optimize the interactions/éen the network, servers, and applications thraffiine modeling. It bases
analyses on actual packet traces collected frorprtb@uction network.

Cisco AAS is central to the Cisco Network ApplicatiPerformance Analysis (NAPA) solution, which iseanprehensive set of tools
and services that provides information about apfibo and network performance. More informatiortlo® Cisco NAPA Solution
can be found dtttp://www.cisco.com/go/napas

This document discusses the challenges and workfiails for post-deployment troubleshooting okéRrig applications. In a post-
deployment scenario, Cisco AAS assists in trouldleshg the performance of existing applicationsabyplyzing actual application
transactions from a production environment andrdeteng if performance degradations are caused fyaaly written application
or a limitation of the network infrastructure.

POST-DEPLOYMENT CHALLENGE—TROUBLESHOOTING AN EXISTIN G APPLICATION

Employees in a remote location of a large compaggss the application server and Oracle servetddda the company’s
headquarters. The connection is fast—they use aldagdwidth, low-latency MAN. The measured lateneyween the application
server and Oracle server is less than 0.9 ms. Hawesers complain that the access is slow andtttakdes more than 10 seconds to
query the database.

To analyze the user’s experience, trace captuestaken simultaneously at the client and applicasierver using Cisco NAM or
Cisco AAS capture agents. Cisco AAS intelligentiylects and merges captures files containing data tritical points in the
network. Both captures are filtered by host namiedtate the problematic application transaction.

POST-DEPLOYMENT SOLUTION WORKFLOW

Cisco AAS rapidly illustrates whether performanceljjems are caused by network or application isSt#th Cisco AAS, you can
parse an application trace, analyze it at the egfitin-message and network-packet levels, and gahhdetail their
interdependency. You can identify the root cause @élay by breaking down multi-tier applicationti component flows and
automatically determining dependencies among aqjdic messages.
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Troubleshooting application performance requiresftilowing workflow:

1. Profile application response time

e Capture and import application data from the nekwor

¢ Visualize the application
2. ldentify performance issues and determine rooteaus

e Examine summary of delays

o Diagnose bottlenecks

o Perform quantitative analysis

¢ Analyze data transaction and import applicatioradaim network
3. Document analysis

e Create and publish a report

4. Determine steps for improving application respairse

Profile Application Response Time

Captured files can be opened and analyzed usinGitoe AAS Application Characterization Environmemt “ACE.” ACE is an
enabling technology for visualizing and analyzipglication performance problems. Cisco AAS readketraces that can be
captured from a Cisco NAM or using capture agemis come with Cisco AAS. The capture agent cambgiled on Windows,
UNIX, and Linux operating systems.

Capture and Import Application Data From the Networ  k

To evaluate the user’s experience with the appdinatrace captures are taken simultaneously atlibet and servers. A Cisco NAM
blade installed in a Cisco Catal§€500 Series Switch as well as Cisco AAS agentsised for server and client application-
transaction packet captures. Both types of capanefiltered by host name to isolate the applicatf interest; in this case the
application is Oracle.

Visualize the Application
The first step is to view the Data Exchange Chanich shows the application and network packeta/éen the tiers on a timeline.
The tiers in this case are the user shown as “Cliepplication server, and database server (sgeré&il).
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Figure 1. Data Exchange Chart Showing Tiers and Response Time
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The Data Exchange Chart visually characterizesipdication trace:

e The timeline on the top graphs shows the totalaese time of the application task. The response fonthis application is

almost 10.5 seconds.

¢ A horizontal line represents each application tiéent, application server, and database server.

¢ Message request and response times are shown betaet tier.

e The messages are colored by their application pdy$ize. The legend is shown at the bottom of tihelaw.

e Each individual application message is represenyegh arrow that starts at the source tier and ahtte destination tier
(Figure 2). The arrow color represents the numbapplication bytes in the message. Each coloreddpesents a group of

messages; the amount of color represents the pageeaf messages that fall into each applicatiofepa size category.
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Figure 2. Data Exchange Chart Shows Many Messages Between Application Server and Database Server
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You can observe from the Data Exchange Chart theramication pattern between the client, applicaserver, and database server.
The client makes an initial request to the applicaserver, initiating a series of messages betieemapplication server and database

server. Finally, a response is returned to theatliehe majority of the total application respotisge results from communication
between the application server and database server.

The chart also shows that about one-half of thesages between the application server and databager are orange, indicating the

payload size is between 1 and 100 bytes per mesgagecan immediately conclude that the applicatiod database are sending
many small messages and the total response timeristhan 10 seconds.

Identify Performance Issues and Determine Root Caus e
Visualizing the application helped determine thas transmitting many small packets between thiegtion server and database

server and the total response time is signifiddoty you can further examine how the small packes affects the response time.
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Examine Sources of Delays

Sources of delay are summarized in convenient dmagr Thresholds for key application statisticsuemed to generate informative
reports that characterize problems. Cisco AAS persathese functions using its AppDoctor featuree Bammary of Delays function
in AppDoctor shows you how individual delays conttie to the total application response time. Apabice diagnosis then
identifies the bottlenecks. Finally, more quanii@@analysis can be performed looking at AppDoststatistics.

The Summary of Delays chart (Figure 3) breaks dtherimpact that the tiers and network have onadted aipplication response time

including:

Tier processing delay—The total time it takes tocpss the application at each tier. This includel @R cessing time and

user think time.

Latency—Delay due to latency in the network. Lateisae time for one bit to be transmitted acrbssrtetwork.

Bandwidth delay—Delay caused by the limited bandwiftthe network.

Protocol and congestion delay—Delay as a metriebfork restriction to packet flow. It may be causgd

o Packet queuing in the network and

o Flow-control mechanisms imposed by network protec®CP, for example, has several built-in flow-cohimechanisms
including TCP window resizing.

Figure 3. Summary of Delays, Including Application Server-to-Database Server Latency
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Notice in Figure 3 that a contributing factor te tpplication delay is network latency. It accodatsalmost 42 percent of the total
response timerhisis somewhat surprising because the measured latency between the application server and database server isless
than 1 ms.
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Also indicated in this chart is a significant ambahprocessing on the database server. The s&higk” time accounts for nearly 42
percent of the total response time.

AppDoctor can be used to further analyze the psiogglelay on the database server.

Diagnose Bottlenecks

The Diagnosis function in AppDoctor (Figure 4) pidms a more detailed view of the potential botttkseaffecting this transaction

as well as recommendations on how to improve tipdicgtion. The Diagnosis function tests the curtesmisaction against issues that
often cause performance problems for network-bapgtications, grouped by category. Values that exapecific, user-
configurable thresholds are marked as bottleneck®tntial bottlenecks.

Figure 4. Identified Bottlenecks
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The following categories are identified as bottleee

e Chattiness
e Network Effects of Chattiness
o Effect of Latency

When you select the Chattiness category, AppDoutikes a recommendation on how to remove chattaseasottleneck.
AppDoctor recommends sending more application patapplication turn, which would decrease the ichpélatency on the
overall application response time (Figure 5).

If you select Effect of Latency, AppDoctor recomrdemmoving the tiers closer together to reduce tbpamation delay caused by
geographical constraints.
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Figure 5. Recommendation on How to Remove Chattiness
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Perform Quantitative Analysis
AppDoctor provides further details of the applioatiransaction through summary statistics (Figgrieduding:

e« Amount of time each tier spent processing the aetisn

« Number of messages sent between application tiers

Amount of data sent between application tiers

Average network packet size

Amount of data loss including packet retransmission

Figure 6. Statistics Used to Identify Application Transaction Problem
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Notice the Response Time is 10.698 seconds, whigiesponds to the value that you saw previoustiiégnData Exchange Chart.

Several statistics are relevant to this study. Tép®rt examines two in particular: the numberpglication turns and the maximum
data exchanged in each turn.

Each change in direction is called a@pplication turn because the application changes the directiomtaf tbw. Applications with
many application turns are generally consideredtglaad are sensitive to network delay. The serifsitoccurs because each
message must be received at a tier before thespameing response can be sent; as a result, eadageeis affected by network
latency. Notice that the application used 5047gumexchange 643,216 bytes of data.

This confirms the previous analysis in which cimegisis and the network latency are the primary caafsee poor application
response time.

Also note that th&ffect of Latency is 4.49 seconds. Here you see that the effecttefity alone, aggravated by the 5047 applications
turns, accounts for about 4.49 seconds or 42 peofehe total transaction response time. Becaatsmty is largely a product of
geographical distance and network hops, addingwialtidl will have a minimal effect on the responseei To minimize this
component, you can reduce the latency on the tiocueduce the number of application turns.

Analyze Data Transaction and Import Application Dat  a from Network

In addition to improving the effect of latency dretapplication response time, it is necessarydoae the amount of time the
database server is processing the client’s redpyeshalyzing the application messages sent bettinseapplication and database
servers using the Data Exchange Chart.

Examining the captured data will allow you to seevipackets are exchanged. First examine the begjrofithe transaction more
carefully by zooming in on traffic between 0.24 @nh@6 seconds (Figure 7).

Figure 7. Zoom in on Captured Data
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As you zoom into a group of messages in the Dath&nxge Chart, the individual application messagesiaualized.

Each arrow indicates the message direction bettfeeApplication Server and the Database Serveu(Ei§).
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Figure 8. Data Exchange Chart Showing Detailed Transaction
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The Data Exchange Chart exhibits a simple requesgtemse pattern. The application server sendsuasegnd the database server

receives the request, processes the request,raily Bends a response to the application server ehtire process takes

approximately 9 seconds to complete.

You can view the processing delay for each messggelecting “Show Dependencies.” The processinbgcammunication delay for
each message is not significant, on average 0.However, aggregated over the number of applicatiams, it becomes a significant

bottleneck.

You can conclude from the analysis of the netwatkrcy and application chattiness that the appdicas not optimized for the

current deployment. This data can be used to yustéf expense of recoding the application.
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Document Analysis and Create and Publish a Report

The above analysis can be automatically capturddlanumented in either Rich Text Format (.rtf) afNML format. This feature
allows you to create a report that you can edit\aew directly in Microsoft Word or publish to apert server.

You can specify the content to include in your meiigure 9) and choose these report optionsner(tiull color), print-friendly
(grayscale), and English or another language.

Figure
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Determine Steps for Improving Application Response Time

The post-application deployment scenario showed Gmeo AAS can be used to visualize and diagnopécapion performance
problems. Before starting the analysis, users tedapplication response time was more than 10nsklscé\n analysis of the
communication pattern between each component adfgpécation concluded the slow response was pifiyndue to application
chattiness, aggravated by network latency. Althoogfivork latency between client and applicatiovesewas known to be less than
1 ms, the aggregated delay was significant dukgamtumber application turns. This information isical to determining how to

improve application performance and the end-uspemance.

Cisco Application Analysis Solution is a vital tdfok diagnosing and solving application performapoeblems. It can be used to
predict application performance before deploymeit i@ troubleshoot problems of production applmadi For more information
about Cisco AAS, contact your Cisco representaiivasit http://www.cisco.com/en/US/products/ps6362/indaxiht
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