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White Paper 

Intelligent Traffic Services with  
the Cisco MDS 9000 Family Modules 

The second-generation Cisco ® MDS 9000 Family modules offer extensive tools for traffic engineering.

INTRODUCTION 

As storage networks continue to mature and grow in scale, the level of service provided by those networks must scale as well. The demands of 

today’s high-performance storage subsystems and the growing number of servers in the data center require a storage area network (SAN) that can 

provide robust performance and on-demand flexibility while still maintaining an attractive cost structure. Efficient utilization of network bandwidth 

is crucial in building a large-scale enterprise data center SAN. Even as 4-Gbps and 10-Gbps Fibre Channel interfaces become available, most 

servers, storage subsystems, and applications continue to run at 1 Gbps or 2 Gbps. Because of this fact, it is very important to be able to effectively 

allocate the network bandwidth to accommodate actual I/O throughput at each interface dynamically. Cisco MDS 9000 Family intelligent 

oversubscription technology, using a flexible crossbar-based modular design, allows for a mix of price and performance to meet any SAN 

requirements. 

OVERSUBSCRIPTION 

With the introduction of the Cisco MDS 9000 Family platform, Cisco Systems® changed the way that SANs were designed and deployed. One of the 

most compelling design options that it offers is the choice between a full-rate module and an oversubscribed module. This choice allows the best mix 

of performance (storage, tape, and Inter-Switch Links [ISLs]) and price per port (large number of servers). Because 95 percent of Cisco MDS 

customers purchase oversubscribed modules, these modules have pushed the cost of deploying a SAN down while maintaining critical 

application performance. 

One characteristic that makes oversubscribed modules ideal for most data center servers is their ability to respond to line-rate bursts of data. The 

first-generation 32-port module (DS-X9032) for the Cisco MDS 9000 Family shared 2.5 Gbps of bandwidth per four-port group. This allowed any 

device to burst at high data rates and still have performance available for the other three ports in the group (Figure 1). The 32-port module also 

instituted a round robin mechanism that prevents any one device from taking all the bandwidth from another device. This allows for complete 

fairness if the aggregate of the four devices exceeds the available 2.5 Gbps of bandwidth available. 

Figure 1. Data Burst and Fairness Capability in Oversubscribed Modules 
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The 32-port module’s effectiveness in allowing burst traffic and also helping ensure fairness coupled with a significant cost per port savings made 

the oversubscribed module attractive within the data center. If applications with different I/O performances are mixed in the same oversubscribed 

port group, 2.5 Gbps of total bandwidth will be efficiently shared and utilized. However, depending on business requirements, sometimes setting 

bandwidth limits on certain interfaces to maximize or minimize I/O burst throughput is better, and this in turn somewhat limits designing the most 

effective possible large-scale oversubscribed storage network with a first-generation module. 

The second-generation Cisco MDS 9000 Family modules include two additional modules capable of oversubscription to allow more flexibility and 

cost effectiveness within the SAN: the DS-X9124 (24-port) and the DS-X9148 (48-port). Each module can be used in an oversubscribed fashion, as 

shown in Table 1. 

Table 1. Oversubscription Ratios per Module 

Part Number  1 Gbps Fibre Channel  2 Gbps Fibre Channel  4 Gbps Fibre Channel  

DS-X9032 1.6:1 3.2:1 — 

DS-X9124 1:1 1:1 2:1 

DS-X9148 1:1 2:1 4:1 
 

In addition to supporting data burst capability and round robin fairness, the second-generation Cisco MDS modules also support a new traffic 

management feature called Bandwidth Allocation. 

BANDWIDTH ALLOCATION 

One of the most significant enhancements to the second-generation modules is their ability to do Bandwidth Allocation. Bandwidth Allocation 

allows a port to guarantee a certain rate of throughput to the end device. This is extremely useful on oversubscribed modules because it allows any 

port to perform like a line-rate interface. Used in conjunction with round robin fairness and data bursting capabilities, bandwidth allocation provides 

the capability to completely manage end-device performance. 

Allocation of bandwidth is defined at the port level within a port group. A port group is defined by a series of ports that share back-end bandwidth. 

The 32-port module has a four-port port group. That is to say, four ports share the back-end bandwidth to the backplane of the chassis. Port groups 

in the second-generation modules are no longer composed of four ports. The increase in the number of ports in a port group, as show in Table 2, 

allows the most flexibility in allocating dedicated bandwidth while still maintaining burst capability for other ports in the group. 

Table 2. Port Group Size per Module 

Part Number  Port Group Size  Group Bandwidth  

DS-X9032 4 2.5 Gbps 

DS-X9124 6 12 Gbps 

DS-X9148 12 12 Gbps 
 

Within a port group, port speed can be set to dedicated bandwidth or shared bandwidth. An individual port can be configured as either 1 Gbps 

dedicated, 2 Gbps dedicated, 4 Gbps dedicated, or shared bandwidth. Bandwidth allocation is independent of the configured speed of the interface. 

In Figure 2 the Fibre Channel interface speeds can be configured to 1 Gbps, 2 Gbps, or 4 Gbps, yet the bandwidth dedicated to them might be above 

or below that. With 12 Gbps of bandwidth available to a port group, the example explicitly reserves the amount of bandwidth required for ports 1, 2, 

5, and 6. This allows the remaining 4 Gbps of bandwidth to be shared on ports 3 and 4 and allows either port to burst to 4 Gbps. 
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Figure 2. Bandwidth Allocation in a Six-Port Port Group 

 

 

Bandwidth Allocation also allows ISLs to be used on an oversubscribed module. Because full line rate can be reserved for any given port, a port 

within the port group can be set to full 4-Gbps speed, guaranteeing full performance for saturated ISLs in the network. This feature makes a chassis 

with all oversubscribed modules a viable configuration in many data centers. 

QUALITY OF SERVICE 

The adoption of a service provider model within the enterprise data center has added the requirement of tiered service levels among storage arrays. 

Adding tiers enables the possibility of adding service-level agreements (SLAs). An important component to an SLA is the priority of one application 

or storage service over another. If a true quality-of-service (QoS) mechanism is enabled in the Cisco MDS 9000 Family module, applications can be 

distinguished by traffic priority. 

The flexibility of QoS on the Cisco MDS 9000 Family module enables a simple mechanism to prioritize applications both within a switch and across 

the entire network. Using the proven mechanism of Deficit Weighted Round Robin (DWRR), users can determine not only application priority but 

also the weight of that priority. The Cisco MDS 9000 Family supports four QoS queues, the first of which is absolute priority. The remaining three 

queues are user definable (see Figure 3). 

Figure 3. Fibre Channel Port Ingress QoS 

 

 

Each of the three user-definable queues maintains a separate weight, with the total weight of the three queues equaling 100 percent. Although the 

fourth queue (absolute priority) is used for network control traffic such as Fabric Shortest Path First (FSPF) updates or zoning changes, the three 

user-definable queues are used for end devices. To help ensure simple management and easy operation, QoS is enabled on a per-zone basis. This 

simple method allows for easy QoS configuration either when a zone is created or when QoS is enabled. 
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Figure 4 shows a typical scenario in which QoS is applied within a switch and across ISLs, helping ensure critical application performance during 

network congestion. Several devices share the same ISL to communicate across the network. If the ISL becomes congested, QoS begins to prioritize 

traffic. Whether servers are talking to the same storage or different subsystems, QoS prioritizes output order, thereby in this case helping ensure that 

the traffic for queue 2 and queue 3 receives preferential treatment to bandwidth over queue 4. 

Figure 4. QoS Applied in Switch and Across ISLs 

 

QoS is useful in many different scenarios. One important scenario is when a network failure occurs. A failure could be the result of a network 

outage or simply a storage subsystem interface failure that forces failover traffic to another interface. In both situations bandwidth in the network 

can become constrained at crucial points. Enabling QoS prior to a failure allows users to determine which applications should have priority. 

CONCLUSION 

The evolving storage network demands a feature set that enables users to manage traffic from end to end. The Cisco MDS 9000 Family of switches 

and directors offers the features to support a dynamic and responsive data center. The second-generation modules for the Cisco MDS 9000 Family 

platform empower users to take control of the network and offer true traffic engineering. 

With the swift adoption of oversubscription in the switch as a cost reducer, Cisco is continuing its industry-leading flexibility between cost and 

performance. Bandwidth allocation makes the choice between cost and performance simple by offering the flexibility to allow line-rate performance 

at oversubscribed cost. Completing the traffic-management strategy by enabling QoS within the network helps ensure that SLAs and application 

requirements are met during normal operation and in times of heavy network load. 

Together, bandwidth allocation and QoS, coupled with the rest of the award-winning Cisco feature set, offer a feature-rich switch while providing 

low-cost connectivity. 
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