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Cisco Systems ° released the first-generation Cisco ° MDS 9000 Family high-density, multiprotocol, intel  ligent storage area
network (SAN) switches in December 2002. The switch  es offered intelligent features and functionality, with port densities
higher than those previously existing in the Fibre Channel switching marketplace.

The second-generation Cisco MDS 9000 Family lirdsasupervisors, and chassis add additional igégitie to the SAN switching fabric, more
than doubling the port densities offered by othdNSwitches, while preserving investment protectiorough compatibility with existing chassis,
linecards, and supervisors.

This white paper provides technical guidance ferfettors to consider when designing a SAN.

AUDIENCE

Escalating storage requirements, rising manageouests$, the requirement to share information, anceasing levels of underutilized disk storage
resources are encouraging the consolidation chgeresources and the migration from direct-atdsherage (DAS) to SANs. SANs provide the
basis for managing increased storage costs byesftig pooling and scaling storage resources, éngbl

« Efficient utilization of storage resources

« Multiple system access to multiple storage devicagardless of location

« Consolidation of multiple low-end storage systents centralized, high-end systems
* Reduced administrative overhead with centralizetagte management

The aim of this white paper is to provide SAN atebts and storage administrators with the backgtdumowledge to use technical features and
innovations within Cisco MDS 9000 Family switchesdecrease the overall cost and complexity of S&Nayments while providing high levels
of availability and manageability.

SAN DESIGN

SAN design doesn’t have to be rocket science. Mo&&N design is about deploying ports and switéhesconfiguration that provides flexibility
and scalability. It is also about making sure teevork design and topology look as clean and foneti one, two, or five years later as the day they
were first deployed.

Problems of Early SAN Designs

The first SAN deployments hardly qualified as netgo Built using fixed-configuration 8-port or 1@ switches, they offered limited port counts,
no fault isolation or fabric segmentation functibityalimited switch-to-switch connectivity with mimal traffic load-balancing, and no traffic
management capabilities. Management tools focusedement management rather than network management

Fibre Channel topologies have evolved a long wasnfthe early SAN days. SANSs started as simple singlitch topologies to provide additional
connectivity to storage devices. Storage vendonsileal small Fibre Channel switches with their ggerarrays to improve bandwidth, I/Os per
second (IOPS), and array connectivity fan-out cdipials.
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As storage requirements continued to grow expoakyntihe need to optimize storage usage by wagoatolidation and better utilization
became necessary as a method to reduce overaltastaof ownership (TCO). This growth has ledhe heed for more scalable and flexible
SAN topologies to meet increasing storage requirgsnand increasing performance requirements of atingp platforms.

Principles of SAN Design

The underlying principles of SAN design are relelyvstraightforward: plan a network topology thahdandle the number of ports necessary now
and into the future; design a network topology veithiven end-to-end performance and throughput lavaind, taking into account any physical
requirements of a design (for example, whethedtta center is or will in the future be locatednauitiple floors of a building or in multiple
buildings or locations); and provide the necessannectivity with remote data centers to handlebihsiness requirements of business continuity
and disaster recovery.

These underlying principles fall into five genecategories:

« Port density and topology requirements—Number of ports required now and in the future

» Device performance and over subscription ratios—Determination of what is acceptable and what is/aitmble
< Traffic management—~Preferential routing or resource allocation

Fault isolation—Consolidation while maintaining isolation

Control plane scalability—Reduced routing complexity

Port Density and Topology Requirements

The single most important factor in determining mthast suitable SAN design is determining the nunab@nd ports—both now and over
the anticipated lifespan of the design. As an exantpe design for a SAN that will handle a netwatith 100 end ports will be very different
from the design for a SAN that has to handle a agtwvith 1500 end ports.

From a design standpoint, it is typically bettept@restimate the port count requirements thamtterestimate them. Designing for a 1500-port
SAN does not necessarily imply that 1500 ports ntedzk purchased initially, or even ever at alis labout helping ensure that a design remains
functional if that number of ports is attained heatthan later finding the design is unworkable aAginimum, the lifespan for any design should
encompass the depreciation schedule for equiprygritally three years or more. Preferably, a desigould last longer than this, because
redesigning and reengineering a network topologyptme both more time-consuming and more difficulttesnumber of devices on a SAN
expands.

Where existing SAN infrastructure is present, dateing the approximate port count requirementspisdifficult. You can use the current number
of end-port devices and the increase in numbeewités during the previous 6, 12, and 18 monthewgh guidelines for the projected growth in
number of end-port devices in the future.

For new environments, it is more difficult to deténe future port-count growth requirements, buteoagain, it is not difficult to plan based on
an estimate of the immediate server connectivigpirements, coupled with an estimated growth r&&0mercent per year.

A design should also consider physical space reménts. For example, is the data center all orflong? Is it all in one building? Is there a desire
to use lower-cost connectivity options such as iSGSservers with minimal 1/0 requirements? Do ywant to use IP SAN extension for disaster
recovery connectivity? Any design should also cdasincreases in future port speeds, protocolsdandities. Although it is difficult to predict
future requirements and capabilities, unused moslols in switches that have a proven investmesteption record open the possibility to future
expansion.
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Device Performance and Oversubscription Ratios

Oversubscription is a necessity of any networkéatructure and directly relates to the major fienéa network—to share common resources
among numerous clients. The higher the rate ofsaNmcription, the lower the cost of the underlymegwork infrastructure and shared resources.
Because storage subsystem I/O resources are not@agnconsumed at 100 percent all the time by glsinlient, a fan-out ratio of storage
subsystem ports can be achieved based on the Waraks of various applications and server platfoivtest major disk subsystem vendors provide
guidelines as to the recommended fan-out ratizb$gstem client-side ports to server connectiohes& recommendations are often in the range
of 7:1 to 15:1.

When considering all the performance charactesistfdhe SAN infrastructure and the servers andag®devices, two oversubscription metrics
must be managed: IOPS and network bandwidth capaicthe SAN. The two metrics are closely rela@though they pertain to different
elements of the SAN. IOPS performance relates tntile servers and storage devices and theiryatilihandle high numbers of 1/0O operations,
whereas bandwidth capacity relates to all devicghe SAN, including the SAN infrastructure itséi the server side, the required bandwidth is
strictly derived from the 1/O load, which is derd/&om factors including 1/O size, percentage @afd®versus writes, CPU capacity, application I/O
requests, and I/O service time from the targetaevOn the storage side, the supported bandwidtham strictly derived from the IOPS capacity
of the disk subsystem itself, including the systerhitecture, cache, disk controllers, and actiskisd

In most cases, neither application server hostlapters (HBAs) nor disk subsystem client-siderodiets are able to handle full wire-rate
sustained bandwidth. Although ideal scenario tesitsbe contrived using larger 1/0s, large CPUs,sapliential I/O operations to show wire-rate
performance, this is far from a practical real-wldrhplementation. In more common scenarios, /O position, server-side resources, and
application 1/O patterns do not result in sustaifdbandwidth utilization. Because of this faoyersubscription can be safely factored into
SAN design. However, you must account for bursttté&fic, which might temporarily require high-rdt© service. The general principle in
optimizing design oversubscription is to group &mglons or servers that burst high I/O rates #iéint time slots within the daily production
cycle. This grouping can examine either complemgragplication 1/O profiles or careful schedulinfjl®-intensive activities such as backups
and batch jobs. In this case, peak time I/O traffintention is minimized, and the SAN design oviessuption has little effect on 1/O contention.

Best-practice would be to build a SAN design usirtgpology that derives a relatively conservativersubscription ratio (for example, 8:1)
coupled with monitoring of the traffic on the switports connected to storage arrays and Inter-8witiks (ISLs) to see if bandwidth is a limiting
factor. If bandwidth is not the limited factor, digation server performance is acceptable, andiegtn performance can be monitored closely,
the oversubscription ratio can be increased gradtah level that is both maximizing performandeile minimizing cost.

Traffic Management

Are there any differing performance requirementdiferent application servers? Should bandwidthrdéserved or preference be given to traffic
in the case of congestion? Given two alternatéi¢rphiths between data centers with differing dists, should traffic use one path in preference
to the other?

For some SAN designs it makes sense to implemaffictmanagement policies that influence traffimil and relative traffic priorities.

Fault Isolation

Consolidating multiple areas of storage into algimdnysical fabric both increases storage util@atnd reduces the administrative overhead
associated with centralized storage managementniblj@ drawback is that faults are no longer igmatithin individual storage areas.
Many organizations would like to consolidate thearage infrastructure into a single physical fadout both technical and business
challenges make this difficult.
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Technology such as virtual SANs (VSANS) enables tloinsolidation while increasing the security atatbitity of Fibre Channel fabrics by
logically isolating devices that are physically nented to the same set of switches. Faults withfabric are contained within a single fabric
(VSAN) and are not propagated to other fabrics.

Control Plane Scalability

A SAN switch can be logically divided into two psire data plane, which handles the forwarding td éiames within the SAN; and a control
plane, which handles switch management functiangjrrg protocols, Fibre Channel frames destinedHerswitch itself such as Fabric Shortest
Path First (FSPF) routing updates and keepaliveserserver and domain-controller queries, and éiliiee Channel fabric services.

Control plane scalability is the primary reasorrage vendors set limits on the number of switclmesdevices they have certified and qualified
for operation in a single fabric. Because the agritane is critical to network operations, anysar disruption to the control plane can result

in business-impacting network outages. Control @lservice disruptions (perpetrated either inadwéter maliciously) are possible, typically
through a high rate of traffic destined to the stvitself. These result in excessive CPU utilizatmd/or deprive the switch of CPU resources for
normal processing. Control plane CPU deprivatianaao occur when there is insufficient controln@aCPU relative to the size of the network
topology and a network-wide event (for examplesloBa major switch or significant change in togypoccurs.

FSPF is the standard routing protocol used in Fitirannel fabrics. FSPF automatically calculates#st path between any two devices in a
fabric through dynamically computing routes, essitihg the shortest and quickest path betweenwaylevices. It also selects an alternative
path in the event of failure of the primary paththdugh FSPF itself provides for optimal routingJeen nodes, the Dijkstra algorithm on which
it is commonly based has a worst-case running tiraeis the square of the number of nodes in thedaThat is, doubling the number of devices
in a SAN can result in a quadrupling of the CPUcpssing required to maintain that routing.

A goal of SAN design should be to try to minimibe fprocessing required with a given SAN topologtteAtion should be paid to the CPU
and memory resources available for control plametionality and to port aggregation features sucRigco PortChannels, which provide all
the benefits of multiple parallel ISLs between shés (higher throughput and resiliency) but onlgesgy in the topology as a single logical link
rather than multiple parallel links.

ADVANCED CISCO MDS FEATURES USED TO SIMPLIFY SAN DE SIGN AND DEPLOYMENT
A common practice in many organizations embarkingdN deployment is to build numerous separate Svsiber than one larger consolidated
SAN. This practice has generally been followedrfrany reasons relating to both products and proesdur

From a product perspective, many organizations kaperienced instability caused by limited scalgbdf existing SAN switches and simply
could not build larger consolidated fabrics. Tlsisiill true today in companies where many switdiege inadequate CPU and memory resources,
rendering them unable to participate in largeritabrequiring larger control plane processing. th@s reason, many organizations built numerous
smaller fabrics. This practice is a costly one beeeof the wasteful nature of dedicating entiresida} fabrics and their ISLs to a subset of
applications, along with the inability to move fieerts from one fabric to another application ieth@n another fabric.

The procedural reasons for building separate SABlsr@re complicated to overcome. Many organizataeyoyed separate applications on
separate SANs to enforce security and managememidaequirements, so that a given SAN administredald be assigned to manage a given
fabric independently from the other fabrics. SemaB&ANs also meant that changes to the storagégcoafion in one application area did not
require coordinating downtime across multiple aggdlons. Any inadvertent misconfiguration won'tuksn downtime for other applications.
Interoperability concerns still exist with SANs #d and for this reason many applications, stotgges, and operating systems are often isolated
on different fabrics, again for stability reasofkese are difficult problems to overcome in trawfitil fabrics.
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Although there are numerous product and procedesaions for building separate SANs, doing so doesaeme without additional costs. Some
SANSs might be full (no unused ports left), meantingt additional capital investment is requireddapansion, even if there are other SANs with
free (unused) ports that could otherwise be usedsuth, SANSs typically end up with stranded portsusaa ports in one fabric that cannot be
used where they are required.

The solution to the costly deployment problem afenous SANSs is not solved by simply merging allissrvments together into one logical and
physical fabric. The ideal model is to be ableagidally replicate the isolation, stability, and Itiple management scopes offered by the SANs atop
a common physical fabric in which ports can belgaployed within fabrics in need. This solutienbiest termed as ‘virtualizing the fabric’ and
involves an end-to-end architecture supported mgiated hardware and software mechanisms witleintielligent SAN switches themselves.

VSANSs

Fabric virtualization is used to provide hardwaeessdd traffic segregation and control plane falegigises on a virtual fabric basis. Cisco fabric
virtualization is available on a per-port basis asds VSANSs, a technology that is now part of tiNSAT11 standard for virtual fabrics. Cisco’s
VSAN technology works by prepending a virtual fatinieader tag onto each frame as it enters thetswiith the tag indicating on which VSAN
the frame arrived. This tag is subsequently useelvthe switch makes distributed hardware forwardiegsions.

There are fundamental differences between the Gigpooach to fabric virtualization and those avdddrom other vendors: Cisco frame
forwarding application-specific integrated circuifsSICs) are virtual fabric aware, using the indysttandard Virtual Fabric Trunking (VFT)
extended headers (FC-FS-2 standard, section I0f@)warding decisions. Other switches either dbaffer any fabric virtualization capabilities
or populate different forwarding tables into di#fat linecards, essentially building a per-line-gaadtitioning feature out of inconsistently
programming forwarding tables.

VSANSs can be used to provide any form of logicalasation: production, development, test, open-systeosts, tape, replication, cross-site
connectivity, segregation by operating system,smdn.

VSAN Trunking

VSAN Trunking is the ability to trunk multiple VSA$Nacross a single ISL or group of ISLs, enablimgrmmon group of ISLs to be used as a pool
for connectivity for multiple fabrics between switss. VSAN Trunking uses industry-standard VFT EdezhHeaders to provide traffic segregation
across common trunked ISLs.

The primary benefit of VSAN Trunking is in consadtthg and reducing the number of distinct ISLs megfibetween switches. For example,

for organizations that have multiple fabrics betwdata centers (for example, individual fabricsfpnchronous replication, IBM Fiber
Connection [FICON], and open-systems tape), VSANKg enables a common pool of ISLs to be usetljaieg the number of individual

ISLs. This typically results in substantial costisgs through a reduction in the number of denseelemgth-division multiplexing (DWDM)
transponders or dark fibre pairs necessary top@ansll the fabrics between sites. Furthermoreabse individual fabrics often have very different
load profiles, grouping them together can result ligher overall throughput because individuatitabcan burst at the rate of all of the ISLs.
Where priority needs to be given to specific taff devices, quality of service (QoS) can be comtiwith VSAN Trunking to provider a
bandwidth allocation guarantee for specific devize¥ SANSs.

Inter-VSAN Routing

The Cisco approach to SAN routing is called Int&AN Routing (IVR). IVR provides the ability to setevely route traffic between different
VSANSs without merging the fabrics together. IVR daused to simplify SAN designs and provide resdy for many types of deployments:
isolated fabrics for change control; primary datater and secondary data center connectivity; §eoBervice Provider (SSP) or management
segregation; consolidated tape; and separationooiugtion, development, and test environments sélbcted connectivity to centralized storage
devices.
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There are fundamental difference between the Gippooach to SAN routing and those available froneotendors. IVR makes use of Fibre
Channel Network Address Translation (FC-NAT) fuantlity built into the distributed frame forwardisgicon on every linecard, and can be
deployed with no loss of performance or additidatdncy. Other SAN switch vendors’ implementatiogguire external gateway fabric switches,
which both consume switch ports (for ISLs to amahfrpartitions and switches) and offer lower perfance and higher latency because of traffic
having to loop through the gateway device. Extegaa¢way devices also typically have their own ¢irdagrated) proprietary management
applications and interfaces which increases manageocomplexity. Furthermore, because the exterai@vgay device is commonly a fabric switch
that is not highly available, multiple gateway dms need to be deployed to achieve a highly availBBN routing solution.

Port Bandwidth Reservations

The Cisco MDS 9000 Family first-generation lineetarodules uniquely offered the choice of both prennce-optimized (non over-subscribed,
non-blocking) and host-optimized (over-subscrilbamh-blocking) Fibre Channel line-card modules. Tprisvides a choice in switching module
density, performance, and flexible price per pod anables SAN designers to build larger SAN fabiith fewer switches while still maintaining
reasonable host-to-storage oversubscription ratios.

Cisco second-generation line-card modules contioyseovide this flexibility, but rather than harditng performance characteristics of individual
modules in the line-card module itself, switch farding resources can be dynamically configureddwide dedicated switch forwarding resources
to individual ports that need it. This enablestiiring and matching of high-performance devices devices with lesser performance
requirements within port groups on the same lirdkcar

Each of 12-port 1/2/4 Gbps, 24-port 1/2/4 Gbps48gport 1/2/4 Gbps line-cards has four port growjis 12.8 Gbps of forwarding resource
shared among all front-panel ports that make upgbea group. The 12-port linecard has 3 front-pauuets per port group, the 24-port linecard has
6 front-panel ports per port group, and the 48-poeicard has 12 front-panel ports per port grdtigyre 1).

Figure 1. Port Group on a 48-port 1/21/2/4 Gbps Linecard Module

Port-group

By default, a 12-port linecard offers line-rateaighput at all of 1/2/4 Gbps. The 24-port linecaffdrs line-rate throughput at 1/2 Gbps but is 2:1
over-subscribed at 4 Gbps if all ports in the s@ar group are attempting to push line-rate tradfioultaneously. The 48-port linecard offers line-
rate throughput at 1 Ghps but is 2:1 and 4:1 oubssribed respectively for 2 Gbps and 4 Gbps] ip@its in the same port group attempt to push
line-rate traffic simultaneously (Table 1).
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Table 1.

Data Link Layer
Bandwidth

Forwarding Performance for Cisco MDS 9000 Family Second-Generation 1/21/2/4 Gbps Linecards

Data Link Layer
Bandwidth

Data Link Layer
Bandwidth

Number of Default Data ; : :
Front-Panel Link Layer Reqmrements for Requwements for Requwements for
Ports per Temaicii L|'ne—Rate 1-Gbps Ll.ne—Rate 2-Ghps Ll.ne—Rate 4-Gbps
Cisco Part LG 12.8-Gbps Allocation Fibre Channel Fibre Channel Fibre Channel
Number Description Port Group per Port Bandwidth Ratio  Bandwidth Ratio  Bandwidth Ratio
DS-X9124 12-port 1/21/2/4-Gbps 3 4.25 Ghps 0.85 Gbps*  1:1 1.70 Gbps*  1:1 3.40 Gbps* 11
Fibre Channel module
DS-X9124 24-port 1/21/2/4-Gbps 6 2.125 Gbps 2:1
Fibre Channel module
DS-X9148 48-port 1/21/2/4-Gbps 12 1.0625 Gbps 2:1 4:1

Fibre Channel module

* 1-Gbhps, 2-Gbps, and 4-Gbps Fibre Channel are2b.@bps, 2.125 Gbps, and 4.25G bps at the physigdhyer. They are all encoded at 8b/10, and ttsal
data-link-layer bandwidth requirements are 0.85%Hp7 Gbps, and 3.4 Gbps, respectively.

Port bandwidth reservations enable bandwidth tdduacated to individual ports such that they apabie of sustaining line-rate 4 Gbps on 24-port
linecards and line-rate 2 Gbps and 4 Gbps on 48lipecards. That is, both the 24-port linecard #m48-port linecard can be configured such
that they reserve capacity for up to 12 portsrod-iate traffic at 4 Gbps.

This flexibility allows mixing and matching of dexds that require high performance (for exampletspattached to storage arrays and ISLs)
alongside devices that do not require sustainehl thigoughput (for example, ports attached to hoktgjeality, even the highest performance
SAN-attached devices do not require dedicated Edfept line-rate capacity, but rather only reqthesability to burst to 100 percent line rate.

As an example, let us say that we are provisiostogage resources at a ratio of one storage poeviery 11 host ports (11:1 oversubscription).
Using 48-port linecards for connectivity, you coelshfigure the linecard to dedicate 4 Gbps of ciéypéo each port attached to a storage array
and share the remaining ~9.4 Gbps across the ringdid ports in a 12-port port group (Figure 2).

On an end-to-end basis, overall oversubscriptidili¢—one storage-attached port for every 11 haattaed ports. Within a single port group,
bandwidth is dedicated for traffic to and from #terage array (4 Gbps dedicated, helping ensumvasubscription), and the remaining 11 ports
for hosts share ~9.4 Gbps of forwarding resourpadcity. This equates to an oversubscription ratie22:1 at 2 Gbps or ~4.4:1 at 4 Gbps—

a lower oversubscription ratio than what is des@grd-to-end (11:1), thus not affecting the ovetaBign.
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Figure 2. Port Bandwidth Reservations Enable Dedicated Switch Forwarding Resources for Devices that Require Sustained
High Performance (e.g. Storage and ISLs) and Sharing of Forwarding Resources between Devices that Don’t Require
Sustained Line-Rate

As shown in Figure 2, port bandwidth reservatiomsaavery important SAN design feature that enahigis-density, high-performance SAN
designs to be built.

Cisco PortChannels

PortChannels are an ISL aggregation feature thrabeaused to construct a single logical ISL betwseitches from up to 16 physical ISLs.
From a SAN design perspective, this is useful imgeof providing both higher-throughput connecgiietween switches and a high-resiliency
connection. PortChannels can be built using poot® fany linecard on any module. Traffic across a@®wannel bundle is automatically load-
balanced according to a per-VSAN load-balancingcgoproviding very granular traffic distributiortieoss physical interfaces within a
PortChannel bundle while preserving in-order delive

With PortChannels, physical interfaces can be bdtfed to and removed from a PortChannel bundleowitimterrupting the flow of traffic,
enabling nondisruptive configuration changes taniaele to production environments.

Multiprotocol: SAN Connectivity Using Integrated iS CSl and IP SAN Extension Using Fibre Channel over| P

iISCSI

iSCSI enables hosts to connect to SAN-attachedgaat a far lower price point than could be adteysing native Fibre Channel connectivity.
iSCSI uses Ethernet and TCP/IP as its transpoth, déta being passed over existing IP-based hostemtivity. Because hosts can use their
existing IP and Ethernet network connections t@ssstorage elements, storage consolidation effantde extended to the midrange server
class at a relatively lower price point compareé&itore Channel, while improving the utilization aschlability of existing storage devices.

iSCSI gateway capabilities can be enabled on QW& 9000 Family switches using 8-port IP servicesloles, 4-port IP services modules,
and 2-port multiprotocol services modules.
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Fibre Channel over IP

Over short distances, such as within a data ceffexs are typically extended over optical linkstwihultimode optical fiber. As the distance
increases, such as within a large data centermpus, single-mode fiber or single-mode fiber witlase wavelength-division multiplexing

(CWDM) is typical. Over metropolitan distances Deigave Division Multipexing (DWDM) is preferable MIDM is also used where higher
consolidation density or aggregation of FICON, Emtise Systems Connection (ESCON), and 10-Gigahi¢faet data center links is required.

In contrast, Fibre Channel over IP (FCIP) can kexlue extend a Fibre Channel SAN across any distdfCIP can be used over metro and campus
distances or over intercontinental distances whraight be the only transport available.

SAN extension using FCIP typically has many costdfies over other SAN extension technologies. teiatively common to have existing 1P
infrastructure between data centers that can ledged at no incremental cost. Additionally, IPreagtivity is typically available at a better price
point for long-distance links compared to pricimg dptical Fibre Channel transport services.

FCIP is a means of providing a SAN extension ovelPainfrastructure, enabling storage applicatismsh as asynchronous data replication, remote
tape vaulting, and host initiator to remote podleatage to be deployed irrespective of latencydisithnce. FCIP tunnels Fibre Channel frames
over an IP link, using TCP to provide a reliabkngport stream with a guarantee of in-order defiver

Cisco MDS 9000 Family switches offer a number dfacements on top of standards-based FCIP to iragha/functionality and usability
enabled by FCIP:

¢ IVR is included with IP SAN extension functionalitfR enables IP SAN extension without compromisialgric stability and reliability by
allowing for routing between SAN extensions andssiithout the need to create a common mergeccfabri

» Fibre Channel traffic can be very bursty, and tiadal TCP can amplify that burstiness. With traial TCP, the network must absorb these
bursts through buffering in switches and routeekiet drops occur when there is insufficient birfiigiat these intermediate points. To reduce
the probability of drops, Cisco MDS 9000 switchee traffic shaping to reduce the burstiness offfB traffic leaving the Gigabit Ethernet
interfaces. This is enabled through the use ofrmbke-rate, per-flow shaping and by controlling fhCP congestion window size.

« Various enhancements to TCP based on RFC1323dingunodifications to TCP slow start and TCP resraissions, are used within the Cisco
MDS to provide higher levels of throughput to FEh@n would otherwise be possible using standard. TCP

* Compression (hardware based on MPS-14/2 moduleyaef based on IPS-4/8 modules) enables highdictlavels to be sustained through
the WAN. Compression utilizes standards-based LzBdeflate algorithms, typically achieving compiesgatios of 2:1 to 3:1 with a real-
world traffic mix (as measured using industry-stamitests such as Canterbury Corpus) and up toc®pression on very compressible data.
Hardware compression supports up to 150 MBps (~MB@s) of compressed throughput per port; softwarapression is available for up to
300 Mbps of compressed throughput per port. Higlggregate throughput can be achieved by load-hatpt@ffic across multiple FCIP
tunnels and Gigabit Ethernet interfaces port chimthigether.

* FCIP Write Acceleration (FCIP-WA) is a SCSI protbspoofing mechanism designed to improve applicagierformance by reducing
the overall service time for SCSI write 1/0s anglieated write I/Os over distance. Most SCSI FClfteM/O exchanges consist of two or
more round trips between the host initiator andrémaote target array or tape. With FCIP-WA, mugtippbund trips are eliminated so that there
is one round trip per SCSI FCIP write /0O operatidhis means that write operations are typicallyeterated with FCIP-WA by a factor of 2:1,
halving the I/0O service time associated with synalous and asynchronous replication or approximatelibling the distance between data
centers for the same total actual I/O latency.

« FCIP Tape Acceleration (FCIP-TA) is used to improamote tape backup performance by minimizing ffeceof network latency or distance
on remote tape applications. With FCIP-TA, a la€alco MDS 9000 IPS or MPS module proxies as alibpgry and a remote IPS or MPS
module (where the tape library is located) proxies backup server. Similar to FCIP-WA, FCIP-TAogaizes and proxies elements of
the upper-level SCSI protocol in order to minimilae number of end-to-end round trips requireddagfer a unit of data and optimally make
use of the available network bandwidth. FCIP-TAiagés this by proxying the transfer ready and S&&us responses while maintaining data
integrity in the event of a variety of error conalits. The net benefit of FCIP-TA is that tape tlgioput can be maintained irrespective of latency
and distance.
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» High-performance encryption and decryption arelatté on MPS-14/2 modules and the Cisco MDS 92a6rie Switch through IP Security
(IPSec) authentication, data integrity, and har@wassisted encryption. Encryption and decryptionguAES128 is supported at wire rate and
can be used to transport sensitive storage trafic untrusted WAN links.

« Where higher levels of performance or resilien@/raecessary, PortChannels can be used to bundbelpphysical Gigabit Ethernet interfaces
across multiple modules, providing up to 16 GbpHPoSAN extension throughput. Individual interfaces be added and removed from
a PortChannel bundle in a nondisruptive mannehaowit affecting the flow of traffic.

Up to three FCIP tunnels can be enabled per Gigzdbé#rnet interface, allowing for point-to-multippilP SAN extension. FCIP can be enabled
on Cisco MDS 9000 Family switches using 8-portéP/ees modules, 4-port IP services modules, 24fott 14-port Fibre Channel multiprotocol
services modules.

SAMPLE SAN DESIGNS
The maximum number of end ports required overifeggan of a SAN design, desired oversubscriptitio between hosts and storage, and

the maximum port count available on a single phaiswitch are the primary factors that determireedptimal type of topology for a given SAN
design.

Generally speaking, SAN designs fit into two distinategories:

« SAN designsthat can be built using a single physical switch—SAN designs that can be built using a single playsiwitch are commonly
referred to as collapsed core designs. This tetmgyorefers to the fact that a design is conceptwatore/edge design, making use of core ports
(non over-subscribed) and edge ports (over-suletyibut that it has been collapsed into a singiesighl switch. Traditionally, a collapsed core
design on Cisco MDS 9000 Family switches wouldzgiboth non over-subscribed (storage) and ovesesilied (host-optimized) line-cards.
With the introduction of second-generation lineecarodules, collapsed core designs can now beumiilg a single type of line-card
(for example, a 48-port linecard), in conjunctioithathe port bandwidth reservation feature.

* SAN designsthat require multiple physical switchesto meet the port count and over subscription requirements—Multiple design choices
are available for multiswitch fabrics, with the rhoemmon design being one of a structured core/ddgign. In a core/edge design, storage is
always put in the core, and hosts are always athahthe edge. This design is considered strutteeause SAN traffic flows are typically not
peer-to-peer but instead many-to-one (hosts tag&r In addition to core/edge, other common deséyailable include edge/core/edge (storage
edge, core, host edge), used where core/edge prowidufficient scalability and an additional edige is necessary to handle the large number
of devices; collapsed edge, where the design bses tiers but the two edge layers are collapstedtite same physical switches (enabled
through mixing over-subscribed and non over-subsdriinecards in the edge layer); cascaded; rimd;naesh topologies.

Rather than describing every possible type of togpin detail, this paper only provides examplescfulapsed core (single switch) and structured
core/edge (multiple switch) designs. While thereaghing inherently wrong in other storage topodsgithe high port density offered by the Cisco
MDS 9513 Multilayer Director can be used with these types of designs to address even the largestd&ployments in the world.

Although all SAN designs focus on the end goal batthe SAN would look like at its maximum configtion, this does not mean that all
equipment needs to be provisioned initially. RatiS&N designs grow to their maximum configuratiom aypically start out with a minimal
number of switches and linecards. As the SAN degigws, the equipment list incrementally grows wiith

SAN designs should always use two isolated falioichigh availability, with both hosts and storagmnecting to both fabrics. Multipathing
software should be deployed on the hosts to macageectivity between the host and storage so tBatises both paths, and there is non-
disruptive failover between fabrics in the evenagfroblem in one fabric. Fabric isolation can bleieved using either VSANSs, or dual physical
switches. Both provide separation of fabric sersj@though it could be argued that multiple phgisiabrics provide increased physical protection
(e.g. protection against a sprinkler head failibg\e a switch) and protection against equipmehirfai Cisco MDS 9500 Series Director switches
are fully redundant internally with no single podaitfailure. They are built to exceed 99.999 petegintime, thus equipment failure is unlikely.
Experience shows us that the majority of outagesara result of human error rather then equipfaéate or environmental factors (power, heat,
water).
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Medium Collapsed Core SAN Design
The collapsed core SAN design in Figure 3 shows ihdsyossible to scale a single-switch designa80 host ports and 48 storage ports,
at an end-to-end oversubscription ratio of 10:éyeh 48-port line-card modules are used on a sibigieo MDS 9513 chassis.

Figure 3. 528-Port Collapsed Core SAN Design
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Port bandwidth reservation is used to dedicate dotimg resources to storage-facing ports, with-fexghg ports remaining in shared mode. Using
48-port linecards, each port group contains 12tfpamel ports, and there are 44 port groups a¢hessntire switch. Four port groups have 2 ports
connected to storage and 10 ports for hosts; aledtining port groups have 1 port connected tiagand 11 ports for hosts. Although the host-
attached ports are operating in shared mode, thesobscription in each port group does not exdeeemnd-to-end 10:1 oversubscription ratio
between hosts and storage.

Table 2.  528-Port Collapsed Core SAN Design Metrics

Metric Data Point
Ports Deployed 528
Usable Ports 528
Unused (Available) Ports 0

Design Efficiency 100%
End-to-End Oversubscription 10:1

The same design using a Cisco MDS 9509 Multilayieed@or can handle up to 305 host ports and 3hgtoports.
Using 256-port directors, the design could grow tmaximum of 232 host ports and 24 storage ports.
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Large Core/Edge SAN Design
The core/edge SAN design in Figure 4 shows howpbissible to build a SAN for up to 1984 host partd 256 storage ports with an end-to-end
oversubscription ratio of 7.75:1 with a pair of eswitches and four edge switches.

Figure 4. 2240-Port Core/Edge SAN Design
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In this design, the port bandwidth reservationdeais used to dedicate forwarding resources oe edgiches for ISL connectivity from the edge
to the core. Host-facing ports remain in shared enddith the 48-port linecards, each port group aimst 12 front-panel ports. Because each Cisco
MDS 9513 contains 11 linecards, there are 44 pos across the entire switch: 32 of these 12qmmntgroups use a single ISL connected to
the core, with the remaining 11 ports in the pooug used for host connectivity. The 12 remaini@epbrt port groups use all ports available for
host connectivity.

Each edge switch connects to each of two core Bestasing 16 ISLs, each operating with 4 Gbps deelicforwarding resource. These 32 ISLs
are splayed across the entire chassis, but arggooad to reside within two PortChannel bundlese(or each core switch). This results in two
64-Gbps logical ISLs, one to each of the two covitches. With each host-facing port operating &ts, this results in an overall ratio of 992
Gbps (496 host ports at 2 Gbps) to 128 Gbps (twpdr64-Gbps PortChannels). Put another way, thahioversubscription ratio of 7.75:1.

Each of the core switches is configured with fidedort modules and six 24-port modules. This presidach core switch with:

« 60 non-over-subscribed portsat 4 Gbps (12-port modules)—Used for ISLs
¢ 144 non-over-subscribed portsat 2 Gbps (24-port modules)—128 ports used for storage, 4 ports used for I$23jnused
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64 ports at 4-Gbps are used for ISL connectivitgdoh edge switch (4 edge switches each, withggesiré-port PortChannel). 60 ISLs

are connected using 12-port module front-panelsparid 4 are connected using 24-port module g@ois.bandwidth reservation is used to
help ensure there is 4-Gbps dedicated forwardisguree for each of the 4 ports connected to 244p@tards. 128 ports at 2-Gbps are used
for storage connectivity. Each core switch hasetaining unused ports that can be used for anyef@xpansion.

In summary, the design contains 1984 host-facimtsp@56 storage-facing ports, 7.75:1 oversubgoript 2 Gbps, built using 4 edge switches
and 2 core switches.

Table 3. 2240-Port Core/Edge SAN Design Metrics

Metric Data Point
Ports Deployed 2544
Usable Ports 2240
Unused (Available) Ports 24

Design Efficiency 89%
End-to-End Oversubscription 7.75:1

Although this design focuses on the end goal oftulia SAN would look like at its maximum configumat, there is no requirement to
deploy and provision all of the switches or ISL$rapt. Rather, the requirements grow to their maximconfiguration and switches and
ISLs are incrementally added as required. All CistdS 9000 Family switches support non-disruptiverémental addition of ISL using
Cisco PortChannels and port usage can be trackeg Ggsco Fabric Manager or other RMON-based (tiolesalarm) monitoring tools.

Attempting to build the same port count/oversuliorn design using 256-port 2-Gbps director swiscfo 256-port 4-Gbps 2:1 over-subscribed
director switch) would require 11 fully configureditches (9 edge, 2 core) with an overall overstipson ratio of 7.82:1.

If we wanted a maximum of 7.75:1 oversubscriptiois tvould convert the design into a 12-switch deg®edge, 3 core) with a design efficiency
of 80%:

Table 4. 2240-Port Core/Edge SAN Design Metrics (When Built Using 256-Port Director Switches)

Metric Data Point

Ports Deployed 2848

Usable Ports 2240

Unused (Available) Ports 68 (18 in edge, 50 in core)
Design Efficiency 80%

End-to-End Oversubscription 7.75:1
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SAN MIGRATION MADE SIMPLE
All Cisco MDS 9000 Family switches offer standaedtures that can be used to simplify migration@irdmize disruptions and reconfigurations
that are commonly required with SAN migrations.

Static FC_ID Allocation and Persistent FC_IDs

Cisco MDS 9000 Family switches do not lock FC_IBdront-panel ports. Any port can have any FC_IRp.d@fault, Cisco MDS switches will
remember the FC_ID assigned to a given device (RE€2rsistently mapped to device WWN) and will ayw attempt to allocate the same FC_ID
to a device, regardless of which front-panel pioig connected to.

Static FC_ID allocation and persistent FC_ID coufagion are important for some operating systems-etample, various versions of HP-UX and
AlX—which otherwise require a reboot if the FC_ICfsstorage arrays change.

Standards-Based Interop and Native Interop Modes

Cisco MDS 9000 Family switches have always supplartdustry-standard FC-SW-2 and FC-SW-3 switchwiéeh interoperability. Qualified
and certified by all major storage vendors, stadsiased interoperability enables multivendor fabtd be deployed with full confidence that
the configuration is valid and supported.

Beginning with Cisco MDS 9000 SAN-OS Software Re&a.3, Cisco added support for interoperabilithviirocade’s proprietary Core PID 0
and Core PID 1 modes. This enabled connectivitwben Cisco MDS switches and Brocade switches, withexjuiring the Brocade switches to

be converted into interop mode (a disruptive prereghis allows organizations with existing Brocauétches to not lose any Brocade-proprietary
functionality as a result of running a multiven@mvironment. Cisco MDS switches continue to suppbrfunctionality, including IVR between
different VSANSs operating in different interoper#lyimodes.

With the introduction of Cisco MDS 9000 SAN-OS Saite Release 3.0, Cisco also added support faoimeability with McData’s proprietary
mode, including supporting IVR between differentAR& regardless of interoperability mode.

These additional interoperability modes can be tseiimplify SAN migration by removing the vendock-in associated with proprietary modes.

Zoning Migration

Cisco Fabric Manager can copy zoning configuratiom existing Brocade and McData switches, with@afuiring switch-to-switch connectivity.
The Zoning Migration wizard within Cisco Fabric Mager can import complete zone set information diades without any effect on existing
SAN fabrics, simplifying SAN migration between difent vendors.

CONCLUSION

The Cisco MDS 9000 Family of intelligent multilay8AN switches continues to offer innovative costisg storage solutions and provide SAN
connectivity using multiprotocol and multiservicgelligence. Cisco continues to deliver on itsteg of offering a comprehensive manageable,
secure, scalable, and resilient SAN product lin#h & consistent architecture and software featateembedded multiprotocol and multiservice
intelligence, backed by an industry-leading suppad services organization and a vast network ihpes, each leaders in the storage industry.

From a SAN design standpoint, the Cisco MDS 90Qfiilyeof switches offers significant SAN design fibiity, lowering the overall cost and
leading to higher returns on investment.
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