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Quality of Service

Quality of Service (QoS) enables traffic differentiation and prioritization, allowing latency-sensitive applications such as
online transaction processing (OLTP) to share storage resources alongside throughput-intensive applications such as
data warehousing.

INTRODUCTION

This white paper serves as a guide to the advaRo&iand traffic engineering features present icc€isIDS 9000 Family switches. It describes
enhancements to QoS in second-generation Ciscadinis and supervisors and includes example staragenetwork (SAN) designs in which
enabling QoS will provide better overall service.

WHY IS QoS NEEDED?

The primary goal of QoS is to provide priority foaffic flows to and from specific devices. In tluentext, priority means providing lower latency
and higher bandwidth connections with more corenb|ltter.

An underlying principle of Fibre Channel switchiisgthat the network guarantees that no framesheilliropped. If this is the case, why do we
need QoS at all? Switches today provide high-perémice, non-blocking, non-oversubscribed crossbctsfabrics. The Cisco MDS 9513
Multilayer Director can switch more than a billirames per second. Why would users ever need Q&8 wiswitch fabric provides seemingly
endless amounts of frame-switching capacity?

The answer is simple: congestion.

Congestion occurs for two basic reasons:

« Congestion will occur if multiple senders are codieg with a smaller number of receivers. If thgr@gate rate of traffic transmitted by senders
exceeds the size of the connection to the receilsysking will occur (Figure 1).

< Any time there is a speed mismatch between seraerseceivers, buffering will occur. Buffers arirdte resource on switches, typically in the
range of 16 buffers (32 KB) to 255 buffers (512 Ki&¥ port. When these buffers are full, blockingws (Figure 2).

Figure 1. Congestion Caused by Senders Outnumbering Receivers
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Many organizations consolidate their SAN infrastaue in order to realize cost savings and increasadagement efficiencies by pooling disparate
storage resources into one single physical stdedgrec. Managing contention for resources is andrtgmt aspect in realizing the business benefits
associated with storage consolidation. If stor@g@urces become congested because noncriticaklasipplications cause time-sensitive mission-
critical applications to become slowed down, thst denefits associated with SAN consolidation glyicksappear.

There is no automatic quick fix to alleviate cortgesand blocking. It is possible to add more briffg to a switch, but additional buffers will not
remove the congestion; they will simply increasetime it takes for congestion to turn into blogkiWirtual output queuing (VOQ) can be used to
prevent one blocked receiver from affecting traffaing sent to other noncongested receivers (“logdide blocking”), but it does not do anything
for traffic being sent to the congested device.

SAN traffic can be categorized as a large numbelesfces (hosts) communicating with a smaller nunatbelevices (storage ports). Put another
way, SAN designs are almost always over-subscriwétl,more host-attached ports than storage-atthpbets. What is important is making sure
that the oversubscription does not impact the perdmce of mission-critical time-sensitive applioas.

QoS IN THE CISCO MDS 9000 FAMILY

Cisco MDS 9000 Family switches were among the 8&N switches to offer QoS. Enabled in November22@@th Cisco MDS 9000 SAN-OS
Software Release 1.3, QoS-enabled switches providéit differentiation and prioritization, enab§ latency-sensitive applications such as OLTP
to share common storage resources alongside thpotigitensive applications such as data warehousing

QoS can be used alongside other traffic enginedeatyires such as Fiber Channel Congestion Coff€C) and ingress port-rate limiting and can
be configured to apply different policies at diffat times of day using the command scheduler lidtCisco MDS 9000 SAN-OS Software.

QoS capabilities have been enhanced with the intti@h of second-generation Cisco MDS 9000 Fannilg-tard modules and supervisors.
The following paragraphs describe the implementadiiiferences and ramifications. The semantic$o6 configuration are identical, regardless
of generation.

QoS on First-Generation Line Cards and Supervisors

QoS on first-generation Cisco MDS switch hardwareffective at mitigating the negative effectsraffic contention on ports connected to storage
arrays, where one or more application servers@mtending for access to storage resources. Fort@Qb8 effective, hosts and storage arrays need
to be connected to different switches. QoS politiestion only when there is congestion on end-gextices; QoS cannot do anything to alleviate
congestion on Inter-Switch Links (ISLs) in the cofehe SAN.

Figure 3 shows how QoS could be deployed on fiestegation switches, line cards, and supervisors.tivo switches in the figure are connected
with one or more ISLs.
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Figure 3. QoS Deployment on First-Generation Switches, Line Cards, and Supervisors
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In this diagram, OLTP traffic arriving at switchikmarked with a high priority level through cld&sition (class map) and marking (policy map).
Similarly, the backup traffic is marked with a Iqaiority level. Traffic is queued within a virtualitput queue corresponding to the frame priority.
Frames from each virtual output queue are forwatdesvitch 2.

When the frames arrive at Switch 2, OLTP requastgiaeued in the high-priority virtual output queli¢he output storage port is congested,
requests from the OLTP server will be serviced laigaer rate than that of requests from the badarper. This is because the scheduler services
OLTP traffic (in the high-priority queue) more friggntly than backup traffic in the low-priority queurhe latency experienced by the OLTP server
is independent of the volume of low-priority traffind congestion on the output interface.

Deficit weighted round robin (DWRR) scheduling &ed to help ensure that high-priority traffic isated more quickly than low-priority traffic.
For example, DWRR weights of 70:20:10 (high:mediom) imply that the high-priority queue is servicatdseven times the rate of the low-
priority queue. This guarantees lower latency agtidr throughput to high-priority traffic, whereetfe is congestion on an output port.

Note that when an output port is not congestedetigeno queuing, and all traffic is treated equall

QoS on Second-Generation Line Cards and Supervisors

On second-generation Cisco MDS 9000 Family lineteaodules and supervisors, QoS has been enhanpeavide traffic differentiation and
prioritization regardless of where the congestioouns. Second-generation Cisco MDS 9000 Familydiaxel modules and supervisors can enforce
QoS policies for congestion on end ports acrossismitch SAN fabrics, end ports in a single-swifabric, and congestion on ISLs.

The primary difference is that first-generation@i$MDS 9000 Family line-card modules and supergismforce QoS on ingress, whereas second-
generation Cisco MDS 9000 Family line-card modualed supervisors enforce QoS on egress. First-ggoretme-card modules and supervisors
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could only enforce a given QoS policy map wheréitraestined for a congested output port was arg\on the same input port. This typically
required incoming traffic to be aggregated onto wam input ports such as ISLs, hence the multiswigcjuirement. Second-generation line-card
modules and supervisors enforce QoS on egressyiegthis limitation and enabling QoS to be effeetin single-switch environments and where
there is congestion on ISLs.

Table 1 lists first-generation Fibre Channel lilaeds.

Table 1. First-Generation Fibre Channel Line Cards

Cisco Part Number Description

DS-X9016 16-port 1/2-Gbps Fibre Channel module

DS-X9032 32-port 1/2-Gbps Fibre Channel module

DS-X9032-SSM 32-port 1/2-Gbps Fibre Channel storage services module
DS-X9302-14K9 2-port 1-Gigabit Ethernet IPS, 14-port 1/2-Gbps Fibre Channel module

Table 2 lists second-generation Fibre Channeldares.

Table 2. Second-Generation Fibre Channel Line Cards

Cisco Part Number Description

DS-X9112 12-port 1/2/4-Gbps Fibre Channel module
DS-X9124 24-port 1/2/4-Gbps Fibre Channel module
DS-X9148 48-port 1/2/4-Gbps Fibre Channel module
DS-X9704 4-port 10-Gbps Fibre Channel module

QoS CONFIGURATION
QoS is a licensed feature and requires an Enterpaskage license installed on all switches whex® i@ enabled. Although QoS is a licensed
feature, users can try licensed features for Uf2tbdays using a license grace period.

QoS configuration should be consistent across plalswitches to help ensure that all switches afereing a common policy for traffic in both
send and receive directions.

QoS is configured in an identical manner regardéésshether the switch has first-generation or seegeneration line cards present. QoS can be
deployed in any one of three ways depending omrdhgplexity of the QoS policy desired:

¢ Virtual SAN (VSAN)-based QoS
¢ Zone-based QoS
 Individual QoS policies matching individual devices

VSAN-Based QoS
VSAN-based QoS enables QoS priority to be assigmea per-VSAN basis.

VSAN-based QoS enables individual VSANSs to be apnied with a high, medium, or low QoS priority. Adaffic flow between devices in that
VSAN will inherit the desired priority.
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VSAN-based QoS is useful when multiple VSANs (frample, production, development, and test) shamammon ISLs between data centers,
where priority should always be given to productiific in the event of congestion.

Zone-Based QoS
Where more granular QoS is required, QoS prioidty lbe assigned on a per-zone basis.

Enhanced zoning on Cisco MDS 9000 Family switclashe used to associate a QoS priority with a z&lheommunication between devices
common to that zone is mapped to the configured @agity (high, medium, or low).

Zone-based QoS is useful where different classepplication servers are in a single VSAN and pdimg a higher priority to time-sensitive
mission-critical applications sharing common steragsources with less critical hosts and applioatie desirable. An example would be sharing
storage array resources between an OLTP applicatidra server for common workgroup storage. Qo&ldmiused to assign priority to the
OLTP application such that if the connectivity e tstorage array is congested, the OLTP applic&igsrpriority over the workgroup servers.

Zone-based QoS is dependent on enhanced zonirth@mSAN operating in interop mode 0.
Individual QoS Policies Matching Individual Devices
Where maximum flexibility is desired, QoS policyndae defined on a per-device basis, with indivia@icies applied to different devices and

VSANS (Figure 4). QoS class maps are used to g§yasaffic. Classifications are mapped to policie€QoS policy maps. Policies are assigned to
VSANS using QoS service maps.

Figure 4. Per-Device QoS Policy Definition

Class Map 1 Class Map 2 Class Map 3 Class Map 4
Match All Match Any Match All Match All
Source 1 Source 3 Source 4 Source 6
Destination 2 Destination 5 Destination 7

DSCP 10 DSCP 18 DSCP 26 DSCP 18 DSCP 10
High Priority Medium Priority Low Priority Medium Priority High Priority

Policy Map 1

Policy Map 2

Service Policy Service Policy
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Traffic classification is performed using QoS clasaps. QoS class maps can match frames using tauttiperia matches (“match all”) or single-
criteria matches (“match any”), based on any offtlewing commands:

¢ source-wwn—Match frames based on the World Wide Name of thcdesending traffic

¢ destination-wwn—Match frames based on the World Wide Name of tivcéeaeceiving traffic

¢ source-address—Match frames based on the Fibre Channel ID (FCof@he device sending traffic
« destination-address—Match frames based on the FC_ID of the device vawgitraffic

« input-interface—Match frames based on the interface on which tads arrive

« destination-device-alias—Match frames based on the alias of the deviceviegtraffic

QoS policy maps are used to provide an ordered mgppr QoS class maps to service levels. A sipglécy map can contain multiple class maps
associated to a single service level (high, mediumipw) or differentiated services code point (I§CAIl DSCP values except 46 (expedite
forwarding) are allowed.

QoS service maps are used to associate QoS padipg to VSANS.

SCHEDULING FRAMES FOR TRANSMISSION

When frames first arrive into the switch, existi@gS information in the frame headers can be coreid® be either trusted or untrusted. All Cisco
MDS 9000 Family switches default to not trust argSQnformation on frames arriving at the switchlegs the frame arrives on a trunked E_Port
(TE_Port). Existing QoS information in a frame ivays preserved when a frame is forwarded, evéreife are QoS policies that match the frame;
QoS policies only alter the forwarding behaviorhiritthe switch and never alter the actual framelfits

Where a frame arrives on a trusted port, the switghies down QoS information in the frame headatets a QoS service map that matches the
frame exists, the QoS service level from the inecapframe is used when the frame is forwarded. Fonés arriving on untrusted ports, unless a
QoS service map that matches the frame existsll ibavtreated at the default service level (Figbye

Figure 5. QoS Processing Steps
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Frames are mapped to one of four virtual outputigager output port, based on the QoS service &eM@5CP mapping, as shown in Table 3.
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Table 3. Mapping of Frames to Virtual Output Queues

Service Level DSCP PHB (per FC-FS-2 Standard) Mapped to Queue
Absolute 46 EF (expedite forwarding) Priority queue
High 10, 12, 14 AF1 (assured forwarding 1) DWRR1 queue
Medium 18, 20, 22 AF2 (assured forwarding 2) DWRR?2 queue
Low 26, 28, 30 AF3 (assured forwarding 3)

34, 36, 38 AF4 (assured forwarding 4) DWRR3 queue
Default All others All others

Four virtual output queues are available for eadpuat port, corresponding to four QoS levels pat:pme priority queue and three queues
serviced using DWRR scheduling. Frames queuedeiptiority queue will be scheduled for transmisgioior to any frames queued in the DWRR
queues. Frames queued in the three DWRR queussladuled using whatever relative weightings ardigored. The default relative weightings
are 33:33:33; however, these are configurable imaiscan be set to any ratio at all.

The amount of ingress buffering per port is alemiafigurable option, with options varying for buiffeg for 12 frames up to 4096 frames.
In most cases, there is no need to change inguffes kevels beyond the default.

OTHER TRAFFIC ENGINEERING FEATURES

VOQ
All Cisco MDS 9000 Family switches use the VOQ gaguechnique (Figure 6). This is a standard feathat is always enabled.

VOQ helps mitigates a phenomenon called “headra-tilocking”. Blocking occurs when congestion orpatput port blocks frames from
being sent. Fibre Channel switches provide a gtieesthat no frames will ever be dropped, so wheoutput port is congested, switches have
to block until such time as the frame can be trattisth Head-of-line blocking occurs when the fram¢he head of the queue cannot be sent
due to congestion at its output port. In this gitirg frames behind this frame are “blocked” fromirtg sent to their destination, even though
their respective output ports are not congested.

VOQ prevents head-of-line blocking by utilizing rtiple virtual output queues. Individual virtual put queues might block, but traffic queued
for different (nonblocked) destinations can congina flow without getting delayed behind framestimgi for the blocking to clear on a congested
output port.
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Figure 6. Comparison of Switches with and without VOQ
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In contrast, VOQ means that only the VOQ associated with port 4 will be blocked;
frames to all other ports will flow normally.

Fairness

All Cisco MDS 9000 Family switches switch framesifiair manner. Unless QoS is enabled, fairnegsstexisure that frames destined for a
congested output port will always be given an eghate of the output port capacity. With fairnesssingle input device can use more than
its share of output port resources and depriveratipeit devices.

Fairness is always guaranteed, regardless of wieatlrd modules are used for inputs and outputs.

Fibre Channel Congestion Control
All Cisco MDS 9000 Family switches support Fibrea@hel Congestion Control (FCC). FCC is used togméeblocking on an output port
caused by sending devices transmitting traffieeteiving devices more quickly than the receivingicks can handle that traffic.

There are two common cases where this can happen:

« Speed mismatch between senders and receiversbria (for example, a 2-Gbps device transmitting tb-Gbps device)

* Receivers that cannot maintain sustained performéoc example, an LTO-2 tape drive connected ¢oféibric at 2 Gbps but only capable
of sustaining write throughput of 40 MBps [0.4 GPps

Where congestion and blocking exist on one outptt, pinless the sending device slows down, blockergspread to additional ports and devices.
The cause is related to an underlying principl€ibfe Channel switching: switches must guarantaertb frames will ever be dropped.

FCC can be used to mitigate congestion and blodkarg spreading by using signaling to tell devigethe path to slow down the sending device
that is causing the congestion (see Figure 7).
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Figure 7. FCC Congestion Mitigation and Blocking

Switch 1 Sends Switch 2 Sends
Regular Traffic to Congested Traffic to

Switch 3 Sends
Congestion Control
Message to Switch 1

Switch 2 Switch 3 g

e N N VNNANNANNNANAAN
=] ég =Sy o Slow Dovn the
- - L

Switch 1 Switch 2 Switch 3

When FCC detects congestion on an output porgriegates an FCC edge quench frame, with a destinatidress of the device causing the
congestion (the sender). Switches that receive &@f¢ quench will inspect the FCC frame and detenfiit is targeted at a directly attached
device (the sending device causing the congesdidiréctly attached). If it is, the switch will tigate rate limiting on the input port attached to
the sending device causing congestion, therebylinatiing the sender to the rate at which the reeecan receive.

FCC works on an active-loop feedback system. Wthigee is congestion, the switch with the congestagut port will continue to send FCC
edge quench frames. The switch connected to thiérggpdevice causing the congestion will continuestie-limit the flow until the congestion
has gone away.

FCC and FCC edge quench frames are completely ddigaith existing Fibre Channel standards anditsband can be used in mixed-
vendor fabrics.

Ingress Port-Rate Limiting

Ingress port-rate limiting is a feature that carubed to provide precise control over the amouiaoidwidth available to individual devices
attached to Cisco MDS 9000 Family switches. It vgdol limiting the rate at which the switch proceskames sent by attached devices, rate-
limiting the pace at which buffer credits are reed to the devices sending traffic. Rate-limitirgy be configured anywhere from 1 percent to
100 percent of the port speed in increments ofrégme , with the default being 100 percent.

Ingress port-rate limiting is available on Cisco BIB100 Series multilayer fabric switches, the Cigli@S 9216i Multilayer Fabric Switch,
Fibre Channel ports on MPS-14/2 modules, and abirs@-generation Cisco MDS line-card modules. luiexs an Enterprise Feature license
to be enabled.

CONCLUSION

Cisco Systenfscontinues to improve its multiprotocol intellige®AN switches. Providing industry-leading availiijlscalability, security,
management, and investment protection, Cisco MO $amily switches allows you to deploy high-pemiance SANs with low TCO, layering
a rich set of intelligent features onto a high-parfance, protocol-independent switch fabric.
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