Cisco SYSTEMS

Design Guide

Oracle 10g Application Server Suite Deployment with Cisco
Application Control Engine Deployment Guide, Versio n1.0

This design guide describes how to deploy the The C  isco ® Application Control Engine (Cisco ACE) by Cisco

Systems ® with the Oracle 10g Application Sever Suite. This guide was created through the collaborative efforts of
Cisco and Oracle as a part of a larger effort to pr  ovied Cisco and Oracle solutions to the market. Add itional design
guides for other product combinations, and other re lated documents are available from Cisco and Oracle

Oracle Application Server foffers a comprehensive solution for developintggnating, and deploying enterprise applicationstgls,
and Web services. Based on a powerful and scal@BlE server, Oracle Application Servegifovides complete business integration
and business intelligence suites, and best-of-bpeedl software. Designed for grid computing ad a® full lifecycle support for
Service-Oriented Architecture (SOA), Oracle Apgiica Server provides unmatched scalability, avélilgbmanageability, and security.
Oracle Application Server tds a member of the Oracle Fusion Middleware famflproducts, which bring greater agility, better
decision-making, and reduced cost and risk to dev¢F environments.

The Cisco ACE performs high-performance server loadncing (SLB) among groups of servers, servendafirewalls, and other
network devices, based on Layer 3 as well as L&yerough Layer 7 packet information. The ACE cko aerminate and initiate
SSL-encrypted traffic, which enables it to perfanmtelligent load balancing while ensuring securd-emend encryption. The module
is capable of internetworking speeds of 4 Gigghétssecond (Gbps) by default, and can achieve spE#e®IGbps with the purchase
of an upgrade license. a high-performance andreatch product that provides application-awarections on the network, including
Layer 4-7 load balancing, TCP optimization, Secwekets Layer (SSL) offloading, etc.

The Oracle 10g Application Server suite, when dggdiowith Cisco ACE, provides a solution for ent&es that offers security,
scalability, and availability.

In May 2006, Oracle validated the interoperabitifithe Cisco ACE Application Control Engine withetracle Application Server
10g as tested and documented by Cisco in this 1©d8y Application Server Suite Deployment with @i#\pplication Control
Engine Deployment Guide Version 1.0.”
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DOCUMENT PURPOSE
This document serves as a guide for deploying ttae!l® 10g Application Server suite with the Cisd@EAfor the Oracle myPortal

Enterprise Deployment Architecture.

The Oracle myPortal Enterprise Deployment Architeefprovides a complete and integrated framewarkiéweloping, deploying, and
managing enterprise portals and helps enable sedorenation access, self-service publishing, amlbollaboration, and process
automation,.enabling you to conduct business mificestly with customers, partners, and suppliers.

The network architecture presented in this docunmets all the functional requirements of myPaatahitecture of the Oracle 10g
Application Server suite which is documented in@racle documer®racle Application Server Enterprise Deployment Guide 10g
Release 2 (10.1.2) for Windows or UNIX with Oracle Part No. B13998-03 provided by Ordolm.oracle.com..

Additional application optimization technologiexhuas HTTP compression, dynamic caching, etc. @rdiacussed in this document, but
can be easily integrated using features on CiscB A other products.

SUMMARY

The following summarizes the application and neknanchitecture discussed in this document:

e The network architecture meets all the functioegluirements of the Oracle myPortal deployment tachire.

e The outer-based data center network architectuge imsthis document does not require source Netvddress Translation
(NAT) of any load-balanced traffic, resulting inseaof implementation and management.

o Bridge mode (transparent mode) implementation ef@fsco ACE allows ease of application deploymeut management.

o Application health checking, persistence, and adpls connection-timeout capabilities of the Ci&¢E help ensure high
availability and optimized use of application resms.

¢ Although each major application component is prestim a separate tier in this document, multifgdestcan be easily merged
into a single tier for a particular deployment, derstrating the flexibility of the Cisco ACE for dpgation deployments.

The interoperability of the Cisco ACE Applicatiomi@rol Engine with the Oracle Application Serveglds tested and documented
by Cisco was validated by Oracle in May 2006.

TERMS AND DEFINITIONS

This section defines terms for Oracle Applicati@n@rs and the Cisco ACE relevant to the scopkisfdocument.

Oracle 10g Application Server Suite
The following are the Oracle 10g Application Sertegms relevant to this document:

APPHOST Oracle application servers that provide portal, Java2 Platform, Enterprise Edition (J2EE) applications and caching
functions.

IDMHOST Identity management servers that provide identity management (login) functions.

OIDHOST Oracle Internet Directory servers running Lightweight Directory Access Protocol (LDAP) services work in

conjunction with Oracle Identity Management (IDM) hosts and other components to provide complete identity
management functions.

APPDBHOST Servers with 2-node Oracle Real Application Clusters database for application data.
INFRADBHOST Servers with 2-node Oracle Real Application Clusters database for Security Metadata Repository.
OHS Oracle HTTP Server.
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SSO Single sign-on, a mechanism by which a single action of user authentication and authorization can permit a user
to access all permissible applications without entering passwords multiple times.

JPDK Java Portal Development Kit.
SERVICE Group of processes running on a single machine that provides a particular function, for example, HTTP service.
TIER Grouping of services, potentially across physical machines. Tier represents logical grouping. A tier can be

represented by multiple network segments (subnets) where a particular application (running on multiple physical
machines) is deployed in each subnet, or multiple applications can be merged into a single network segment.

Cisco Application Control Engine
The following are the Cisco ACE terms relevanttis dlocument:

Probe Refers to application health checks sent by the load balancer.

Rserver Refers to real server. In Cisco ACE configuration it represents the physical server.

Serverfarm Group of Rservers running the same applications and providing the same content.

Sticky Also referred as “session persistence”, a mechanism by which a client is “bound” to the same server for the
duration of a session.

VIP Virtual IP address that front ends load-balanced applications.

APPLICATION AND NETWORK ARCHITECTURE

Architecture Overview

The following are some important points about therall application and network architecture presdrih this document:
The applications architecture is divided into ftiars as follows:

o Desktop tier—This tier represents the clients onltiternet or intranet accessing the portal sitee d@lient interface is provided
through a Java-enabled Web browser. The deskteptaownloads Java applets as needed. Clientl kewtZin Figure 1
represent the desktop tier in this architecture.
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Figure 1. Overall Application and Network Architecture
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« Web tier—This tier represents the front-end (Wehjiramment that is directly accessed by externak¢imet) and internal clients
(corporate clients or other Oracle application piaid). The primary method used to access thisstiglaintext HTTP or SHTTP.
In this architecture, the Web tier is representetiim network segments: portal and identity managgnflogin).

The portal site (portal.ccc.com) function is praaddoy APPHOST1 and APPHOST?2 in Figure 1. The traffithe portal site is
load balanced by the Cisco ACE using the virtuahddress 1 (VIP1). Webcache service and the OHEIP Server (OHS) run
on APPHOST servers. Portal servers also communidgtttedatabase servers.
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The identity management (login) function is proddsy IDMHOST1 and IDMHOST?2 in Figure 1. The traffaidentity
management services is load balanced by the Ci€ using VIP2. Several application-level serviagshsas OHS, stateful
switchover (SSO), etc. are running on IDM hosti@@ntity management servers also communicate witltl® Internet Directory
(OID) services and database servers to complebe fogctions.

Details of the flows to APPHOSTSs (portal) and IDMBTs (login) are covered in later sections in theuteent.

Note: Although portal and login functions are deployedeparate network segments in the document,déueye easily merged
into a single network segment if needed. In addjtmme architecture deployments also isolate Wdkaaplication functions in
separate segments.

o Application tier—This tier represents OID server®8DST1 and OIDHOST2, which are running Lightweigtitectory Access
Protocol (LDAP) services in this architecture. it clients in the desktop tier do not access §dBices directly. Hosts in other
tiers such as IDMHOSTSs in the Web tier and databaseers in the database tier access OID senvitestraffic to the OID
services is load balanced by the Cisco ACE usirgaVI

e Database tier—This tier contains database servéishwgtore all the data maintained by the myPagglication. In general,
external clients do not communicate with databaseess directly, but servers in the application éied Web tier communicate
with database servers in order to process cerligint cequests. Traffic to database servers idoaut balanced by the Cisco ACE
in this deployment, so database servers are netrstmbe deployed behind the Cisco ACE. High abdlity and load balancing
of the database is provided by the Oracle RescAwadability Confirmation (RAC) implementation. Htssin this tier include
APPDBHOST1 and APPDBHOST2, and INFRADBHost1, anBRADBHost2.

Application Flows

APPHOST (Portal) Flows
The following flows are related to the APPHOST suif the application server suite:

1. Clientto portal VIP

The client on the Internet accesses http://podalcom (port 80) or https://portal.ccc.com (por8¥4which is configured as VIP1:
10.10.164.21 as on the Cisco ACE.

The Cisco ACE load balances the request to onlesc@tailable Webcache servers running on APPHOSEPEHOST2. When the
engine load balances the request, it translatedestination TCP port (from 80 or 443) to port 7{Webcache server listening port).

Session persistence (stickiness) based on cliemt¢sdP address or HTTP cookies are recommendieed tonfigured on the Cisco
ACE for this flow.

This flow is marked as “1” in light green in Figu2e
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Figure 2. APPHOST (portal) Flows
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2. Webcache server to OHS

For this topology both the Webcache server and @ig¢Sunning on the same APPHOST server. The Webcamiver connects to

the OHS on TCP port 7778.

Normally, the way the Webcache server is configledpback address), this flow stays internal ® APPHOST server and does

not traverse over the network.
This flow does not get load balanced in this depient.

This flow is marked as “2” in black in Figure 2.
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3. APPHOST to APPDBHOST servers

APPHOST1 and APPHOST2 make database queries ttathbase server (APPDBHOST1 or APPDBHOST?2). Farttpology
this connection is established on the destinatioR port 1521 (SQL*NET or NET8 as referred to by @epnrunning on the database
servers. Some deployments may have this port ciegdno another TCP port.

This request traverses the network and is routedith the Cisco ACE and the router on the network.
This flow is marked as “3” in pink in Figure 2.

4. Invalidation messages from database to Webcache

The Oracle Application Server Portal Repositoryjtigase server in this topology) sends invalidati@ssages to the Webcache
server when content that is cached in the Oracf@iggtion Server Webcache becomes stale.

Webcache servers are listening on TCP port 940éceive this message.

This request is an HTTP request made over TCP94@1 to the virtual IP address 10.10.164.21 orCliseo ACE by the
APPDBHosts.

The Cisco ACE load balances the request to onleec@vailable Webcache servers running on APPHOSREPBHOST?2.

This flow is marked as “4” in red in Figure 2.

5. JPDK provider registration (from APPDBHOSTS to adjrt

This flow is similar to flow 1 except that it isifiated by database hosts APPDBHOST1 and APPDBHOBIT2 multiple middle tier
deployment where a load balancer is used, all Baveal Development Kit (JPDK) applications mustréeegistered with the load-
balancer router URL.

The database host (APPDBHOST 1 or APPDBHOST?2) caesa the portal as
http://portal.ccc.com/<webApp>/providers/<providanme> (port 80), where portal.ccc.com is configuaed/IP1: 10.10.164.210n
the Cisco ACE.

The Cisco ACE load balances the request to onleec@vailable application hosts—APPHOST1 or APPHOSVRen the Cisco
ACE load balances the request, it translates teérdgion TCP port (from 80 or 443) to port 777 P@host listening port).

Persistence or stickiness based on client soureediress or HTTP cookies is recommended to begumefil on the Cisco ACE for
this flow.

This flow is marked as “5” in light green in Figuze
IDMHOST (Login) Flows

6. Clientto login

Clients (on the Internet) are redirected to idgntianagement as http://login.ccc.com (port 80)ttpsy/logic.ccc.com (port 443) if
they are not already authenticated. This connedsiomade to VIP2: 10.10.165.167 on the Cisco ACE.

The Cisco ACE load balances the request to onlesc@itailable identity management hosts (IDMHOSTIDOMHOST?2). When the
Cisco ACE load balances the request, it transthslestination TCP port (from 80 or 443) to pat?7 (IDMHOST listening port).

Persistence (stickiness) based on client souregldifess or HTTP cookies are recommended to begewafi on the Cisco ACE for
this flow.

This flow is marked as “6” in red in Figure 3.

All contents are Copyright © 1992—2006 Cisco Systems, Inc. All rights reserved. This document is Cisco Public Information. Page 7 of 25



Figure 3. IDMHOST (login) Flows
. R
O o O
> Internet |
== J —_
Client 1 e Client 2
E Cisco Catalyst®
E: 6509E
|
: | Webcache 77779401 > « OID Process
I 7778 « OIDMON
| - DIP
' [ons 10.10.164.23
: + Portal Service ] _ _O_IDrl 9S_T1 —_J
|« Portal PPE 25(:0ACE Cisco ACE
I | - OCJ4_JPDK Wireless l:’
: « J2EE Apps 1 *
|
\ APPHOST1 ]
_— VIP1. portal.ccc.com | | > n . OID Process
I,- | 10.10.164.21 - OIDMON
| Webcache 77779401 I
| |
: 7778 | 389/636 OIDHOST2
|
: « Portal Service @
| | = Portal PPE |
I | » OCJ4_JPDK Wireless 10.10.164.24 APPDBHOST1
' | - J2EE Apps 7)
| - |
| APPHOST2 HTTP: 80 % Application
HTTPS: 443 —— MR RAC
APPDBHOST2 Database
———————— [
A—
$s0 = ==
INFRADBHOST1 ! ! ! !
DAS 10.10.170.185 Volume Manager
| IDMHOST1 | Security
H VPP ccecom INFRADBHOST2 ——= MR RAG
IER e Database
SSO e e e = - =
+--| 7777
DAS |

| IDMHOST2 | 10.10.165.166

7. ldentity management host (IDMHOST) to OID

Identity management hosts (IDMHOST 1 or IDMHOST@gess OID services as oid.ccc.com, which is cordidas VIP3:
10.10.165.183 on the Cisco ACE. This request isangedan LDAP request over TCP port 389 (or optlpiid6 as secure LDAP).

The Cisco ACE load balances the request to onlesc@tailable OID hosts (OIDHOST1 or OIDHOST?2).

This flow is marked as “7” in cyan in Figure 3.
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8. Identity management host (IDMHOST) to databaseeserv

IDMHOST1 and IDMHOST2 make database queries taltliabase server (INFRADBHost1 or INFRADBHost2). fis topology
the connection is established on the destinatioR part 1521 (SQL*NET or NET8 as referred to by @gpeunning on the database
servers. Some deployment may have this port cugtzhib another TCP port.

This request traverses the network and is routedighh the Cisco ACE and router on the network.

This flow is marked as “8” in light green in Figuse

OIDhost (LDAP) Flows
The following flows are related to the APPHOST suif the application server suite:

9. Database host (INFRADBHost) to OID

Database hosts (INFRADBHost 1 or INFRADBHost2) asc@ID services as oid.ccc.com, which is configue®/IP3:
10.10.165.183 on the Cisco ACE. This request isarzadan LDAP request over TCP port 389 (or optlgi@6 as secure LDAP).

The Cisco ACE load balances the request to onleec@tailable OID hosts (OIDHOST1 or OIDHOST?2).

This flow is marked as “9” in light green in Figuée
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Figure 4.

OIDHOST (LDAP) Flows
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OIDhostl and OIDhost2 make database queries tdatadase server (INFRADBHostl or INFRADBHost2). fris topology this
connection is established on the destination TaP&21 (SQL*NET or NET8 as referred to by Oracl&)ning on the database
servers. Some deployments may have this port cistdrto another TCP port.

This request traverses the network and may beadhbteugh the Cisco ACE and router on the network.

This flow is marked as “10” in pink in Figure 4.
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NETWORK DESIGN AND CONFIGURATION

Network Topology and Design Features
The logical network topology diagram shown in Fig8rillustrates how the Cisco ACE module is depioyhe Cisco ACE is running

bridged mode, simply bridging traffic from one VLA®N another. The routing between VLANSs is handlgdhe upstream router.

Figure 5. Detailed Network Topology
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The following are some of the network design fesgur
Internal VLAN interfaces on the Cisco ACE are cgofied in Bridge mode vs. Routed mode

¢ In this network design, the Cisco ACE module isldggd in bridge mode, which is a simple deploynantiel.

¢ In this mode the Cisco ACE acts as a bridge betwserVLANs and performs load balancing for traffiestined for the

1.

VIP address.
e Each VLAN pair is configured on the switch, butythe client-side VLAN has an IP address on thdrepm router.
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e The server default gateway is configured to pairthe upstream router (Hot Standby Router Protpd8RP]) IP address
for each client-side VLAN.

o Direct server access is possible if security pcodittgws.
2. Server segmentation is done through multiple sishnet

e Each functional group of servers is deployed otg@ivn IP subnet.

e This segmentation provides logical grouping foriEinfunctions and provides easy future expansion.
3. Security is handled by the upstream router andCikeo ACE module.

o Access lists on the upstream router permit warragta to reach the Cisco ACE and servers directly.

o Access lists are configured on the upstream rdatprevent direct access to database servers.

¢ The Cisco ACE module access lists are configureaitav access to the VIP on application ports.
4. Port translation is handled by the Cisco ACE module

e The Cisco ACE translates traffic that hits VIP1 afi&2 on port 80 or 443 to the application port{7Y.
5. SSL termination is configured on the Cisco ACE medu

o SSL traffic (port 443) is terminated on the Cisd@EAmodule, which sends cleartext traffic to appiaaservers on the Webcache
services port (7777).

e The client’s source IP address is preserved intthrsaction.

e By default, the Cisco ACE can handle up to 1000 88hsactions per second (tps). For additionaloperdnce requirements,
additional licenses need to be installed on thedCACE.

Server Configuration
Table 1 gives information about servers deployetthi architecture.

Table 1. Server Information
Server Name IP Address Subnet Mask Function External Listening Ports
APPHOST1 10.10.164.23 255.255.255.240 Webcache and OHS server 1 7777 and 9401
APPHOST2 10.10.164.24 255.255.255.240 Webcache and OHS server 1 7777 and 9401
IDMHOST1 10.10.165.165 255.255.255.240 Identity management server 1 Yaaus
IDMHOST2 10.10.165.166 255.255.255.240 Identity management server 2 7777
OIDHOST1 10.10.165.181 255.255.255.240 Oracle Internet Directory Server 1 389/636
OIDHOST2 10.10.165.182 255.255.255.240 Oracle Internet Directory Server 2 389/636
APPDBHOST1 10.10.170.183 255.255.255.240 Database server 1 for application 1521
metadata repository
APPDBHOST1 10.10.170.184 255.255.255.240 Database server 2 for application 1521
metadata repository
INFRADBHost1 10.10.170.185 255.255.255.240 Database server 1 for security 1521
metadata repository
INFRADBHost2 10.10.170.186 255.255.255.240 Database server 2 for security 1521
metadata repository

Note: The external listening ports listed in Table 1 swenmarized for only the flows included in this downt. In addition, each
application server may have other ports used forigidtrative access. Those ports also need tolbeed appropriately in the access-list
configuration. Refer to Oracle documentation fatHer details.
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Oracle 10g Application Server Configuration

For specific steps to configure Oracle applicaservers with external hardware load balancers atetreal SSL termination devices,
refer to Chapter 4, “Configuring the Applicatiorfrestructure for myPortalCompany.com” and AppendliXSample Configurations
for Certified Load Balancers” in the Oracle docut®racle Application Server Enterprise Deployment Guide 10g Release 2 (10.1.2)
for Windows or UNIX with Oracle Part No. B13998-0 provided by Oracim(oracle.com).

Router Configuration
The Cisco ACE is installed in a distribution laygisco CatalySt 6509E switch chassis. The Multilayer Switch Feat@ard (MSFC)
module in the chassis also serves as the upst@aer for the Cisco ACE.

Upstream Router (MSFC) Configuration Steps
The following configuration steps are needed tdaethe upstream router in this deployment:

Step 1. Add Cisco ACE VLANSs and database server VLAN.

For this topology six Cisco ACE VLANs and one datsé server VLAN (total 7) need to be added to tisM as follows:
vl an 25
name ACE- APP- CLI ENT: 10. 10. 164. 16/ 28
!
vl an 26
nanme ACE- APP- SERVER
!
vlan 31
name ACE-| DM CLI ENT: 10. 10. 165. 160/ 28
!
vl an 32
nanme ACE- | DM SERVER
!
vl an 29
name ACE- O D- CLI ENT: 10. 10. 165. 176/ 28
!
vl an 30
nanme ACE- O D- SERVER
!
vl an 33

nanme ACE- DB- SERVERI DM 10. 10. 170. 176/ 28
!

Note: Name definition is for description purposes onlgd @an be configured based on an organization’smgeonvention.

Step 2. Permit VLAN traffic to Cisco ACE

The ACE will not accept VLAN traffic unless Ciscatalyst 6509E switch is specifically configuredattow VLANSs to access
the ACE module. By not allowing all VLANSs to acceSSE, broadcast storms on non-ACE VLANs have nedffo the ACE.
For this deployment, the Cisco ACE is installedliot 4 in the Cisco Catalyst 6509E chassis. Thewahg configuration needs
to be added to allow Cisco ACE-specific VLAN traffo be directed toward the Cisco ACE:

svclc multiple-vlan-interfaces
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svcl ¢ nmodul e 4 vlan-group 11
svcl ¢ vlan-group 11 25, 26, 29, 30, 31, 32, 33

Step 3. Configure the switched virtual interface (SVI) érflace VLAN).

The SVI (interface VLAN) configuration defines thayer 3 instance on the router (MSFC). For thisalapent, four SVlIs

need to be configured: three Cisco ACE client-&id&N SVIs and one database server-side VLAN.

The Cisco ACE client-side VLAN SVI configurationliiows:
interface VI an25
description ACE- APPSRV-d i ent- Side
i p address 10.10.164.17 255. 255. 255. 240
no ip redirects
no i p proxy-arp

Note: This IP address serves as the default gatewayR&HHOST servers and for the Cisco ACE. In a redundissign,
this IP address is configured as an HSRP addreger ® the Cisco HSRP configuration guide for aaneple:
http://www.cisco.com/en/US/tech/tk648/tk362/teclumiés tech note09186a0080094afd.shtml#topicl

interface VI an31
description ACE-1DVSRV-Cdient-Side
i p address 10.10.165.171 255. 255. 255. 240
no ip redirects
no i p proxy-arp

Note: This IP address serves as the default gatewaypfdHOST servers and for the Cisco ACE. In a redundasign,
this IP address is configured as an HSRP addreger ® the Cisco HSRP configuration guide for zaneple:
http://www.cisco.com/en/US/tech/tk648/tk362/teclumiés tech note09186a0080094afd.shtml#topicl

interface VI an29
description ACE-O DSRV-dient-Side
i p address 10.10.165. 177 255. 255. 255. 240
no ip redirects
no i p proxy-arp

Note: This IP address serves as the default gatewayl@HOST servers and for the Cisco ACE. In a redundasign,
this IP address is configured as an HSRP addreger ® the Cisco HSRP configuration guide for zaneple:
http://www.cisco.com/en/US/tech/tk648/tk362/teclumiés tech note09186a0080094afd.shtml#topicl

The database server VLAN SVI configuration follows:
interface VI an33

description ACE-DBSRV-d i ent- Side

i p address 10.10.170.177 255. 255. 255. 240
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no ip redirects
no i p proxy-arp
!

Note: This IP address serves as the default gatewayatabdse servers. In a redundant design, this IRs&lts configured as an
HSRP address. Refer to the Cisco HSRP configurgiiiae for an example:
http://www.cisco.com/en/US/tech/tk648/tk362/teclumiés tech note09186a0080094afd.shtml#topicl

Cisco Application Control Engine Configuration

Table 2 gives information about the Cisco ACE dgetbin this architecture.

Table 2. Cisco ACE

Host Virtual IP Address and Associated Server Ports Health Check TCP Optimization
Port Servers Mechanism Applicable?

portal.ccc.com:80 10.10.164.21:80 10.10.164.23 777 HTTP Yes
10.10.164.24 777

portal.ccc.com:443 10.10.164.21:443 10.10.164.23 777 HTTP Yes
10.10.164.24 777

portal.ccc.com:9401 10.10.164.21:9401 10.10.164.23 9401 HTTP Yes
10.10.164.24 9401

login.ccc.com:80 10.10.165.167:80 10.10.165.165 Yaaus HTTP Yes

login.ccc.com:443 10.10.165.167:443 10.10.165.166 77 HTTP Yes

oid.ccc.com:389/636 10.10.165.183:389/636 10.10.165.181 389/636 TCP No
10.10.165.182 389/636 TCP

Cisco ACE Configuration Step
The following are the steps for Cisco ACE confidima. Refer to Figure 5 to correlate topology andfiguration steps.

Step 1. Management access configuration

To access the Cisco ACE module remotely throughéteBecure Shell (SSH) Protocol, Simple Network&tgement Protocol (SNMP),
HTTP, or HTTPS or to allow Internet Control ManagerProtocol (ICMP) access to the Cisco ACE modaleolicy must be defined
and applied to the interface(s) where the accesbeventering.

The following configuration steps are needed:

1.

Configure a class map of typaanagement.

cl ass-map type nmanagenent natch-any renpte-access
10 match protocol ssh any
20 match protocol telnet any
30 match protocol icnp any

40 match protocol http any Needed i f Extensible Markup Language (XM.) interface
access is

50 match protocol https any needed t hrough HTTP(S)

Configure a policy map of typmanagement.
policy-map type nmanagenent first-nmatch everyone
cl ass renpte-access
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permt

3. Apply the policy map to the VLAN interfaces.
interface vlan 25
service-policy input everyone

interface vlan 26
service-policy input everyone

interface vlan 29
service-policy input everyone

interface vlan 30
service-policy input everyone

interface vlan 31
service-policy input everyone

interface vlan 32
service-policy input everyone

Step 2: Probe configuration

The Cisco ACE uses probe as one of the availatdpadteve methods to verify the availability of alrearver. Different types of probes can
be configured on the Cisco ACE; for HTTP-based igpfibns in this deployment (PORTAL [TCP Port 77 9401] and LOGIN),
probes of type HTTP are used; for non-HTTP-basgdiagiions in this deployment (OID), probes of typ@P are used.

The following probe is used for this deployment:

probe http ACECFG http
port 7777
interval 30
passdetect interval 10

request nmethod head url /test.htn This can be another URI based on the server
configuration

expect status 200 202

probe http ACEI NV-http
port 9401
interval 30
passdetect interval 10

request method head url /test.htn This can be another URI based on the server
configuration

expect status 200 202
probe tcp O D probe
port 389
interval 30
passdetect interval 10
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Step 3: Rserver configuration

The load balancer selects the “real servers” td slea intended traffic based on certain sets ¢éigai. When configuring a Rserver,
be aware that the real server name is case-sensitie minimum configuration needed for Rserveffigomation is setting the IP
address and making the Rserver the in-service rserve

The following Rservers are used for this deployment

rserver host aceappl
ip address 10. 10. 164. 23
i nservice

rserver host aceapp2
ip address 10.10. 164. 24
i nservice

rserver host aceidml
ip address 10.10. 165. 165
i nservice

rserver host aceidn?
ip address 10. 10. 165. 166
i nservice

rserver host aceoidl
ip address 10.10. 165. 181
i nservice
rserver host aceoid2
ip address 10.10. 165. 182
i nservice

Step 4: Server farm configuration

A server farm is a logical collection of real ses/éRservers) that the load balancer selects basedrtain sets of criteria. As with real
server, the server farm name is also case-senddasic server farm configuration includes addieal servers and probes to the server
farm.

The following server farms are configured for theployment:

serverfarm host aceapp
probe ACECFG http
rserver aceappl 7777
i nservice
rserver aceapp2 7777
i nservice

serverfarm host aceinv
probe ACEINV-http
rserver aceappl 9401
i nservice
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rserver aceapp2 9401
i nservice

serverfarm host acei dm
probe ACECFG http
rserver aceidnl 7777

i nservice
rserver aceidnR 7777
i nservice

serverfarm host aceoid
probe O D-probe
rserver aceoidl
i nservice
rserver aceoid2
i nservice

Step 5: SSL termination configuration
SSL termination configuration on the Cisco ACE afaterminating SSL traffic on the engine insteadmthe application servers.
Thissetup allows the offloading of server resourced,aso allows HTTP request inspection of variowlibalancing functions.

The following steps are needed to configure SShiteation on the Cisco ACE:

1. Generate or import the key.
The syntax to generate the key on the Cisco ACIB\is!
crypto generate key 1024 <file nanme>
Exanpl e: crypto generate key 1024 testkey
The syntax to import the key to the Cisco ACE foio

crypto inmport [non-exportable] [ ftp | sftp | tftp | termi nal] [passphrase: passphrase]
[i paddr] [usernane] [password] [renote_filenanme] [local _fil enane]

2. Generate the certificate sign request (CSR).
The CSR can either be generated externally or @iCthico ACE. The following are sample steps thatwshow to generate CSR on
the Cisco ACE:
Configure CSR parameters on the Cisco ACE:

crypto csr-parans test123
country US
state CA
organi zation-unit IT
conmon- name aceapp. ccc. com
seri al - nunber 1000
emai | user @cc.com

Generate CSR using key and CSR parameters:

crypto generate csr test123 testkey
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----- BEG N CERTI FI CATE REQUEST- - - - -

M | BnTCCAQYCAQAWXT EL MAk GA1UEBhMCVVIVK Cz AJ BgNVBAg T Ak NBMQs wCQYDVQQL Ewd J VDEXMVBUGAL UEAX MOYWNI Y
XBwLmNj Yy 5j b20x Gz AZBgk ghki GOWOBCQEWDHVZ ZXIAY2N Lmi\NvbTCBnz ANBgk ghki GOWOBAQEFAACB] QAwg Yk CgY
EAleaM318pX10/ GBFYpi OcBRHAZA1Lxd9Qlvz2/ nedQnNOkt 0ZWogH1Zgd5sxLH Pt n5af ADhXnWr eoY3c+s7TSG
VMLLXTI KxTbcUR w/ 0Y6CGpl / e3ASUBeLt My7LE2CLEGEZUL9HIy hUr ZNXWOBXFAFLIDwW Ex9CQITrmKzj / 8 CAWEA
AaAAMAOGCSqGSI b3DQEBBAUAA4GBAJbKwz S/ vuKhi u+PvEy SUz CCHcl A+x4Ki ON26t xzKyog7 YF7DOZMKMEQ xr KW
ZRW Q9ZPj v43Yzwgz4L8wW8PyGsnBl 7EYi 7bOHQ coKi t f L4LJ9Qr 08t f/t dn5DCLr Gd3BP4X@SI xNBgHxz| zFS2f
W /ynCmv5r bM G+ / LHyKA

----- END CERTI FI CATE REQUEST- - - - -

3. Transfer the CSR request to Certificate Authori@A) for signing
4. Load the CA signed certificate on the Cisco ACE

The syntax to import the certificate to the CisdoEAfollows:

crypto inport [non-exportable] [ ftp | sftp | tftp | terminal] [passphrase: passphrase]
[i paddr] [usernane] [password] [renote_filenane] [|ocal fil ename]

5. If needed, chain the certificates using a chaimgro
The chain consists of the certificates in the clgaoup, plus the configured certificate.
crypto chai ngroup CCCSSLCA- gr oup
cert CCCSSLCA. PEM
cert DSTROOTCA. PEM
cert ACEAPP- CERT. PEM

6. Configure the SSL parameter map, which is usectfinel parameters for SSL connections:
paraneter-map type ssl PARAMVAP_SSL
ci pher RSA WTH AES 128 CBC SHA priority 2
7. Configure SSL proxy service:
ssl -proxy servi ce PSERVI CE_SERVER
key ACEKEY. PEM
cert ACElI DM CERT. PEM
chai ngroup Cl SCOSSLCA- gr oup
ssl advanced-opti ons PARAMVAP_SSL

Step 6: Session persistence (sticky) configuration

Session persistence or sticky configuration allowstiple connections from the same client to be sethe same real server by the
Cisco ACE. Stickiness can be configured based ancedP address, HTTP cookies, SSL session IDS8Ir traffic only), etc. For this
deployment, stickiness based on source IP addsessed. Also, in this deployment sticky is neededdad-balanced traffic to application
servers on ports 80/443, 9401, and identity manage@DM) servers on port 80/443.

To configure sticky, specify type (source IP addrewokies, etc.), sticky group name, timeout viadunel the server farm associated with
the sticky group. The following sticky configuratidgs used for this deployment:
sticky ip-netmask 255.255.255. 255 address both ACEAPP-sti cky
ti meout 720
serverfarm aceapp

sticky ip-netmask 255.255.255. 255 address both ACElI DM sti cky
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timeout 720
serverfarm acei dm

where ACEAPP-sticky and ACEIDM-sticky are the syicitoup names configured for this deployment.

Step 7: Server Load-Balancing Configuration

The Cisco ACE product supports server load balan(@iB) based on Layer 3 and Layer 4 connectioormétion and also Layer 7
protocol information. It uses class maps, policypmand service policies to classify, enforce, ke action on incoming traffic. For a
Layer3 and Layer4 traffic classification, the matcheria in a class map include the VIP addresstogol and port of the ACE.

The following four configuration steps are needed:

1. Configure VIP using a class map of the typach all.
class-map match-all VI P-aceapp-http
2 match virtual -address 10.10.164.21 tcp eq ww
cl ass-nmap match-all VI P-aceapp-https
3 match virtual -address 10.10.164.21 tcp eq https
class-map nmatch-all VI P-acei nv-9401
2 match virtual -address 10.10.165.21 tcp eq 9401

class-map match-all VIP-aceidmhttp

2 match virtual -address 10.10. 165. 167 tcp eq ww
class-map match-all VI P-aceidm https

3 match virtual -address 10. 10. 165. 167 tcp eq https

class-nmap match-all VI P-aceoid
2 match virtual -address 10. 10. 165. 183 tcp eq 389

2. Configure a policy map of the typead balance to associate to a sticky server farm.
policy-map type | oadbal ance first-match vip-I| b- ACEAPP
c

ass cl ass-default
sti cky-serverfarm ACEAPP- st i cky
policy-map type | oadbal ance first-match vip-1b-ACEl NV

cl ass cl ass-defaul t

serverfarm acei nv

policy-map type | oadbal ance first-match vip-I| b-ACEI DM

ass cl ass-defaul t
sti cky-serverfarm ACEl DM sti cky

c

policy-map type | oadbal ance first-match vip-1b-ACEQ D

cl ass cl ass-defaul t

serverfarm aceoi d
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3. Configure policy map of the typeultimatch to associate the class map configured in stedsb. &pply the SSL proxy server under
class maps for HTTPS traffic.
policy-map multi-match | b-vip
cl ass VI P-aceapp- https
| oadbal ance vip inservice
| oadbal ance vi p-1 b- ACEAPP
ssl -proxy server PSERVI CE_SERVER
cl ass VI P-aceapp-http
| oadbal ance vip inservice
| oadbal ance vi p-1 b- ACEAPP
cl ass VI P-acei nv-9401
| oadbal ance vip inservice
| oadbal ance vi p-| b- ACEI NV
class VI P-aceidmhttps
| oadbal ance vip inservice
| oadbal ance vi p-| b- ACEI DM
ssl -proxy server PSERVI CE_SERVER
class VIP-aceidmhttp
| oadbal ance vip inservice
| oadbal ance vi p-| b- ACEI DM
cl ass VI P-aceoi d
| oadbal ance vip inservice
| oadbal ance vi p-| b- ACEQ D

policy-map multi-match | b-vip-server
cl ass VI P-aceoid
| oadbal ance vip inservice
| oadbal ance vi p-1| b- ACEQ D
class VIP-aceidmhttp
| oadbal ance vip inservice
| oadbal ance vi p-| b- ACEI DM

4. Apply the policy map to the interface VLAN.
interface vlan 25
service-policy input |Ib-vip

interface vlan 26
service-policy input |b-vip-server

interface vlan 29
service-policy input |Ib-vip

interface vlan 30
servi ce-policy input |b-vip-server
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interface vlian 31
service-policy input |Ib-vip

interface vlan 32
service-policy input |b-vip-server

Step 8: Bridge mode configuration

The Cisco ACE module doesn’t include any extermgisical interfaces. Instead, it uses internal VLikerfaces. An interface on the
Cisco ACE can be configured as either routed afderd. Bridge mode configuration allows simplifiegptbyment of the Cisco ACE.
In this deployment VLAN 25 faces toward the clisitte and VLAN 26 faces toward the real server side.

The following configuration steps are needed tolément bridge mode configuration on the Cisco ACE:

1. Access-list configuration

An access control list (ACL) must be configuredemery interface in order to permit connections.edlise, the Cisco ACE denies
all traffic on the interface. For this deploymemip access lists named PERMIT_ALL are configuredaamit IP and ICMP traffic
on interface VLANSs. The access list named PERMITLAd assigned for security policies on interfaceAKL25, VLAN 29, and
VLAN 31 to allow direct access to real servers;shme access list is also assigned for securitgipslon interface VLAN 26,
VLAN 30, and VLAN 32 in order to permit traffic beeen real servers and also to access other netfvorkghe real servers. The
following configuration permits all IP and ICMP fiia on desired interface VLANSs, but Cisco ACE dam easily configured to filter
incoming/outgoing traffic on the interface VLANsdgal on criteria such as source address, destiredidmess, protocol, protocol
specific parameters, and so on if required by thst@ners.

access-list PERMT_ALL line 5 extended pernit ip any any

access-list PERMT_ALL line 6 extended pernit icnp any any

2. VLAN interfaces configuration

For bridge mode configuration, both client- andseesside VLANs need to be configured. Both VLAN&rfaces share a common
bridge group. In addition, access lists and a loaldncing service policy are also applied at therface VLANS.

The following configuration shows the interface VINA&onfigurations for this deployment, shown in Fig:
interface vlian 25
bridge-group 1
access-group input PERM T_ALL
service-policy input everyone
service-policy input |Ib-vip
no shut down
interface vlan 26
bri dge-group 1
access-group input PERM T_ALL
service-policy input everyone
service-policy input |b-vip-server
no shut down

interface vlan 29
bri dge-group 2
access-group input PERM T_ALL
service-policy input everyone
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service-policy input |Ib-vip
no shut down

interface vlian 30
bri dge-group 2
access-group input PERM T_ALL
service-policy input everyone
service-policy input |b-vip-server
no shut down

interface vlian 31
bri dge-group 3
access-group input PERM T_ALL
service-policy input everyone
service-policy input |Ib-vip
no shut down

interface vlan 32
bri dge-group 3
access-group input PERM T_ALL
service-policy input everyone
servi ce-policy input |b-vip-server
no shut down

Bridge group virtual interface (BVI) configuration
BVI configuration defines the Layer 3 instancelw# bridge group. Its configuration allows the bidgof traffic between the two
VLANS. The interface number is the same as bridoeg defined in step 2. The following configuratisimows the BVI
configuration for this deployment:
interface bvi 1
ip address 10. 10. 164. 20 255. 255. 255. 240
no shut down
interface bvi 2
i p address 10. 10. 165. 180 255. 255. 255. 240
no shut down

interface bvi 3
i p address 10. 10. 165. 164 255. 255. 255. 240
no shut down

Step 9: Default gateway configuration

To access remote machines and to respond to ofignests on other networks, a default route neete tonfigured for the Layer 3
VLAN interface that needs to be load balanced. défault gateway of the Cisco ACE points to the diérass of the Layer 3 interface
on the upstream router. In redundant designs,iittpto the HSRP address instead of the interfeddeeas. The following is the default
gateways configuration of the Cisco ACE for thipldgment:

ip route 0.0.0.0 0.0.0.0 10.10. 164. 17
ip route 0.0.0.0 0.0.0.0 10.10.165. 177
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ip route 0.0.0.0 0.0.0.0 10.10.165. 161

A separate gateway needs to be configured for eadlitional interface that needs to be load baldnEer example, a separate gateway
needs to be configured for interface VLAN 31 inarpvith VLAN 31 and 32.
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