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PRODUCT BULLETIN NO. 2795

CISCO I0S SOFTWARE RELEASES 12.2(18)SXE
NEW FEATURES AND HARDWARE SUPPORT

This product bulletin highlights features in Cid@8° Software Release 12.2(18)SXE and includes thewitlg sections:

1. Cisco IOS Software Release 12.2S introduction

2. Cisco I0S Packaging in Release 12.2(18)SXE

3. Release 12.2(18)SXE Hardware and Feature Highlights

1. CISCO I0S SOFTWARE RELEASE 12.2S INTRODUCTION

Cisco 10S Software Release 12 i8%lesigned for Enterprise campus and Serviceitoedge networks that require world-class IP and

Multiprotocol Label Switching (MPLS) services. TBésco CatalystSwitches and high-end routers in Release 12.28desecure, converged
network services in the most demanding EnterpmseService Provider environments, from the wiritmset and data center to the WAN

aggregation edge.

The infrastructure innovation and technology lealigrinCisco 10S 12.2&nable advanced Ethernet LAN switching, Metro Eibg and
Broadband Aggregation services through enhancenrehtigh Availability, Security, MPLS, VPNs, and FRouting and Services.

Releases 12.2(22)S, 12.2(20)S, 12.2(18)S, and1)2(@re available from Cisco.com. For detailedrimiation about the features and hardware
supported in each of these releases, refBetease 12.2S New Features and Hardware Suppodu®rBulletin No. 2216

Derived from Release 12.2(14)8.2SXprovides Release 12.2S functionality featuresteardware support for the Cisco Catalyst 6500 Series
Switch and Cisco 7600 Series Router.

In addition to Release 12.2(18)SXE, Releases 12)3{D, 12.2(17d)SXB, 12.2(17b)SXA, 12.2(17a)SX, 42d2(14)SX are available from
Cisco.com. For detailed information about the fezguand hardware supported in each of these rslgalsase visit:

« http://www.cisco.com/en/US/products/sw/iosswrel@k®prod_bulletins_list.html

« http://www.cisco.com/en/US/products/hw/switches&prod_bulletins_list.html

1.1 Release 12.2SX Ordering Information, Feature Sets, and Image Names
Refer to the “Feature Sets” section of the Reld2s2SX release notes for information about Rel@2s2SX orderable product numbers, feature
sets, and image names.

* http://www.cisco.com/en/US/products/hw/switches&prod_release_note09186a00801c8339.html
« http://www.cisco.com/en/US/products/hw/switches(&prod_release_note09186a008019ele9.html

1.2 Additional Information

Cisco I0S Software Release 12.28p://www.cisco.com/go/release122s/

Cisco I0S Software Release feedback and questidtpsi/www.cisco.com/warp/public/732/feedback/relefa

Release 12.2SX Release Notetsp://www.cisco.com/en/US/products/hw/switchesiprod_release_note09186a00801c8339.html
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¢ Cisco I0S Software Product Lifecycle Dates & Mitasts:
http://www.cisco.com/en/US/products/sw/iosswrel 8B/ prod_bulletin0900aecd801eda8a.html

¢ Cisco I0S Software Centduttp://www.cisco.com/public/sw-center/

2. CISCO I0S PACKAGING IN RELEASE 12.2(18)SXE

Cisco 10S Software is the world’s leading netwarkastructure software, delivering a seamless natéan of technology innovation, business-
critical services, and hardware support. Curreogigrating on over ten million active systems, raggirom the small home office router to the
core systems of the world’s largest service praviggworks, Cisco 10S Software is the most widelyeraged network infrastructure software
in the world.

Today’s users need more flexible and consistertiveoé packaging to address their complex netwovirenments. Cisco is expanding its new
Cisco 10S Packaging to Cisco switches via Cisco 888ware Release 12.2S, creating a new foundé&io@isco 10S Software features and
functionality.

For an overview of Cisco IOS Packaging for Ciscitaves, including its availability and the assoethCisco I0S Software Release migration
strategy, please visifittp://www.cisco.com/go/packaging/

3. RELEASE 12.2(18)SXE HARDWARE AND FEATURE HIGHLIGHTS
Cisco 10S Software Release 12.2(18)SXE, the latestbmer release of Release 12.2S, adds suppgdeerful new hardware and more than
100 new features for the Cisco Catalyst 6500 S&wesch and Cisco 7600 Series Router.

3.1 Release 12.2(18)SXD Hardware and Feature Highlights
Table 1 and the following sections highlight sonfithe key hardware and software features availabRelease 12.2(18)SXE.

Note: Unless noted otherwise, the following highlightedtfuires were first supported in Release 12.2SX Release 12.2(18)SXE. Subsequent
releases of Release 12.2SX will also support tgklighted features, and might include additionabliaare support for the following highlighted
features.

Cisco Feature Navigatowhich requires an account on Cisco.com, dynatyicgldates the list of supported hardware as nedware support is
added for the features in the releases of ReleaSX. Cisco Feature Navigator can provide a cutiveldist of all new and existing features
supported in Release 12.2(18)SXE, including hardveaud software image support.

Table 1. Release 12.2(18)SXE Hardware and Feature Highlights

Hardware Support Cisco |0S Security Cisco I0S Infrastructure IP Addressing and Services
» Cisco Services SPA Carrier-400  « Dynamic Multipoint VPN * Redundant Supervisor < IPv6 Quality of Service
« Cisco IPsec VPN SPA - VPN Routing and Engine 720—High - Dynamic Host Configuration
« WebVPN Service Module Forwarding—Aware Availability Protocol version 6 Prefix
« Cisco 7604 Router Dynamic Multipoint VPN Enhancemznt . Delegation
« Cisco 7600 Series SPA Interface  * Network Address * Server Load Balancing: . Stateless Dynamic Host
Processor 400 Translation Transparency Stateful Failover within - Configuration Protocol version 6
. . Aware Dynamic Multipoint Single Chassis For Domain Name Service
 Cisco 7600 Series SPA Interface
VPN * Interface-Aware Server « \/[ AN over IP unnumbered Sub-
Processor 200 ) o .
. WS.CE504.E « Dynamic Multipoint VPN Load Balancing Interfaces
" Spoke-to-Spoke  Netflow Multiple « Configurable Per VLAN MAC
* 2700 Watt AC Power Supply for Functionality Export Destinations Learning

the Cisco 7606
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Hardware Support

2700 Watt DC Power Supply for
the Cisco 7606

2700 Watt AC Power Supply for
the Cisco 7604

2700 Watt AC Power Supply for
the Cisco 7604

Cisco 1-Port OC-12¢c/STM-4c
ATM Shared Port Adaptor

Cisco 2-Port OC-3c/STM-1c ATM
Shared Port Adapter

Cisco 4-Port OC-3c/STM-1c ATM
Shared Port Adapter

Cisco 1-Port OC-12¢/STM-4c POS
Shared Port Adapter

Cisco 2-Port OC-3c/STM-1c POS
Shared Port Adapter

Cisco 4-Port OC-3c/STM-1c POS
Shared Port Adapter

Cisco 2-Port Clear Channel T3/E3
Shared Port Adapter

Cisco 4-Port Clear Channel T3/E3
Shared Port Adapter

Cisco 2-Port Channelized T3 (DS0)
Shared Port Adapter

Cisco 4-Port Channelized T3 (DS0)
Shared Port Adapter

Cisco 8-Port Channelized T1/E1
Shared Port Adapter

1-Port Fast Ethernet Port Adapter
2-Port Fast Ethernet Port Adapter
1-Port Packet over SONET
OC3c/STM1 Port Adapter

Cisco 10S Security

» SafeNet IPsec VPN Client
Support

» Key Rollover for Certificate
Renewal

« Port Security with 4096
Secure MAC addresses .

» Port Security with Sticky
MAC Address

« Encapsulated Remote SPAN*

* SPAN Destination Port
Permit List *

Cisco I0S Infrastructure

NetFlow Bridged Flow
Statistics

Embedded Network
Management
Improvements

CNS Interactive
Command Line
Interface

Clear Hardware
Interface Counters

Show Diagnostic Sanity
Show top-n

Unknown Unicast
Flood Blocking

SCP Health Monitor
RLB IMSI Sticky
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IP Addressing and Services

Dynamic Host Configuration
Protocol Snooping

Digital Optical Monitoring for
GigaStack Gigabit Interface
Converters

Dynamic Address Resolution
Protocol Inspection

Features on LAN Sub Interfaces
for Catalyst 6500 Phase 1

Per-VLAN Load Balancing for
Advanced QinQ Service Mapping

Multipoint Bridging

Layer 2 Traceroute

Aggregated DSCP/Precedence
Values for WRED

DE/CLP and EXP mapping on
Frame Relay/Asychronous Transfer
Mode over Multiprotocol Label
Switching Virtual Circuits

Egress ACL Support for Remarked
DSCP

Packet Classification Based on
Layer3 Packet-Length

Ingress Shaping

Percentage Based Policing

Strict Priority LLQ

Bandwidth Command in
Hierarchical Quality of Service
Parent Class

Bandwidth Remaining

Match VLAN

Egress IPv6 Multicast Replication
with PFC3/DFC3

IPv6 Multicast Route Processor
Redudnancy/Route Processor
Redudnancy+ support on
PFC3/DFC3

IDSM-2 Etherchannel Load
Balancing

CSG R6

Route Bridge Encapsulation (RBE)
RFC-1490 Bridging

Bridged Routing Encapsulation
(BRE)



Hardware Support Cisco 10S Security

MPLS and VPNs IP Multicast IP

« High-Level Data Link Control over e
Multiprotocol Label Switching .

* Point-to-Point Protocol over .
Multiprotocol Label Switching

 Hierarchical Quality of Service
Support for Ethernet over .
Multiprotocol Label Switching
Virtual Circuits

» Ethernet over Multiprotocol Label .
Switching per VLAN QoS

« Multiprotocol Label Switching .
Label Switching Protocol
Ping/Traceroute and AToM VCCV

« Multiprotocol Label Switching—
LDP Inbound Label Binding
Filtering

3.2 Hardware Support

Multicast VPNs .
MLD snooping

IPv4 Multicast over Point-  *
to-Point Generic Routing
Encapsulation

Multicast over Virtual
Routing and Forwarding
Lite

Cisco 10S Source Specific
Multicast Mapping

IPv6 Protocol Independent
Multicast-Sparse Mode

« IPv6 Source Specific

Multicast

Multicast Listener Discovery
vl and v2

Cisco I0S Infrastructure

Routing

Bidirectional
Forwarding Detection

BGP Multipath Load
Sharing for Both
External BGP and
Internal BGP in a
Multiprotocol Label
Switching VPN

* BGP Support for TTL

Security Check

« EIGRP Multiprotocol

Label Switching VPN
PE-CE Site of Origin

IS-IS Support for
Priority-Driven IP
Prefix RIB Installation

¢ OSPF Link State

IPv6 Multicast Explicit Host
Tracking

Source Specific Multicast
Mapping for Multicast
Listener Discovery version 1
IPv6 Multicast Boot Strap
Router Support

Cisco Services SPA Carrier-400 (SSC-400)

The Cisco Services SPA Carrier-400 (SSC-400) hefable high-performance IPsec VPN services forrsetcansport of mission-critical data
across the network. It provides enterprises andcgeproviders tremendous flexibility and densigythey scale their network infrastructure and
expand secure, remote services to branch officdoHsite users. The SSC-400 has 2 sub slots @MRbec VPN SPA, providing a total throughput

of 5 Gbps of IPsec encryption acceleration per sikasot.

Figure 1. Cisco Services SPA Carrier-400

Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
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IP Addressing and Services
« Bridge Control Protocol (BCP)



Benefits
¢ Modularity—Up to two Cisco IPsec VPN SPAs per SSC-400, crgatimestment protection and offers flexibility assaCisco 7600 Series
Router and Cisco Catalyst 6500 Series Switches.

» Scalability—Up to 5 SSC-400 and 10 IPsec VPN SPAs in a Cis@® Beries Router or Cisco Catalyst 6500 chasdis;ing high-density, high-
performance IPsec VPN services while maintainitigaetive footprint and tremendous scalability.

Hardware
¢ Routers—Cisco 7600 Series

« Switches—Cisco Catalyst 6500 Series

Considerations
Requires Cisco 10S Software Release 12.2(18)SXHEzter.

Additional Information
http://www.cisco.com/en/US/prod/collateral/routpss68/product_data_sheet0900aecd8027c9ee.html

Product Management Contact: Jay Tsaijaytsai@cisco.com

Cisco IPsec VPN SPA (SPA-IPSEC-2G)

The Cisco IPsec VPN SPA delivers scalable and effisttive VPN performance for Cisco Catalyst 65@0i&€s Switches and the Cisco 7600 Series
Router. Using the Cisco 7600 Series Router or G&atalyst 6500 Series Services SPA Carrier-400c(C8ervices SPA Carrier-400), each slot of
the Cisco Catalyst 6500 or Cisco 7600 Series Raateisupport up to two IPsec VPN SPAs. The Cisesed/PN SPA delivers next-generation
AES encryption standards as well as increased imeaface of up to 2.5 Gbps IPsec encryption accéberat

Figure 2. Cisco IPsec VPN SPA

Benefits

« Next-generation Encryption Technology—In addition to supporting Data Encryption Stand@&S) and Triple Data Encryption Standard
(3DES), the Cisco IPsec VPN SPA supports Advanaeshyption Standard (AES), including all key siz&2§-, 192-, and 256-bit keys).
Designed to be the next-generation encryption telclyy, AES offers the ultimate in IPsec VPN seguaihd interoperability.

« High-speed VPN Performance—High-speed VPN performance provides up to 2.5 GifgsES and 3DES IPsec throughput with large packets
and 1.6 Gbps with Internet mix (IMIX) traffic.

« Scalability—Up to 10 Cisco IPsec VPN SPAs can be installedspséem to provide up to 25 Gbps of total throughpoabling wire-speed
secured transport for native 10-Gigabit Ethernttrfaces.

« Comprehensive VPN Features—The Cisco IPsec VPN SPA provides hardware acceerir both IPsec and generic routing encapsuiatio
(GRE), comprehensive support of site-to-site IPemmpote-access IPsec, and certificate authorityiplby infrastructure (CA/PKI).

© 2005 Cisco Systems, Inc. All rights reserved.
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« VPN Resiliency and High Availability—Routing over IPsec tunnels, dead-peer detectioDjDRot Standby Router Protocol (HSRP) plus
reverse route injection (RRI), and intra-chassis iater-chassis stateful failover for both IPsed &RE provide superior VPN resiliency and
high availability.

Hardware
¢ Routers—Cisco 7600 Series
* Switches—Cisco Catalyst 6500 Series

Considerations
Requires Cisco 10S Software Release 12.2(18)SXHzte.

Additional Information
http://www.cisco.com/en/US/products/ps6267/produtéga_sheet0900aecd8027cbb2.html

Product Management Contact: Jay Tsaijaytsai@cisco.com

WebVPN Service Module

The Cisc6 WebVPN Services Module is a high-speed, integr8clire Sockets Layer (SSL) VPN Services Modul€feco Catalyst6500

Series switch and Cisco 7600 Series Router to theateed for ubiquitous connectivity and incredsaadwidth requirements. WebVPN delivers
cost-effective SSL VPN performance on the Ciscalyat 6500 Series and is suitable for various dgpknts with its unsurpassed scalability and
performance. Up to four modules can be supportedsimgle chassis to support up to 32,000 simutian&SL VPN users and 128,000
connections. The scalability and unique virtual@aicapabilities of the Cisco WebVPN Services Medulake it an ideal solution for managed
service providers, and simplify the policy creatamd enforcement requirements in large enterpwisidsdiverse user populations.

Figure 3. WebVPN Service Module

Benefits
» Scalability—A single module is capable of supporting up to 88idGultaneous users and up to 32,000 concurremtemions. Up to four
modules can be supported in a single chassis fwosupp to 32,000 simultaneous SSL VPN users a®d0D® connections.

¢ Virtualization and VRF Awar eness—Virtualization technology is a way to pool resowweehile masking the physical attributes and bouedar
of the resources from the resource users. Up tovitB&l routing and forwarding (VRF)-aware virtu@ntexts are supported per module.

» Advanced Endpoint Security—A primary component of the Cisco WebVPN Serviceglile, Cisco Secure Desktop offers preconnection
security posture assessment and a consistent Badleeneans of eliminating all traces of sensitiaa.

Hardware
¢ Routers—Cisco 7600 Series

« Switches—Cisco Catalyst 6500 Series

Considerations
Requires Cisco 10S Software Release 12.2(18)SXHEzter.
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Additional Information
http://www.cisco.com/en/US/products/ps6404/indaxiht

Product Management Contact: Ajay Gupta,ajgupta@cisco.com

Cisco 7604 Router

The Cisco 7604 Router is one of the smallest rednnobuters to offer nx10GE performance with sexsicThe Cisco 7604 Router, a four slot
chassis, delivers performance in a compact fivk-uait (5 RU) form factor. It can be configured i single supervisor engine and up to three
line cards or for High Availability and redundanayith dual supervisor engines and up to two linelsaThe Cisco 7604 Router also supports
redundant AC or DC power supplies for increasedlaiviity.

Ideal for Enterprise WAN aggregation or servicevier environments, the Cisco 7604 offers one efitfuustry’s leading array of interfaces
(DSO0 to OC-48/STM-16, FE, GE, 10GE) and servicedutes such as IPsec, Firewall, SSL VPN, IDS, andDBProtection. The Cisco 7604
also supports the Enhanced FlexWAN module, whitarsefPort Adapter investment protection for useoking to migrate their Cisco 7200 or
7500 Series.

This flexible router is ideal for addressing higériermance applications such as:

¢ High-end CPE

« Enterprise WAN Aggregation
e Lease Line

IP/MPLS Provider Edge

¢ Metro Ethernet

Cisco 7604 Router Chassis Features:

¢ Five RU (8.75-inch) compact chassis, up to 9 ckgssi 7-foot rack

« Four slots (2 Supervisor slots and 2 interfacesstotl Supervisor slot with 3 interface slots)
¢ 1+1 route processor protection capability

« 1+1 power supply protection option, AC or DC

« Network Equipment Building Systems (NEBS) Levelddnpliance (post FCS)

¢ Single-side connection management for interfacepaweer terminations

* Side-to-side airflow

Figure 4. Cisco 7604 Router

Product Management Contact: 7600-prod-mgmt@cisco.com
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Cisco 7600 Series SPA Interface Processor-400

The Cisco 7600 Series SPA Interface Processor Z800¢SIP-400) Module enables high-performancelliggst WAN and metropolitan-area
network (MAN) services. Enterprises and servicevjaters can leverage a wide variety of Cisco Sh&ad Adapters (SPAs) for flexible, mixable
WAN aggregation and connectivity options, and candjfit from the increased scalability, performarase] rich Quality of Service (QoS) features
offered by the 7600-SIP-400 Module.

The 7600-SIP-400 Module accepts up to four shacetgalapters commonly used with the Cisco 7304,cCr600, Cisco 12000, and CRS-1 Series
Routers as well as the Cisco Catalyst 6500 Serige!s In addition, it offers increased performaiacel memory compared to the existing Optical
Services Modules and FlexWAN modules. This innaxeatrchitecture is designed to deliver numerousianggtions and enable scalable,
distributed, intelligent network services for cuntr@and next generation of applications.

7600-SIP-400 initially supports the following SPAs:

¢ SPA-2XOC3-POS—2-port OC-3c/STM-1 POS SPA
¢ SPA-4XOC3-POS—4-port OC-3c/STM-1 POS SPA
¢ SPA-1XOC12-POS—1-port OC-12¢c/STM-4 POS SPA
¢ SPA-2XOC3-ATM—2-port OC-3¢c/STM-1 ATM SPA
¢ SPA-4XOC3-ATM—4-port OC-3c/STM-1 ATM SPA
¢ SPA-1XOC12-ATM—1-port OC-12¢c/STM-4 ATM SPA

Figure 5. Cisco 7600 Series SPA Interface Processor-400

Product Management Contact: 7600-prod-mgmt@cisco.com

Cisco 7600 Series SPA Interface Processor-200

The Cisco 7600 SPA Interface Processor-200 (768028D) Module enables high-performance, intelligd#tN services. Enterprises and service
providers can take advantage of the many flavote@fShared Port Adapters for their WAN aggregasiod connectivity options, as well as the
increased scalability, performance, and rich festwffered by the 7600-SIP-200. Additionally, ti&®@-SIP-200 provides feature parity with the
Enhanced FlexWAN while offering twice the performarand increased scalability.

The 7600-SIP-200 Module accepts up to four shacetgalapters commonly used with the Cisco 7304;cCr600, Cisco 12000, and CRS-1 Series
Routers as well as the Cisco Catalyst 6500 Serig!s In addition, it offers increased performamcel memory compared to the existing
FlexWAN and Enhanced FlexWAN modules. This innoxatrchitecture is designed to deliver numerousianggtions and enable scalable,
distributed, intelligent network services for cuntr@and next generation of applications.

The rich QoS and low-speed WAN aggregation featafése 7600-SIP-200 enable users to:

¢ Classify and mark packets for QoS treatment withennetwork
Guarantee bandwidth to business-critical applicatio

Limit bandwidth to non-critical applications

Avoid network congestion by dropping select lowepity packets
* Smooth out bursts and avoid packet discard in #teark

© 2005 Cisco Systems, Inc. All rights reserved.
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« Compressed Real-Time Protocol (cCRTP) to maximizeliédth utilization
¢ Link fragmentation and interleaving (dLFI) to miriia jitter

¢ Multi-Link Point to Point Protocol (MLPPP), Multiibk Frame Relay Protocol (MLFR), ATM VC Bundle, Rra Relay VC Bundle to bundle
multiple low speed links

7600-SIP-200 initially supports the following SPAs:

¢ SPA-2XOC3-POS—2-port OC-3c/STM-1 POS SPA
¢ SPA-4XOC3-POS—4-port OC-3¢/STM-1 POS SPA
¢ SPA-2XOC3-ATM—2-port OC-3c/STM-1 ATM SPA
¢ SPA-4XOC3-ATM—4-port OC-3¢c/STM-1 ATM SPA
¢ SPA-CH8TE1—8-port T1/E1 SPA, to DSO SPA

e SPA-2XT3/E3—2-port T3/E3 SPA

¢ SPA-4XT3/E3—4-port T3/E3 SPA

* SPA-2XCT3/DS0—2-port CT3 SPA, to T1/E1 SPA
e SPA-4XCT3/DS0—4-port CT3 SPA, to T1/E1 SPA

Figure 6. Cisco 7600 Series SPA Interface Processor-200

Product Management Contact: 7600-prod-mgmt@cisco.com

WS-C6504-E
The WS-C6504-E is a Cisco Catalyst 6500 Seriestdeslassis with a redundant power supply optiodelivers up to 600W per slot, with
a variable speed fan.

Product Management Contact: Bala Nageshhnagesh@cisco.com

2700 Watt AC Power Supply for the Cisco 7606
The PWR-2700-AC power supply provides 1319W at 1404 2669W at 220V in the CISCO7606 chassis.

2700 Watt DC Power Supply for the Cisco 7606
The PWR-2700-DC power supply provides 1319W whemected with 1 DC-input and 2669W when connectal &iDC-input in the
CISCO7606 chassis.

2700 Watt AC Power Supply for the Cisco 7604
PWR-2700-AC/4 power supply provides 1319W at 1184 2669W at 220V in CISCO7604 and WS-C6504-E chassi

2700 Watt AC Power Supply for the Cisco 7604
PWR-2700-DC/4 power supply provides 1319W when ested with 1 DC-input and 2669W when connected @ilbC-input in CISCO7604
or WS-C6504-E chasses.

© 2005 Cisco Systems, Inc. All rights reserved.
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Cisco 1-Port OC-12¢/STM-4c ATM Shared Port Adaptor
Supported on Cisco 7600 Series SPA Interface Psocd$0 in Release 12.2(18)SXE.

Cisco 2-Port OC-3¢c/STM-1c ATM Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&®0 and Cisco 7600 Series SPA Interface Proc@€¥) in Release 12.2(18)SXE.

Cisco 4-Port OC-3c/STM-1c ATM Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&®0 and Cisco 7600 Series SPA Interface Proc@€¥) in Release 12.2(18)SXE.

Cisco 1-Port OC-12¢/STM-4c POS Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psocd$0 in Release 12.2(18)SXE.

Cisco 2-Port OC-3c/STM-1c POS Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoce$0 and Cisco Series SPA Interface Procesdir?Release 12.2(18)SXE.

Cisco 4-Port OC-3c/STM-1c POS Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&®0 and Cisco 7600 Series SPA Interface Proc@€¥) in Release 12.2(18)SXE.

Cisco 2-Port Clear Channel T3/E3 Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&90 in Release 12.2(18)SXE.

Cisco 4-Port Clear Channel T3/E3 Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&90 in Release 12.2(18)SXE.

Cisco 2-Port Channelized T3 (DS0) Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&90 in Release 12.2(18)SXE.

Cisco 4-Port Channelized T3 (DS0) Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&90 in Release 12.2(18)SXE.

Cisco 8-Port Channelized T1/E1 Shared Port Adapter
Supported on Cisco 7600 Series SPA Interface Psoc&90 in Release 12.2(18)SXE.

1-Port Fast Ethernet Port Adapter
Adds support for 1-port Fast Ethernet Port Adaff&x-FE-TX and PA-FE-FX) to the Enhanced FlexWAN Mitsl

2-Port Fast Ethernet Port Adapter
Adds support for 2-port Fast Ethernet Port Adafféx-2FE) to the Enhanced FlexWAN Module.

1-Port Packet over SONET OC3c/STM1 Port Adapter
Adds support for the 1-port OC3c/STM1 Port Adagh-POS-10C3) to the Enhanced FlexWAN and FlexWAbduies.

© 2005 Cisco Systems, Inc. All rights reserved.
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3.3 Cisco 10S Security

Dynamic Multipoint VPN

Dynamic Multipoint VPN (DMVPN) combines multipoideneric Routing Encapsulation (MGRE) tunnels, IRs&ryption, and Next Hop
Resolution Protocol (NHRP) routing to provide usestreamlined method of configuring large hubgioke IPsec VPNs and enables dynamic
discovery of tunnel endpoints. DMVPN eliminates tbquirement for defining static crypto maps fae<b-site VPNs.

This feature relies on the following two Cisco teclogies:

NHRP: a client and server protocol where the hub istrger and the spokes are the clients. The hubtaraénran NHRP database of the public
interface addresses of the each spoke. Each spgigters its real address when it boots and quéréeBIHRP database for real addresses of the
destination spokes in order to build direct tunnels

MGRE Tunnéel Interface: allows a single GRE interface to support multifteec tunnels and simplifies the size and complefithe
configuration.

The topology shown in Figure 4 and the correspam@inlets explain how this feature works.

Figure 7. DMVPN
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Each spoke has a permanent IPsec tunnel to thenbtin the other spokes within the network. Egmbke registers as clients of the NHRP
server.

When a spoke needs to send a packet to a destirfptivate) subnet on another spoke, it querieNtHRP server for the real (outside) address
of the destination (target) spoke.

After the originating spoke learns the peer addoésie target spoke, it can initiate a dynamietP&innel to the target spoke.

The spoke-to-spoke tunnel is built over the multip&GRE interface.

The spoke-to-spoke links are established on demduethever there is traffic between the spokes. Eifiene packets are able to bypass the hub
and use the spoke-to-spoke tunnel.
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Benefits
« Hub Router Configuration Reduction
— Currently, for each spoke router, there is a sépdrack of configuration lines on the hub routeattdefine the crypto map characteristics,
the crypto access list, and the GRE tunnel interfabis feature allows users to configure a singlétipoint GRE tunnel interface, a single
IPsec profile, and no crypto access lists on therbuter to handle all spoke routers. Thus, the sfzhe configuration on the hub router
remains constant even if spoke routers are addgg:toetwork.
¢ Automatic IPsec Encryption Initiation
— GRE has the peer source and destination addreSguwea or resolved with NHRP. Thus, this featultevas IPsec to be immediately
triggered for the point-to-point GRE tunneling dnem the GRE peer address is resolved via NHRmhémultipoint GRE tunnel.
¢ Support for Dynamically Addressed Spoke Routers
— When using point-to-point GRE and IPsec hub-andspdPN networks, the physical interface IP addofghe spoke routers must be
known when configuring the hub router because dress must be configured as the GRE tunnel deistinatidress. This feature allows
spoke routers to have dynamic physical interfacad@esses (common for cable and DSL connectigis@n the spoke router comes
online, it will send registration packets to théhouter: Within these registration packets isdhgent physical interface IP address of
this spoke.

« Simplifies the burden of headend management arglréfduces the total cost of ownership.

Additional Information

« http://www.cisco.com/en/US/products/sw/iosswrel@&d/products_feature_guide09186a0080110bal.html
¢ http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: 10S-Security-PM@cisco.com

VPN Routing and Forwarding—Aware Dynamic Multipoint VPN

VPN Routing and Forwarding (VRF) Instance Integiddynamic Multipoint VPN (DMVPN) enables users taprsite-to-site DMVPN IPsec
sessions into Multiprotocol Label Switching (MPL#PNs. This allows service providers to extend tlegisting MPLS VPN service by mapping
off-net sites (typically a branch office) to thedspective VPNs. IPsec sessions are terminateldeoRMVPN PE device and traffic is placed in
VRFs for MPLS VPN connectivity. Specifically, wovkas done to extend the Next Hop Routing Protoc&lRR) to look into the VRF Tables
while building the database of spoke addressdseimtib.
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Figure 8. VRF Aware DMVPN
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Benefits

* DMVPNSs can be used to extend the MPLS networksayepl by service providers to leverage the easemfiguration of hub and spokes,
support for dynamically addressed CPEs and zerhtptovisioning for adding new spokes into a DMVPN.

« DMVPN architecture can unite many spokes into glsimultipoint GRE interface, removing the needddatistinct physical/logical interface
for each spoke in a native IPsec installation.

Product Management Contact: 10S-Security-PM@cisco.com

Network Address Translation Transparency Aware Dynamic Multipoint VPN

It is not uncommon to situate a remote DMVPN sploékind a NAT box, where a Port Address TranslafiohT) is enabled. When the DMVPN
spokes need to send a packet to a destinatiora{p)isubnet behind another spoke, they query the M Resolution Protocol (NHRP) server for
the real (outside) address of the destination spbie DMVPN hub maintains a NHRP database of thag¢lendpoints and the physical address of
the spokes.

Figure 6 illustrates that it is typical for spokesa DMVPN cloud to be given the same physical edsliby the NAT boxes sitting in front of them.
As the spokes often times have no control oveatiiresses provided to them by the ISP, DMVPN wharced to work for spokes behind a
NAT Box.

© 2005 Cisco Systems, Inc. All rights reserved.
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Figure 9. NAT Transparency Aware DMVPN
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Benefits
Provides deployment flexibility when spoke routars behind NAT boxes.

Additional Information
http://www.cisco.com/en/US/products/sw/iosswrelZ¥B/prod_bulletin09186a00801d7229.html#wp1003905

Product Management Contact: 10S-Security-PM@cisco.com

Dynamic Multipoint VPN Spoke-to-Spoke Functionality

Dynamic Multipoint VPN (DMVPN) Spoke-to-Spoke Fuiretality allows dynamic on-demand direct spoke{tole tunnels to be created between
two DMVPN spoke CPEs without traversing the hubisTeature enables production-ready spoke-to-sfaketionality in single- and multi-hub
environments in a DMVPN network. It also incorpesaincreased spoke-to-spoke resiliency and redegdamulti-hub configurations.
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Figure 10. DMVPN Spoke-to-Spoke Functionality
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Benefits
« Direct spoke-to-spoke tunnels
— This functionality allows direct spoke-to-spoke iehcreation between two branch offices withouttthéfic having to go through the

hub. Spokes can take advantage of an internet cbanalirectly available between them. This leadleeduced latency and jitter for
spoke-to-spoke traffic and improved bandwidth zaition. DMVPN networks deliver a lower cost per M8pf Bandwidth than native
IPsec networks because the spoke-to-spoke traffioti restricted by hub bandwidth utilization abht¢ha same time it does not add any
additional overhead to the hub bandwidth utilizatio

¢ Avoids dual encrypts and decrypts

— Native IPsec and IPsec + GRE networks are orgamsigddib and spoke networks. As a result, all spotspoke traffic traversing the
hub and requiring a dual encrypt and decrypt fbiraffic putting an additional burden on the huBWC DMVPN alleviates the problem
by creating direct on-demand spoke-to-spoke tunnels
* Smaller spoke CPEs can participate in a virtuatlemand full mesh
— DMVPN allows smaller spoke CPE to participate wirtual on-demand full mesh. Creating and managiffiglil mesh is often not possible
for smaller spoke CPE, which cannot handle more thdozen IPsec tunnels. DMVPN allows the spokesdate tunnels to other spokes
on demand and tear down the tunnels after use.

Additional Information
« http://www.cisco.com/en/US/tech/tk583/tk372/tectogdés_white_paper09186a008018983e.shtml
¢ http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: 10S-Security-PM@cisco.com
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SafeNet IPsec VPN Client Support

Cisco 10S Software headends that terminate Safelidetts need to be able to support multiple groefiSafeNet clients using different wildcard
preshared keys. Each key is placed in a keyringgwis bound to a specific interface address, abttie headend knows which key the client may
be using.

Key Rollover for Certificate Renewal
Key Rollover for Certificate Renewal provides PglBased Routing for IPv6 equivalent to IPv4.

Port Security with 4096 Secure MAC addresses
Increased system wide limit of 1024 secure MAC edsles to 4096 secure addresses.

Port Security with Sticky MAC Address
Port Security with Sticky MAC Address converts dymeally learned MAC addresses to configured adeéeasitomatically.

Encapsulated Remote SPAN
Encapsulated Remote SPAN allows monitoring of icaftross Layer 3 networks.

SPAN Destination Port Permit List
SPAN Destination Port Permit List allows configuyia list of ports that are allowed to be SPAN dhedion ports. The intended use of this feature
is as a safeguard to prevent the accidental migpmation of a port.

3.4 Cisco IOS Infrastructure

Server Load Balancing: Stateful Failover within Single Chassis
Server Load Balancing (SLB) for Stateful Switcho(®80) enhances SLB by allowing it to failover tedendant Supervisor in RPR+
configuration.

SLB intelligently load balances TCP/IP traffic assanultiple servers. It appears as one “virtuatVaeto the requesting clients. All traffic is
directed toward a virtual IP address (virtual servea DNS. Those requests are distributed overias of real IP addresses on servers (real
servers).

SSO allows a redundant supervisor engine to sgairt a fully-initialized state and synchronize witte persistent configuration and the running
configuration of the active supervisor engineulbsequently maintains the state on protocols, drthanges in hardware and software states for
features that support stateful switchover are kepync. Consequently, it offers no zero interraptio Layer 2 sessions in a redundant supervisor
engine configuration.

Combing with SSO, SLB can now preserve its staterdoen primary and secondary RPs. As a resultpitiges high availability and load balancing
within a same chassis.
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Figure 11. SLB Presents a Virtual Address and Load Balances the Traffic Across Multiple Servers
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Benefits
Server Load Balancing: Stateful Failover within Single Chassis enablesst-effective high availability and load balancsgution—allowing
two service blades (ie: two MWAM) on a same chaaside maintaining high availability and load batémg.

Additional Information
¢ http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indéx

Product Management Contact: Lou Menditto [menditt@cisco.com Rohit Shrivastavadshriva@cisco.cojn

Interface-Aware Server Load Balancing
Server Load Balancing (SLB) enhancement perforroag-balancing decisions based on the input interfa

NetFlow Multiple Export Destinations
Export NetFlow records to two NetFlow Collectors.

NetFlow Bridged Flow Statistics
NetFlow Bridged Flow Statistics enables and dissiblédged flow statistics on virtual LANS (VLANS).

Embedded Network Management Improvements

Key enhancements include Frame Relay 64-bit interfdIB support, UDI support, additional SONET/D&BIe MIB support, enhanced
process/memory pool support for all line and jadeetls, and consistent alarming model across Of8&ices Modules and SPA Interface
Processors.

CNS Interactive Command Line Interface
CNS Interactive Command Line Interface (CLI) alloavaon-interactive process to execute exec inigeacbnfiguration commands by storing
the necessary input required by the CLI commandtlen providing it during the invocation of the cmand.
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Clear Hardware Interface Counters
This feature provides the ability to clear hardwewanters per interface. The cleared counter valaase viewed by using the new ‘delta’ keyword
in the ‘show counters interface’ command.

Show Diagnostic Sanity
Parses through the configuration and evaluateainesystem states to arrive at a set of warningshwtould help the user set a more stable
configuration.

Show top-n
Show top-n allows the user to collect counters avepecified interval and to display these couritesorted order. For example, the user can
collect the number of bytes or packets coming aitdhe ports in the system and then display tipel® ports that have the most incoming traffic.

Unknown Unicast Flood Blocking
Provides a mechanism to block unknown unicastitraffi Layer 2 interfaces.

SCP Health Monitor
Provides debugging capabilities for the Enhanced\WIAN.

RLB IMSI Sticky
Ability to bind all flows for the same user (idefigd by his IMSI address) to the same gateway ®ibhange Director.

3.5 IP Addressing & Service

IPv6 Quality of Service

IPv6 Quality of Service (QoS) features supportedRw6 environments include packet classificatipmeuing, traffic shaping, WRED, class-
based packet marking, and policing of IPv6 pack&itsof the QoS features are managed from the mardQbS command line interface (CLI).
The modular QoS CLI (MQC) allows users to defiradfic classes, create and configure traffic pofidjeolicy maps), and then attach those
traffic policies to interfaces.

The Cisco Catalyst 6500 Series and Cisco 7600 Spravide the QoS functionality for IPv6 packetdsIpossible to classify IPv6 packets using
the QoS TCAM and apply policing and marking degisito the IPv6 traffic. The hardware support fdrestuling, queuing and congestion control
is implemented in the line card port ASICs. Thisaderates IPv6 packet processing when QoS is etable

Benefits
« Enables IPv6 traffic engineering capability.
« Enables applications and/or service classification.

Additional Information
« http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios123/123cgcr/ipv6_c/sa_gosv6.htm

* http://www.cisco.com/univercd/cc/td/doc/producttsadre/ios122/122newft/122limit/122sx/12218sxe/intiém

Product M anagement Contact: Sachin Guptasagupta@cisco.comTim McNees fmcnees@cisco.comPatrick Grossetet@{rosset@cisco.com
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Dynamic Host Configuration Protocol version 6 Prefix Delegation

The current development of the IPv6 Internet amdiftv6 address allocation recommendation has I#tetoeed for Internet service providers
(ISPs) to offer relatively large address blockamancreasing number of users. Every site withfjaation for more than one link is entitled to
receive a /48 prefix allocation.

IPv6 enables simple, automatic host configuratidonversely, there was nothing in the initial sgeation to automatically delegate a prefix to
a router; so manual configuration was the onlyarpti

Dynamic Host Configuration Protocol version 6 (DH@PPrefix Delegation allows service providers tstidbute relatively long-lived /48 prefixes
to their users in a stateful fashion at the SerRiaevider border router. DHCPvV6 performs a sinfilarction to DHCPv4, and can also offer
parameters such as DNS server and default domeiesiim a stateless manner.

Figure 12. DHCPV6 Prefix Delegration
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Example of DHCPV6 Prefix Delegation Operation
1. APPPlink is established over a Layer 1 link betwéhe CPE and the PE routers. The CPE routertithtes itself by username in the
PPP authentication phase of the negotiation. PRBtimandatory (Ethernet could also be used),tliddes offer client authentication.

2. From the username contained in the PPP negotiai®adius request [RFC3162] is sent to the SeRiogider Radius server. In the case of
a valid username/password pair, the result ofrdgsiest returns a /64 prefix to the PE. This prisfithen included in RA messages sent on the
link connected to the CPE. The corresponding /@fiproute is injected into the Service Provideuting system.

3. When the link between the CPE and the PE comethe;PE issues a DHCPv6 SOLICIT message to disdoM&Pv6 servers on the link.
4. The PE router, acting as a DHCPV6 server, sendd@6 OFFER message.

5. The CPE router uses this piece of information saésa DHCPv6 REQUEST message to acquire a /4& frefn the PE router. Note that this
sequence of messages may vary.

6. The PE responds with a DHCPv6 REPLY message, imgutie /48 prefix assigned to this particular CPEis response may include Internet
configuration items (i.e.: DNS servers’ addresdesnain list). A /48 static route is automaticaltgérted in the PE routing table for the
duration of the PPP connection. The DHCPvV6 bindibhgsween CPE identifiers and prefixes) are stéwedlly on the PE.
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7. The received prefix is used by the CPE as a “gé¢peefix”. From this /48 prefix, the CPE derives/(bonfiguration) /64 prefixes to assign
to connected interfaces.

8. The CPE interfaces configured as above start sgritiiuter Advertisement messages on the correspptidis. Hosts on the links auto-
configure their respective IPv6 interface addressesrdingly.

Benefits
« Enables automatic numbering for a site.
« Simplifies IP addressing management.

Additional Information

« http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indémx
* RFC 3315, Dynamic Host Configuration Protocol fevé (DHCPV6)

¢ RFC 3633, DHCP IPv6 Prefix Delegation

Product Management Contact: Patrick Grossetet@@rosset@cisco.comlLatha Vishnubhotlal{ishnu@cisco.com

Stateless Dynamic Host Configuration Protocol version 6 for Domain Name Service

Dynamic Host Configuration Protocol version 6 (DHEPPrefix Delegation is the key element of an d&w6 deployment. However, to have

a fully functional IPv6 service, the hosts behinaater or a CPE need to be configured with DonName Service (DNS) server addresses and
possibly other parameters (i.e.: domain lists)sTdanfiguration should be automated. Stateless DI@& DNS automates this configuration.

Stateless DHCPv6 for DNS enables routers to provateork parameters, such as DNS, in addition ¥ liidress, in a stateless manner. When
the Router Advertisement messages sent by a rbaterthe O-bit set indicating that other parametarsbe retrieved in a stateless manner, hosts
supporting DHCPv6 send a DHCPv6 INFORMATION-REQUES&ssage including the parameters it needs. If @B server is present on the
link (it can be the CPE router), a DHCPv6 REPLY sage with the requested parameters is received.

Figure 13. Stateless DHCPv6 for DNS
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Benefits
Simplify IPv6 deployment.

Additional Information
« http://www.cisco.com/en/US/tech/tk872/technologigkite_paper09186a00801e199d.shtml
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* http://www.cisco.com/univercd/cc/td/doc/producttsafre/ios122/122newft/122limit/122sx/12218sxe/indiéx
* RFC 3646, DNS Configuration options for Dynamic HGsnfiguration Protocol for IPv6 (DHCPV6)

*« RFC 3736, Stateless DHCP Service for IPv6

Product Management Contact: Patrick Grossetet@grosset@cisco.com

IP Unnumbered Support for Sub-Interfaces

IP Unnumbered Support for Sub-Interfaces allows WisAsub-interfaces) of an Ethernet interface taftwe” an IP address from another interface
that has already configured with an IP addresss @lows conserving IP addresses, especially, wheWVLANs do not have many hosts or is
literally a point-to-point connection.

For example, in Ethernet to the Home (ETTH) or Difgployments, typically few hosts are connecteddoreentrator on a VLAN segment and do
not need an entire IP subnet to be assigned tdltAd& segment. Configuring an IP subnet for such-gubrfaces will result in inefficient use of
the IP address space that belongs to a servicédgrovmplementing IP unnumbered support for EteelLAN sub-interfaces will help conserve
IP address space for such deployments.

Figure 14. IP Unnumbered Support for VLAN Interface
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Benefits
e Savings in IPv4 address space because all portsheaie the same subnet.

< Easy migration for DSL providers to Gigabit Ethdraplinks and an IP core.

Additional Information
¢ http://www.cisco.com/en/US/products/sw/iosswrel@@B/products_feature_guide09186a00801d1dfd.html
¢ http://www.cisco.com/univercd/cc/td/doc/producttsadre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: Murali Kolli, mkolli@cisco.com

© 2005 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 21 of 44


http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122limit/122sx/12218sxe/index.htm
mailto:pgrosset@cisco.com
http://www.cisco.com/en/US/products/sw/iosswrel/ps5207/products_feature_guide09186a00801d1dfd.html
http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/122newft/122limit/122sx/12218sxe/index.htm
mailto:mkolli@cisco.com

Configurable Per VLAN MAC Learning
Configurable per VLAN MAC Learning supports the figarable enabling and disabling of MAC addresseasding on a per VLAN basis.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Latha Vishnubhotldyvishnu@cisco.com

Dynamic Host Configuration Protocol Snooping

Dynamic Host Configuration Protocol (DHCP) Snoopprgvides security by filtering untrusted DHCP naggss and by building and maintaining
a DHCP snooping binding table. An untrusted mesgagee that is received from outside the netwarfirewall and that can cause traffic attacks
within the network. For example, DHCP snooping barused to differentiate an untrusted switch ponhected to an end user from a trusted
switch port connected to a DHCP server or anotivécls.

The DHCP snooping binding table contains the MA@reds, IP address, lease time, binding type, VLANIber, and interface information that
correspond to the local untrusted interfaces afitch; it does not contain information regardingstsinterconnected with a trusted interface. An
untrusted interface is an interface that is coniguo receive messages from outside of the neteofikewall. A trusted interface is one that is
configured to receive only messages from withinrtevork.

DHCP snooping acts like a firewall between untrdgtests and DHCP servers. It also enables uselifféoentiate between untrusted interfaces
connected to the end-user and trusted interfacesented to the DHCP server or another switch.

DHCP snooping intercepts all DHCP messages beta@tient and a DHCP server, and tracks DHCP |IPesddassignment binding between
the DHCP server and the client. It can filter tHe@P server response messages from an untrustegpdrperform per-port DHCP message
rate limiting. DHCP snooping is typically used teypent DHCP-related Denial of Service (DoS) attdnksdentifying subscribers and filtering
unauthorized network traffic. It can be enablecagrer-VLAN basis.

Benefits
« Enhances security by protecting a network from eoBHCP servers and thus preventing a DHCP DoSkattac
» Eases troubleshooting by providing port informatio®dHCP IP address mapping.

Considerations
In order to enable DHCP snooping on a VLAN, DHCBaping must be enabled on the switch.

Additional Information
« http://www.cisco.com/en/US/products/hw/switchesfBroducts_configuration_guide_chapter09186a0086@ihtml

« http://www.cisco.com/univercd/cc/td/doc/producttsadre/ios122/122newft/122limit/122sx/12218sxe/intiém

Product Management Contact: Bob Beliles bbeliles@cisco.com

Digital Optical Monitoring for GigaStack Gigabit Interface Converters

Certain transceivers support Digital Optical Monitg in hardware. These transceivers periodicallly gperating conditions such as temperature
and power levels. This software enhancement altbesode to read and display these operating donditThe reporting is done through both
the CLI and the MIB. Threshold violations are suped as well: an alarm is generated if any of thiees exceed their respective thresholds.
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Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Sachin Guptasagupta@cisco.com

Dynamic Address Resolution Protocol Inspection

Dynamic Address Resolution Protocol (ARP) Inspeat{ibAl) is a security feature that validates ARRK®ts in a network. DAI allows a network
administrator to intercept, log, and discard AREkets with invalid MAC address to IP address bigdirThis prevents man in the middle attacks
that can be carried out by poisoning ARP cachds thit help of ARP packets containing invalid IPMAC address mappings.

To prevent ARP poisoning attacks, a switch mustienthat only valid ARP requests and responseestaged. DAI prevents these attacks by
intercepting all ARP requests and responses. Efittese intercepted packets is verified for valid®address to IP address bindings before the
local ARP cache is updated or the packet is fore@td the appropriate destination. Invalid ARP gtslare dropped.

DAl determines the validity of an ARP packet basadsalid MAC address to IP address bindings storedtrusted database. This database is built
at runtime by DHCP snooping, provided that it ialgled on the VLANs and on the switch. In additib| can also validate ARP packets against
user-configured ARP ACLs in order to handle holsé tise statically configured IP addresses.

DAl can also be configured to drop ARP packets wihenlP addresses in the packet are invalid or viheMAC addresses in the body of the ARP
packet do not match the addresses specified iktthernet header.

Figure 15. ARP Cache Poisoning Example

HA A B HB
(1A, MA) q (1B, MB)

HC
(IC, MC)

In Figure 9, Hosts HA, HB, and HC are connectethéoswitch on interfaces A, B and C, all of whick an the same subnet. Their IP and MAC
addresses are shown in parentheses; for exampdé HAouses IP address IA and MAC address MA. WhAmideds to communicate to HB at the
IP Layer, HA broadcasts an ARP request for the MaiGress associated with IB. As soon as HB recéhedRP request, the ARP cache on HB is
populated with an ARP binding for a host with tReaddress |A and a MAC address MA; for exampled@&ress IA is bound to MAC address

MA. When HB responds, the ARP cache on HA is paedlavith a binding for a host with the IP addré8sihd a MAC address MB.

Host HC can “poison” the ARP caches of HA and HBbbgadcasting forged ARP responses with bindingsa feost with an IP address of IA (or
IB) and a MAC address of MC. Hosts with poisonedPAéaches use the MAC address MC as the destirdtidh address for traffic intended for
IA or IB. This means that HC intercepts that t@fBecause HC knows the true MAC addresses asedaiath IA and IB, HC can forward the
intercepted traffic to those hosts using the com®&C address as the destination. HC has insetsetf into the traffic stream from HA to HB.

Benefits
Enhances security by reducing the risks assocwithdARP poisoning and traffic hijacking.
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Additional Information

« http://www.cisco.com/en/US/products/hw/switchesg##/products_configuration_guide_chapter09186a0980da.html
¢ http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: Sachin Guptasagupta@cisco.com

Features on LAN Sub-Interfaces
The following are the first phase of feature supgion sub-interfaces of Catalyst Ethernet linelsar

¢ IPv4 Unicast forwarding, global and MPLS VPN
¢ IPv4 Multicast forwarding, global and MPLS VPN (MW
* 6PE

* EOMPLS

 IPv4 Unnumbered

« Counters for sub-interfaces (show VLANs and MIB fsoi)
* BGP (iBGP and eBGP)

* OSPF

* EIGRP

¢ RIP viiv2

* ISIS

« Static Routing

¢ Uni-Directional Link Routing (UDLR)

¢ IGMP v1,v2,v3

e PIMvl,v2

* SSM IGMPv3lite and URD

« Stub IP Multicast Routing

¢ IGMP join

* IGMP static group

*« MRM Multicast Routing Monitor

« MSDP

* SSM

« Ping IPv4

« Ping IPv6

Additional Information
http://www.cisco.com/univercd/cc/td/doc/productieatre/ios122/122newft/122limit/122sx/12218sxe/inthéx

Product Management Contact: Sachin Guptasagupta@cisco.com

Per-VLAN Load Balancing for Advanced QinQ Service Mapping

Allow multiple GE physical ports on multiple OSM-26E-WAN modules to be logically grouped as a sitigle bundle. It would then be possible
to assign any number of VLANS to this link bundigther than to specific physical ports within tlirik bundle. This system feature would then
assign these VLANSs on a round robin basis to plygiorts within the link bundle.
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Benefits
Enables link-building for redundancy and bandwidittinagement.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: 7600-prod-mgmt@cisco.com

Multipoint Bridging

Multipoint Bridging (MPB) enables Layer 2 bridgirmgross multiple ATM Virtual Circuits or multiple &me Relay DLCls and an Ethernet
VLAN. It allows service providers to offer EtherAgdsed multipoint services using their existing A& Frame networks. MPB is supported
with RFC1483/2684 Bridged ATM VCs and RFC1490/288itilged Frame Relay DLCIs. It supports a maximumi§fVLANs, and a maximum
of 60 VCs or DLCIs can be bridged to a VLAN.

MPB supports IEEE 802.1qg tagged and untagged modes.

Figure 16. Multipoint Bridging

Multiple PVCs —
Bridges to VLAN 10

VLAN 10
S S
-l---_-_-,-_-_-:.-.'-'-' I e amaccceaamnan,
Wit 1
Site A
7600
<—> Point-to-Multipoint Bridging Path )
<«——> ATM Local Switching Path Site C
7600
Hardware

« RFC1483 MPB is supported on all applicable EnhardegWAN, 7600-SIP-200 and OSMs.
* RFC1490 MPB is supported on all applicable EnharftdedWAN, 7600-SIP-200 and OSMs.

Additional Information

http://www.cisco.com/univercd/cc/td/doc/productteaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: 7600-prod-mgmt@cisco.com
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Layer 2 Traceroute
Layer 2 Traceroute functionality traces the patimfrone node to another in a Layer 2 network.

Aggregated Differentiated Services Code Point/Precedence Values for WRED
This feature aggregates multiple Differentiatedvidess Code Point (DSCP)/Precedence values forggesimin/max threshold and marks probability
when specifying WRED parameters for the ATM SPAghmn7600-SIP-400.

DE/CLP and EXP Mapping on Frame Relay/Asynchronous Transfer Mode over Multiprotocol Label Switching

Virtual Circuits

AToM QoS feature where at imposition the PE routaps the FR DE or ATM CLP to MPLS EXP bit and apdisition the remote PE maps
EXP back to DE/CLP.

Packet Classification Based on Layer 3 Packet-Length
Classifies packets based on Layer 3 packet lefigih Layer 3 length can be configured as a rangefigakin bytes.

Percentage Based Policing
Allows policing to be configured in terms of pertage of the interface bandwidth, and thus, the ssandce-policy can be attached to different
interface types regardless of their individual haidlths. Release 12.2(18)SXE supports Percentaged®slicing on the WAN linecards.

Strict Priority Low Latency Queuing

Simple “policing” with drop action is needed to lirthe traffic going into a strict priority queue order to not starve other traffic queues. Pior t
Strict Priority Low Latency Queuing (LLQ), Optic&krvices Modules supported only the ‘priority’ coamd for LLQ. This new feature provides
a policing function with priority.

Bandwidth Command in Hierarchical Quality of Service Parent Class
This feature enables configuration of ‘bandwidtbianand in Hierarchical Quality of Service (QoS)grdrclass. Release 12.2(18)SXE supports
the command on the OSM-2+4GE-WAN+.

Bandwidth Remaining

Bandwidth Remaining allows users to assign a weightqueue to optimize scheduling of uncommittaddwidth on an interface. Without
this feature, the un-assigned bandwidth on anfaterwould be equally distributed amongst all dedigueues. This feature enables the user
to configure percentages for distribution of theassigned bandwidth to each of the queues.

Match VLAN
Match VLAN provides VLAN match/classification in MQclass-maps. This feature permits rate-limitind\BfP packets.

Egress IPv6 Multicast Replication with PFC3/DFC3
Egress IPv6 Multicast Replication allows IPv6 Laganulticast replication to occur on egress-caphbézards.

IPv6 Multicast Route Processor Redundancy/Route Processor Redundancy+ Support on PFC3/DFC3
Route Processor Redundancy Plus (RPR+), the staRBby fully initialized and configured. This feegallows RPR+ to dramatically shorten the
switchover time if the active RP fails, or if a nuah switchover is performed. Because both thelwgiazonfiguration and running configuration are
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continually synced from the active to the standiBy e cards are not reset during a switchovee. iiterfaces remain up during this transfer, so
neighboring routers do not detect a link flap [jiek does not go down and back up).

IDSM-2 Etherchannel Load Balancing

The IDSM-2 with 5.0 code will be recognized as @aheEChannel device by Supervisors in the CiscolZst&500 Series Switch chassis and allow
them to participate with up to 8 total IDSM-2 deagdn the same chassis.

3.6 Layer 2 and Layer 3 VPN

High-Level Data Link Control over Multiprotocol Label Switching

With Cisco AToM High-Level Data Link Control (HDLG)ver Multiprotocol Label Switching (MPLS), an HDL&nnection is emulated from one
customer router to another across an MPLS backiddrie technology also allows transportation of GistbLC frames across the packet networks,
and functions in transparent mode.

The MPLS backbone network can be enabled to aédeptor HDLC packets by configuring the PE routeth@both ends of the MPLS backbone.
HDLC extends the usability of the MPLS backboneshwgbling it to offer Layer 2 services in additionaiready existing Layer 3 services.

Figure 17. HDLC over MPLS
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over MPLS (AToM)
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MPLS
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Equipment Router Equipment Router

Benefits

Enables MPLS service providers to offer Layer Zises in which the Layer 2 encapsulation is HDLC.

Hardware
Requires FlexWAN, Enhanced FlexWAN, 7600-SIP-20008M as the customer-facing interface and uplinketwork core.
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Additional Information

« http://www.cisco.com/en/US/products/ps6646/produstsite_paper09186a00804fbda5.shtml

« http://www.cisco.com/en/US/netsol/ns341/ns396/n#iF155/networking_solutions_white_paper09186a008809.shtmi
« http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/indémx

Product Management Contact: Azhar Sayeedasayeed@cisco.com

Point-to-Point Protocol over Multiprotocol Label Switching

With Cisco AToM, Point-to-Point Protocol (PPT) owdultiprotocol Label Switching (MPLS), users’ PPRrhes are encapsulated across an MPLS
core. Using PPP over MPLS on POS links, serviceigess can create a “multiplexed” subinterface twat then be used to individually peer with
other providers via a single POS connection. PR BIPLS supports transparent pass through in WRRR sessions are between CE routers.

Figure 18. PPP over MPLS
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The MPLS backbone network can be enabled to aédeptor HDLC packets by configuring the PE routeth@both ends of the MPLS backbone.
HDLC extends the usability of the MPLS backboneshgbling it to offer Layer 2 services in additionaiready existing Layer 3 services.

L2 Clouds

Customer Premise
Equipment Router

Benefits
Enable MPLS service providers to offer layer 2 smw in which the layer 2 encapsulation is HDLC.

Hardware
Requires FlexWAN, Enhanced FlexWAN, 7600-SIP-2008&M as the customer-facing interface and uplinketwork core.
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Additional Information

« http://www.cisco.com/warp/public/cc/so/neso/vpn/pnst/atomf_ov.htm

« http://www.cisco.com/en/US/netsol/ns341/ns396/n#iF155/networking_solutions_white_paper09186a008809.shtmi
« http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indém

Product Management Contact: Azhar Sayeedasayeed@cisco.com

Hierarchical Quality of Service Support for Ethernet over Multiprotocol Label Switching Virtual Circuits
Hierarchical Quality of Service (HQo0S) Support Ethernet over Multiprotocol Label Switching (MPL&)hances QoS control over
MPLS networks by enabling hierarchical QoS on Eo8RICs. It provides following features on the egrsde for EOMPLS VC:

¢ Matching based on EOMPLS input VLAN and input CoS

« Traffic Shaping/Class-Based Weighted Fair Queu@BWFQ)/Weighted Random Early Detection (WRED)/Faireue
« CoS to EXP Setting

* EXP to COS Setting

In certain deployment scenarios, users decide baaggsign their traffic to the different subscrilméakses of service by setting 802.1p or IP DSCP
fields directly and want service provider edge eosito honor the Customer Diff-Serv settings. Qustoapplications are increasingly based on IP
and Ethernet transport; thus, service provider edgters that are cognizant of customer settingsldvgain competitive advantage. The feature
supports these requirements ie: per-customer diffeated services using hierarchical QoS on pairgeiint EOMPLS VC's.

Benefits

Provide service providers abilities to classify gmdicing user traffic over EOMPLS networks.

Hardware
Requires FlexWAN, Enhanced FlexWAN, or 7600-SIP-28Qhe customer-facing interface.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Azhar Sayeedasayeed@cisco.com

Ethernet over Multiprotocol Label Switching per VLAN Quality of Service

Classify Ethernet over Multiprotocol Label Switci(EoOMPLS) traffic on the core-facing egress irge€s. This allows the QoS to be done on
the egress interfaces based on the ingress VLANbHret packet fields of the EOMPLS traffic. Thisywthe ingress interface does not have to be
capable of doing complicated QoS operations.

Benefits
Provide service providers the ability to classifidaolice user traffic over EOMPLS networks.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/productieatre/ios122/122newft/122limit/122sx/12218sxe/inthéx

Product Management Contact: 7600-prod-mgmt@cisco.com
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Multiprotocol Label Switching Label Switching Protocol Ping/Traceroute and AToM VCCV

As the number of Multiprotocol Label Switching (MB).deployments, as well as the number of traffies/they carry, increase, the ability of
service providers to monitor label switched pattS8Rs) and quickly isolate MPLS forwarding problemisritical to their ability to offer services.
The MPLS Embedded Management—LSP Ping/Tracerouté\apd ransport over MPLS Virtual Circuit Connectidferification (AToM VCCV)
feature helps them do this.

¢« MPLS Embedded Management—LSP Ping/Traceroute and/ATGCV can detect when an LSP fails to deliver useffic.

* MPLS LSP Ping can be used to test LSP connectiwityPv4 Label Distribution Protocol (LDP) prefixesaffic engineering (TE) Forwarding
Equivalence Classes (FECs), and AToM FECs.

*« MPLS LSP Traceroute can be used to trace the L&RB¥4 LDP prefixes and TE tunnel FECs.
* AToM VCCYV enables the use of MPLS LSP Ping to testPseudo-Wire (PW) section of an AToM virtuatait (VC).

Figure 19. MPLS LSP Ping Example: Echo Request and Echo Reply Paths

LSP Headend LSP Tailend
LSR1 LSRB
MPLS Echo Request Echu Reply
Originating Target
Router ™. . . ... { ) - . T Router

LSH1U —

Lsn_qr/——

MPLS Echo Reply Via IP, MPLS, or a Combination of IP + MPLS

Figure 20. MPLS LSP Traceroute Example—An MPLS LSP Traceroute Example with an LSP from LSR1 to LSR4
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Benefits
« Extends diagnostic and troubleshooting capabiltbethe MPLS network.
« Helps to diagnose the root cause when a forwargiigre occurs.

< Aids in the identification of inconsistencies beémehe IP and MPLS forwarding tables, inconsisenoi the MPLS control and data plane,
and problems with the reply path.

Considerations

« MPLS LSP Traceroute cannot be used to trace thetpkén by AToM packets. MPLS LSP Traceroute issugported for AToM. (MPLS
LSP Ping is supported for AToM.) However, MPLS LBRceroute can troubleshoot the Interior Gatewaydeol (IGP) LSP, which is used
by AToM.

¢ MPLS LSP Ping/Traceroute cannot validate/trace MRLtial Private Networks (VPNS).
¢ MPLS LSP Traceroute cannot troubleshoot LSPs timaiey Time to Live (TTL) hiding.

Additional Information
¢ http://www.cisco.com/en/US/technologies/tk436/tk@82hnologies_brief0900aecd800f6e31.html
¢ http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: Azhar Sayeecasayeed@cisco.com

Multiprotocol Label Switching—LDP Inbound Label Binding Filtering
Allows users to configure ACLs to filter the lali®hdings which are accepted from peer LSRs.

3.7 IP Multicast

Multicast VPNs
Multicast VPNs (mVPNSs) provide a scaleable architexto enable multicast in an RFC2547 Layer 3 Mrdtocol Label Switching (MPLS)
VPN environment.

Originally derived from tag switching, MPLS usebéts to combine the intelligence of routing witle thigh performance of switching. MPLS
VPNSs are a natural extension of MPLS and are dffeservice providers to offer VPN services ovehared infrastructure. MPLS VPNSs operate
based on label stacks.

Despite the advantage of label stacking and théyatm decouple routing from forwarding for unit¢asaffic, MPLS VPNs did not address how to
handle multicast traffic. As a result, the only itadale solution for delivery of IP multicast videeoice, and data over a deployed Layer 3 MPLS
VPN was to statically configure point-to-point GREinels between Customer Edge (CE) routers. Aadingber of CE routers increased, the
number of point-to-point GRE tunnels required tdnten a full mesh of CEs quickly became unmanatgeabmore scalable solution was
required.

Cisco 10S Multicast VPNs address the inherent bdélaissues of using fully meshed point-to-po®BRE tunnels by introducing the concept of
Multicast Tunnel Interfaces (MTIs) and Multicastsbibution Trees (MDTS).

MTIs use GRE encapsulation; however they fundantigrdifer from traditional point-to-point GRE tumts in that they use multicast—rather
than unicast—destination addresses. The multicasinddéon address used by a MTI is what allowsavigler Edge (PE) router to map Customer
multicast traffic (C-packets) to Provider multicasiffic (P-packets).
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Figure 21. Example of MTI Encapsulation
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MVPN uses two types of MDTs in the MPLS core. Eaehves a different purpose:

» Default-Multicast Distribution Tree (MDT): nailed tree used for maintaining PIM adjacencigsvben PE routers and carrying low-rate
multicast traffic.

« Data-MDT: dynamic tree used for high-rate multicast traffiolike the Default-MDT, this tree is built only aseded between the source
PE and PEs with interested receivers.

Figure 22. Example of Default-MDT
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Figure 23. Example of Data-MDT
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Benefits

« Allows service providers to configure and suppouitinast traffic in an MPLS VPN environment withauging an overlay of fully-meshed point-
to-point GRE tunnels between CE routers withindbee for every customer VPN network.

« Maintains transparency between the customer anddmonetworks, which allows each to retain autopawer its existing PIM domain using
any of the multicast routing features availabl€iaco I0S Software (ie: PIM Sparse Mode [PIM-SMidiBectional PIM [Bidir PIM], and
Source Specific Multicast [SSM)])

» Does not impose any multicast-related configuratibanges to customer-side networks.
« Only requires MVPN support and multicast in theecfar Provider Edge (PE) routers.

« Provides optimal multicast forwarding in the cosing PIM-SM or SSM.

« Provides multicast group aggregation in the coneguBidir-PIM.

Additional Information
« http://www.cisco.com/en/US/products/ps6552/producis technology_home.html
¢ http://www.cisco.com/univercd/cc/td/doc/producttsadre/ios122s/122snwft/release/122s14/index.htm

« http://www.cisco.com/univercd/cc/td/doc/producttsgtre/ios122/122newft/122limit/122sx/12218sxe/intiém

Product Management Contact: Gurvinder Singhg_singh@cisco.conmpls-pm@cisco.com

MLD Snooping
MLD Snooping constrains IPv6 multicast traffic ivARAN to receivers that have joined the multicaseam. It applies to Layer 2 VLANSs, as well
as VLANs with SVI (ie: routing enabled). It doestrapply to pure Layer 3 routed interfaces.

Benefits
Saves bandwidth.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/productteaire/ios122/122newft/122limit/122sx/12218sxe/intiéx
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Multicast over Generic Routing Encapsulation

In many network scenarios, users configure the oitwo use Generic Routing Encapsulation (GRE) élsito send Protocol Independent

Multicast (PIM) and multicast traffic between rogteTypically, this occurs when the multicast seuaad receiver are separated by an IP cloud that
is not configured for IP multicast routing. In sundtwork scenarios, configuring a tunnel acrosiPacioud with PIM enabled transports multicast
packets toward the receiver.

Figure 24. Multicast over GRE
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Benefits
Provide deployment flexibility to support multicastffic over non-multicast capable or enabled reks.

Additional Information
« http://www.cisco.com/en/US/tech/tk828/technologmmfiguration_example09186a00801a5aa2.shtml
¢ http://www.cisco.com/univercd/cc/td/doc/producttsatre/ios122/122newft/122limit/122sx/12218sxe/intiémx

Product Management Contact: Gurvinder Singhg_singh@cisco.com

Multicast over Virtual Routing and Forwarding Lite
Multi-Virtual Routing and Forwarding (VRF) Customgdge (VRF-Lite) enables multiple VPN routing instas on Customer Edge devices. This
is typically useful for service providers seekingetend PE functionality to the customer edge.

Multicast over VRF Lite is an extension that sugpd@isco IOS IP Multicast (PIM Sparse Mode, Bidii@eal PIM, and Source Specific Multicast)
across regular VRF Lite.
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Figure 25. Multicast over VRF Lite
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Figure 19 illustrates Multi-VRF deployment on awetk that requires two separate VPNSs for its openat finance (teal) and engineering (red).
This network is receiving a VPN service from Pra@ridnd has two sites connected to both VPNs.

A single physical interface using sub-interfacessed to carry per-VPN unicast and multicast ttdfitween the Customer Edge and Provider
Edge.

Note: Each VPN may also be assigned to its own physitaiface between the Customer Edge and Provides;Edgvever, this is a more
expensive option.

Additional Information
¢ http://www.cisco.com/en/US/technologies/tk648/tk8RB63/technologies_white_paper0900aecd801203&ilsht
¢ http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indéx

Product Management Contact: Gurvinder Singhg_singh@cisco.com

Cisco I0S Source Specific Mapping
Cisco 10S Source Specific Multicast (SSM) Mappinggorts the transition of IP multicast solution®iSSM. It enables the deployment of SSM
with hosts that are incapable of providing IGMPsien 3 support in their TCP/IP host stack.

When the source is known in a multicast deploymiiat simplicity of Protocol Independent Multicast—8ge Specific Multicast (PIM-SSM)
makes it the most appropriate multicast routinggmol to deploy. Entertainment solutions [ie: Etierto the Home (ETTH)] and financial
deployments in which the application charactersstice one-to-many are two examples of multicastogerent that can typically benefit from
PIM-SSM.

PIM-SSM requires that a component on the host stgrtaie router regarding which group and soureeaihts to join. This can be IGMPv3,
IGMPv3-lite, or URL Rendezvous Directory (URD).

When deploying SSM, however, it is not always felesio expect these components to be on every 8881 Mapping allows a provider or an
enterprise to deploy PIM-SSM without relying on tiwsts to possess these components (IGMPv3, IGNiIBy®r URD). SSM Mapping enables
Cisco routers to map a multicast group to a spesdurce.

With this new functionality, the router will lookpuithe source associated with this group addressnameédiately initiate source-specific joins
upon receipt of an Internet Group Management Pobteersion 1 (IGMPv1) or IGMPv2 report. The SSM map database can be populated
either statically or via the Domain Name Servic&l ).
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Benefits

« Easy to install and manage: using source-to-groappimgs, SSM Mapping provides the same ease ofonketwstallation and management
as a pure SSM solution based on IGMPv3.

« Expedites SSM deployments: does not require evasyto support IGMPv3, IGMPv3-lite or URD.

Considerations

¢ When SSM Mapping is enabled usirigp” i gnp ssm map enabl e”, but the source mapping list is empty for thewgrpissue the command
“no ip ignp ssmnmap query dns”. This command will take in only statically confi;ed SSM-mapped source entries. When searching
for DNS-mapped dynamic entries, it takes an exthetoag time to resolve. This may result in minssies, such as failure to send IGMP Query
packets.

* SSM enables reuse of group G for multiple differmmd independent applications. One applicationsesud (S1, G) traffic while another
independent application can send traffic from (SR,Because independent applications can sendtteaftl the SSM receiver host explicitly
selects which source it wants to receive traffoorfr(S1 or S2) there is no conflict. The SSM Mapgd®egure does not share this benefit of full
SSM (unlike URD or IGMPv3Iite). Because SSM mapptiakes a group G join from a host and identifiés ¢gnoup to indicate an application
associated with one or more sources, it can orgpati one such application per group, G. Nevertiglill SSM applications may still share
the same group also used in SSM mapping. Thatk] Bapping is compatible with simultaneous URD, IBMlite or IGMPv3 membership
reports. Do not enable IGMPv3 on an interfaceéf ibceiver hosts that support IGMPv3 with applaatido not support SSM directly and need
to be supported by SSM mapping.

« As Explicit tracking is done only for v3 hosts ah@ switch is hon-ssm-mapping aware, this can emgatup mode inconsistency between the
Route Processor (RP) and Switch Processor (SP).

Additional Information

« http://www.cisco.com/en/US/products/sw/iosswrel@®B products_feature_guide09186a00801a6d6f.html
¢ http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indiéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

IPv6 Protocol Independent Multicast-Sparse Mode
IPv6 Multicast provides support for intradomain tiaast routing using Protocol Independent Multiegpairse Mode (PIM-SM). PIM-SM uses
a pull model to deliver multicast traffic. Only mairk segments with active receivers, which exgligiequest the data, will receive the traffic.

PIM-SM initially uses shared trees, so it requitesuse of a Rendezvous Point (RP), which mustib@rastratively configured in the network.

First-hop Designated Routers (FHDRs) with directipnected sources register with the RP, and subaélgjdorward data down the Shared Tree

to all interested receivers. The edge routers labout a particular source when they receive dathqis that exceed a threshold on the shared tree
then switchover to a new Shortest Path Tree (SA18.edge router or any intermediate router towdrd$RP may also send prune messages up the
shared tree as necessary while the new SPT is beittg

Benefits

« Efficient traffic forwarding: IPv6 PIM-SM uses an explicit-join model and buitistribution trees along only those branches efrtetwork
that require multicast.

« Efficient use of bandwidth: unlike PIM-DM, PIM-SM does not flood multicast ffia across all links to all routers in the network

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/inthéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com
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IPv6 Source Specific Multicast
IPv6 multicast provides support for intradomain tizalst routing using Source Specific Multicast (SSBISM eliminates the need from Protocol
Independent Multicast (PIM)-SM Shared Trees and édliately creates Shortest Path Trees (SPTs) ravtie source.

IPv6 SSM can accomplish this for two reasons:
1. Multicast Listener Discovery (MLD) v2 can specifietsource in its request to the local router.

2. Sources must inform receivers of their existeneeavinethod other than registering with the network.

Figure 26. IPv6 Source Specific Multicast
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172.17.18.1/24  Fa2/l 172.118.18.0/24 RP 172.17.17.1/24

3ffe:ffff:90::/64 3ffeffff:78::1/64
FE80::202:FCFF:FE3C:A438

FE80::205:5FFF:FEAF:2C39

Benefits
» Easy toinstall and manage: IPv6 SSM provides the same ease of network iasi@fi and management as a pure IPv4 SSM solutisedba
on IGMPv3.

¢ |P Multicast Address Management not required: eliminates the need for IP Multicast address mamegt.
* |P Multicast Rendezvous Point management not required: Rendezvous Points are not required because Sheged are not used.

¢ Denial of Service attacks from unwanted sour ces inhibited: because the SSM feature only builds SPTs for knesumces, any other sources
in the network are ignored.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

Multicast Listener Discovery Version 1 and Version 2

Multicast Listener Discovery (MLD) version 1 penfios the functions and is derived from Internet Grlgnagement Protocol (IGMP) v2, while
MLDv2 is equivalent to IGMPv3 and requires intermgi®n with IPv6 SSM. Unlike IGMP in IPv4, MLD uséSMPV6 to carry its messages. All
MLD messages are local to the link with a Hop Liofitl with the Router Alert option enabled.
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There are three types of MLD messages:
1. Query (Type=decimal 130)
General and Group Specific

In a Query message, the Multicast Address fiekktdo zero when it sends a General Query, whatméewhich Multicast addresses have
listeners on an attached link. In a Group-SpedifitMulticast-Address-Specific Query, the addresklfis set to a specific IPv6 Multicast
address. This query discovers whether a partiddldticast address has any listeners on an attalahied

2. Report (Type=decimal 131)
In a Report message, the Multicast Address fieltthes that of the specific IPv6 Multicast addresw/lhich the receiver is listening.
3. Done(Type=decimal 132)

In a Done message, the Multicast Address field hestthat of the specific IPv6 Multicast addresa/iich the receiver is ceasing to listen.

Benefits
Provides the same functionality as IGMPv2 and eBJPv6 multicast networks.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

IPv6 Multicast Explicit Host Tracking
IPv6 Multicast Explicit Host Tracking allows a rewtto track the behavior of hosts within an IPvBvwek and provides a fast leave mechanism
that can be used with Multicast Listener Discov@fy.D) version 2 host reports.

Benefits
Fast detection of IPv6 multicast hosts that leawmulticast group.

Additional Information

« http://www.cisco.com/en/US/products/sw/iosswrelA8B products_configuration_guide_chapter09186a088618.html - wp1259999
¢ http://www.cisco.com/univercd/cc/td/doc/productteatre/ios122/122newft/122limit/122sx/12218sxe/indéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

Source Specific Multicast Mapping for Multicast Listener Discovery Version 1
IPv6 Multicast does not use the Internet Group Mangent Protocol (IGMP) when a host signals a rowigr its desire to receive data from
a specific group. IPv6 uses a new protocol calledtigbst Lister Discovery (MLD). MLD is a sub pratal of ICMP in IPv6.

There are two versions of MLD today:
¢ MLDv1: similar to IGMPv2
¢ MLDv2: similar to IGMPvV3; used with IPv6 Source Specifitiliitast (SSM)

Since MLDv1 is unable to send source-specific joinwill not work with SSM natively.
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However, SSM Mapping for MLD v1 overcomes this liation and facilitates the deployment of IPv6 SSkhvinosts that are incapable of
providing MLD version 2 messages.

SSM Mapping for MLD v1 works by mapping group taisme pairs either locally on the router or via arizin Name Service (DNS) server. When
an MLD v1 report is received for a particular grothe feature associates the group to a sourdés 88M mapping table. This triggers source-
specific joins.

SSM Mapping for MLDv1 will support both static adgnamic DNS mapping for MLD v1 receivers.

Benefits
Flexible deployment: allows deployment of IPv6 SSM with hosts thatiagapable of providing MLD version 2 messages.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

IPv6 Multicast Boot Strap Router Support

Boot Strap Router (BSR) is one of the mechanismaliigh an IPv6 Protocol Independent Multicast (Phdter learns the set of Group-to-RP
mappings required for IPv6 PIM-Sparse Mode (PIM-Sivj)l Bidirectional PIM (Bidir-PIM) to function. Thaechanism is dynamic, largely self-
configuring, and robust to router failure. Thistfea adds the BSR support for IPv6 PIM SM.

Benefits
« Minimizes configuration requirements. Not requigedall routers in a multicast enabled network.

* Provides an alternative for interoperating withteyss that do not understand or support Auto-Reralezfoint (Auto-RP), another method
of dynamically advertising Group-to-RP mappings.

Considerations
The ability to configure a candidate-RP to map &idtional multicast groups is not available yet.

Additional Information
http://www.cisco.com/univercd/cc/td/doc/producttsaire/ios122/122newft/122limit/122sx/12218sxe/intiéx

Product Management Contact: Gurvinder Singhd_singh@cisco.cojnPatrick Grossetet@grosset@cisco.com

3.8 IP Routing

Bidirectional Forwarding Detection

The convergence of business-critical applicatiam® @ common IP infrastructure in enterprise amdise provider networks is becoming more
common. Given the criticality of the data, theseuvmeks are typically constructed with a high degnéeedundancy. While such redundancy is
desirable, its effectiveness is dependant upombiiiy of individual network devices to quickly @et failures and reroute traffic to an alternate
path.

This detection is usually accomplished via hardveitection mechanisms. However, the signals fraaadghmechanisms are not always conveyed
directly to the upper protocol layers. When thedlagre mechanisms do not exist (ie: Ethernet) omvithe signaling does not reach the upper
protocol layers, the protocols must rely on theilcinslower strategies to detect failures. The dete¢imes in existing protocols are typically
greater than one second, and sometimes much ldhgiesome applications, this is too long to be wisef
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Bi-directional Forwarding Detection (BFD) providespid failure detection times between forwardingieas, while maintaining low overhead.
It also provides a single, standardized methodh&fdevice/protocol failure detection at any pratblayer and over any media.

Figure 27. Bi-Directional Forwarding Detection
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Router A detects Router B failure within 150mseeramissing 3 BFD control packets from the RoutelTBe BFD on the Router A, then, informs
its clients (such as OSPF routing protocol procabs)t the failure.

Benefits

¢ Fast network convergence.

* Media independent link failure detection.
« Easier network profiling and planning.

Considerations
« The first phase release of the BFD supports OSHS, and EIGRP. BGP and other protocols are nqictied in the first phase.

« BFD is not supported over OSPF virtual links ormahinks, as the current specification for BFD usagdP links limits BFD to one-hop
adjacencies.

« BFD will consume some CPU resources, although nogatiynizations have been made to ensure the CPLeusamginimal.

Additional Information
« http://www.cisco.com/univercd/cc/td/doc/producttsgatre/ios122/122newft/122limit/122sx/12218sxe/intiém

Product Management Contact: Pepe Garcigaepe@cisco.com
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BGP Multipath Load Sharing for Both External BGP and Internal BGP in a Multiprotocol Label Switching VPN

Border Gateway Protocol (BGP) Multipath Load Shadfior eBGP and iBGP in a Multiprotocol Label Switofp (MPLS) VPN allows users to
configure multipath load balancing with both ex@rBGP (eBGP) and internal BGP (iBGP) paths in B@Rvorks that are configured to use
MPLS VPNs. This feature provides improved load beilag deployment and service offering capabilities is useful for multi-homed
autonomous systems and Provider Edge (PE) rottarsmiport both eBGP and iBGP paths from multihoraed stub networks. In MPLS/VPN
networks, in a vrf which has paths imported froeB&P and iBGP path, one can use both eBGP and f@@Pas multipaths and install them in
the RIB.

The multipaths are used by Cisco Express Forwartdingerform load balancing, which can be performoea per-packet or per-source or
destination pair basis. The BGP Multipath Load 8tigfor Both eBGP and iBGP in an MPLS VPN featuegfprms unequal cost load balancing
by default by selecting BGP paths that do not levequal cost of the Interior Gateway Protocol (LG order to enable the BGP Multipath Load
Sharing for both eBGP and iBGP in an MPLS VPN fegtaonfigure the router with MPLS VPNs that contdPN routing and forwarding
instances (VRFs) that import both eBGP and iBGRg&akhe number of multipaths can be configuredrsegly for each VRF.

Figure 28. A Service Provider BGP MPLS Network
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Figure 25 shows a service provider BGP MPLS netwak connects two remote networks to PE routerdLRE router 2, which are both
configured for VPNv4 unicast iBGP peering. Netw@rls a multihomed network that is connected to &Har 1 and PE router 2. Network 2
also has extranet VPN services configured with Mdeitvl. Both Network 1 and Network 2 are configufedeBGP peering with the PE routers.

PE router 1 can be configured with the BGP Multiplabad Sharing for Both eBGP and iBGP in an MPLS\MPature so that both iBGP and
eBGP paths can be selected as multipaths and ietpioitio the VRF of Network 1. The multipaths wi# bsed by Cisco Express Forwarding to
perform load balancing. IP traffic that is sentfrdletwork 2 to PE router 1 and PE router 2 wilsleat across the eBGP paths as IP traffic. IP
traffic that is sent across the iBGP path will batsas MPLS traffic, and MPLS traffic that is saotoss an eBGP path will be sent as IP traffic.
Any prefix that is advertised from Network 2 wiklveceived by PE router 1 through route distingerigRD) 21 and RD 22.The advertisement
through RD 21 will be carried in IP packets, anel dldvertisement through RD 22 will be carried inU8ackets. Both paths can be selected as
multipaths for VRF1 and inserted into the VRF1 RIB.
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Benefits
BGP Multipath Load Sharing for Both eBGP and iB&Rin MPLS VPN allows multihomed autonomous systentsPE routers to be configured
to distribute traffic across both eBGP and iBGFhpat

Considerations
* Route Reflector Limitation
— With multiple iBGP paths installed in a routing kaba route reflector will advertise only one o thaths (one next hop). If a router is
behind a route reflector, all routers that are embed to multihomed sites will not be advertisetbss separate VRFs with different RDs
are configured for each VRF.
¢ Memory Consumption Restriction

— Each IP routing table entry for a BGP prefix thas imultiple iBGP paths uses additional memorys tecommended not to use this feature
on a router with a low amount of available memarg aspecially when the router is carrying a futemet routing table.

Additional Information
« http://www.cisco.com/univercd/cc/td/doc/producttsadre/ios122/122newft/122limit/122sx/12218sxe/intiém

Product Management Contact: Pepe Garcigpepe@cisco.com

BGP Support for TTL Security Check
Allows BGP to establish a session only if the TTdcket field matches what is expected from the rizigh

EIGRP Multiprotcol Label Switching VPN PE-CE Site of Origin
In a MPLS VPN EIGRP PE-CE scenario, EIGRP Site 0§i@ is required to support topologies such agamsr sites that have both backdoor
links and MPLS VPN links.

IS-1S Support for Priority-Driven IP Prefix RIB Installation
Allows users to achieve faster convergence by taghigh-priority IP prefixes for faster processengd installation in the global routing table.

OSPF Link State Database Overload Protection
Prevents CPU and memory resource exhaustion derctss link-state advertisements (LSAS) received fiiven Open Shortest Path First (OSPF)
process.
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