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What Enterprises Should Do About IPv6 In 2011 

The purpose of this white paper is to provide enterprises with guidance, based on a three- to five-year 

outlook, on how IPv6 should be included in their network design, planning, and operations starting today. 

The intended audience is enterprise network administrators. 

This document will explore the area of the network and beyond where IPv6 needs to be considered and 

the reasons to consider it. In 2011 enterprises should assess their position toward IPv6 with an aim to 

drafting their own requirements, plans, and opportunities. Indeed, some have already identified IPv6 as a 

networking tool, better than a (re)numbering constraint, and everybody should share this opportunity.  

What Is IPv4 Address Exhaustion? 

Throughout its lifetime so far the Internet has been a rapidly growing communications medium. Resources for 

addressing devices have been plentiful, with the major challenges being with technology itself.  

With the rapid growth of the Internet over the last decade and more, the finite pool of globally unique IPv4 addresses 

has almost run out. The last block of IPv4 addresses to be given to an Internet service provider (ISP) is projected to 

happen in late 2011 or 2012. This document describes the impact on enterprises of the imminent IPv4 address 

exhaustion, whether they should be concerned or not, and whether they need to do anything, such as deploying 

IPv6. The major impact over the next several years will be on Internet presence (websites, e-commerce, email). 

While many enterprises have enough address space (public or private) to manage their intranet needs for the 

coming few years, the length of time needed to transition to IPv6 demands that administrators and managers 

consider the issue well in advance, and the largest enterprises may need to act sooner rather than later to ensure 

sufficient enterprise connectivity. 

Today the industry is on the verge of running out of the IPv4 addresses used to number devices on the Internet. The 

free pool held by the Internet Assigned Numbers Authority (IANA) was depleted on 3rd February 2011., IANA have 

no more IPv4 address space to distribute to the Regional Internet Registries (RIRs), namely AfriNIC (Africa), APNIC 

(Asia and Pacific), ARIN (North America), LACNIC (Latin America), and the RIPE NCC (Europe and Middle East). 

Each RIR’s free pool will run out between 2011 and 2013 (each RIR community has different consumption rates, so 

depletion of each RIR free pool will occur at different times following the IANA pool depletion). Once the RIR free 

pool has run out, the Internet will continue to function as it does today, but new public IPv4 addresses will be scarce, 

available only when they have been recovered from previous use. 

Impact on the Internet 

IPv4 address exhaustion will have a major impact on the growth of the Internet and on Internet service providers. 

Any ISP that wishes to continue to grow its revenue by increasing its customer base will have to find a technique to 

add new Internet users without requiring additional global unique IPv4 addresses. IPv6 was designed primarily to 

function atop existing Layer 2 technologies in the same way as IPv4 does and to have a larger address space so 

that it would be unlikely that the global Internet would ever suffer another such shortage. It is the networking 

industry’s plan of record. There is no alternative plan. The only issue facing us is when and how a transition from 

IPv4 to IPv6 will occur. 
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IPv6 is not directly compatible with IPv4: an IPv4-only node cannot communicate with an IPv6-only node (and vice 

versa). While IPv4 and IPv6 are not compatible, they can use the same network simultaneously, and various 

technologies aim at IPv4/IPv6 integration and coexistence. Recent generations of Cisco products support both IPv4 

and IPv6. 

Integration and coexistence strategies are then briefly described below: 

● Dual stack: All Internet users are given both a routable IPv4 and a routable IPv6 address (actually a network 

prefix). It is then up to the user’s computer to select which address to use (most operating systems always 

prefer to use IPv6 when the corresponding node has both an IPv6 and an IPv4 address). As the ISP must 

allocate one globally routable IPv4 address to each of its customers and very soon there will no longer be 

enough free IPv4 address blocks, the dual-stack technique cannot be applied to all current and future 

Internet users. 

● Shared IPv4 address: The ISP shares a few globally routable IPv4 addresses among several hundreds or 

even thousands of its customers. Each customer is assigned an IPv4 address (for example, RFC 1918) that 

is only used within the ISP network. If a customer wants to access the Internet, then the customer packets will 

go through a Network Address Translation (NAT) device implemented within the ISP network. The ISP can 

also provide IPv6 connectivity at the same time. 

● IPv6-only: The ISP does not give any IPv4 Internet access to the customer. The customer will have access 

only to the IPv6 part of the Internet. This can be combined with some ISP-operated Address Family 

Translation (AFT) mechanism that allows an IPv6-only node to communicate with an IPv4-only node. Mobile 

operators in some countries intend to offer this connection on next-generation mobile handsets (Long Term 

Evolution [LTE]). 
 

Each ISP will adopt one or several different techniques and each ISP will probably change techniques after a couple 

of years. It is expected that the Internet will slowly move to be IPv6-only but not within a five-year horizon at least.  

Service providers are likely to implement any of these three approaches over the short to medium term. The risk of 

shared IPv4 addresses for the enterprise is that some applications may fail or work poorly, in particular applications 

that make use of many concurrent transport connections such as Ajax. Because enterprises have no say in which 

service provider is selected by their customers and business partners, and hence little say as to whether a customer 

has access to IPv6 or is using shared IPv4 address space, the best course of action is to take a conservative 

approach toward IPv4 (such as not using Ajax for IPv4 clients) and a more aggressive approach with IPv6 (such as 

using Ajax for IPv6 clients and delivering a better service) as consumers become IPv6-enabled. 

The coexistence of several techniques leads to classifying the Internet users in the next three to five years as 

follows: 

● Public IPv4-only: An Internet user who has had a public IPv4 address and is keeping it for the foreseeable 

future. This user can only access IPv4 services. 

● Shared IPv4-only: An Internet user whose connections to the Internet go through a NAT function operated by 

the ISP or the enterprise. This user can only access IPv4 servers, and the use of NAT puts constraints on the 

applications he or she can use. 

● Public IPv4 and IPv6: An Internet user who has public IPv4 and IPv6 addresses and can access both IPv4 

and IPv6 services without any restriction. 

● Shared IPv4 and IPv6: An Internet user who has a public IPv6 address and a shared IPv4 address and who 

can access all IPv6 services without any restriction and all IPv4 services through a NAT.  

● IPv6-only: An Internet user who has only a public IPv6 address and can access only IPv6 services. 
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Impact on the Enterprise Network 

In this white paper, the enterprise network functions are segmented into three sections: 

● Internet presence: All the services and content offered by the enterprise to the Internet community. This 

includes customers and partners of companies, students of schools, citizens of governments, potential 

donors to charities, and so on. The services and content are usually located in the Internet data center of the 

enterprise. 

● Intranet end-user Internet connectivity: How the enterprise employees and applications access services 

and content on the Internet. 

● Intranet applications: All the services and content located inside the enterprise and accessed only by 

enterprise users and applications. The services and content are located in the enterprise data center. 
 

At the moment getting IPv4 addresses is basically free for enterprises (usually included in the Internet connection 

fee and a relatively small component of the overall cost—less than US$1 in many cases). As IPv4 addresses 

become scarce, just as in the case of any other scarce commodity, it is expected that there will be a growing market, 

legitimate or illegitimate, for IPv4 addresses. This market would allow one organization to transfer its IPv4 addresses 

to another organization (another ISP or another enterprise). Enterprises with surplus IPv4 addresses (for example 

after an acquisition or due to internal renumbering) may be able to get some revenue from their excess 

IPv4 addresses. 

Enterprises may only be able to participate in a very limited way as buyers in such a market because: 

● it doesn’t exist today,  

● RIR policies may not support end-user address transfers,  

● reputation of the acquired block could be an operational risk, 

● service providers may drive pricing beyond whatever benefit an address block would hold.  
 

Where enterprises can participate, as such addresses shift to service providers or as their costs increase, 

administrators may face new realities relating to how they communicate to the rest of the world. In particular, it may 

become expensive or impracticable for enterprises to host their own services locally. Those enterprises that have 

agreements to use provider-allocated (PA – also called provider-aggregatable1) addresses may find it even more 

difficult to change providers, due to an inability to acquire new PA space, thus increasing “lock-in.” 

Recognizing that an aggressive transfer market is an inevitable result of scarcity, the Internet community is currently 

discussing a limited controlled transfer system that would allow IPv4 address space to be transferred between 

organizations and be registered as such in the RIR databases. So far ARIN, APNIC, and the RIPE NCC have a 

limited transfer process approved and being implemented, and a proposal is being discussed at LACNIC; AfriNIC 

has no transfer proposals under discussion. The fact that an enterprise successfully acquires new IPv4 address 

 space via an address transfer does not mean that the enterprise's  Service Provider(s) will route that address 

space.  Enterprises should  coordinate with their Service Provider(s) to assure that their new  address space will 

be routed. 

Some enterprises with a large assigned IPv4 address block (let’s say a /16) could therefore get a financial interest in 

“reselling” this IPv4 address block to another party—this needs to be balanced with the cost of renumbering 

the intranet. 

                                                 
1 Provider Aggregatable (PA) address space is ALLOCATED by the RIRs to their LIRs (usually Service Providers) to ASSIGN to 
their end customers. 
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Internet Presence 

The IPv4 Internet, as we know it today, will not stop working for existing users on the day when there are no more 

IPv4 addresses available from the RIRs. This means that the Internet presence of an enterprise will continue for the 

existing users. Here are some questions that enterprises should answer when considering when and how to deploy 

IPv6-capable customer and business partner services: 

● Are there any regulations or incentives that require or encourage either the enterprise or its customer base to 

migrate to IPv6? 

● Are there any customers or business partners who would not have access to IPv4 services? 

● Are there any applications that would be severely affected if the Internet users are located behind a shared 

IPv4 address? This could be because the users' Service Provider relies on NAT44 for its IPv4-only customers 

or provides address family translation to IPv4 server from its IPv6-only clients such as the LTE handsets.   

● Is there any performance or resiliency benefit either to adding IPv6 or to staying with IPv4? 

● Is a unique identifier (like an IP address) important for the service? 

● Are IPv4 address literals used by the service (e.g., http://192.0.2.1 in HTML pages)? Then AFT cannot 

be used. 
 

The answer to each of these questions is likely to be volatile and will require reconsideration from time to time. For 

instance, at this moment, there are likely few, if any, enterprises that are unable to get IPv4 addresses. Even should 

that change, the vast majority of customers who cannot get unique IPv4 addresses will still have access to the IPv4 

Internet through some form of NAT. This will be sufficient for simple web page access for some time to come. Direct 

IPv6 connectivity may be preferable for other more advanced services. 

It is also entirely feasible to deploy IPv6 today and possibly see a drop in performance for dual-stack clients, 

depending on how clients order their connection attempts as well as the quality of the IPv6 network connection 

between the clients and the enterprise online services. As Service and Content Providers deploy IPv6, this problem 

is anticipated to dissipate. 

Building an IPv6 Internet Presence 

An enterprise Internet presence usually consists of three basic services offered to its partners, customers, and to the 

Internet community: email, web servers, and Domain Name System (DNS). Enabling IPv6 on those three services 

will make the enterprise present on both the IPv4 Internet and IPv6 Internet. Certain operational support systems 

and network operations procedures must also become IPv6-aware.  

The steps necessary to build an IPv6 Internet presence will depend on which IPv4-based services are currently 

offered and where they are offered. If the enterprise uses a hosting service for IPv4, it makes the most sense, for 

instance, to use the same hosting service for IPv6. What we describe below are the steps necessary at a conceptual 

level to deploy IPv6, either through a hosted provider or offered by the enterprise itself. 

Getting Public IPv6 Address Space 

As IPv6 is fundamentally not very different from IPv4, in order to build an Internet presence one must first acquire a 

block of addresses that can be routed on the Internet. IPv6 address blocks are distributed just as IPv4 blocks are. 

Service providers will likely include provider-allocated address space as part of the service. Unless the service itself 

is multihomed, PA address space is sufficient. Otherwise, organizations must procure provider-independent (PI) 

address space from their Regional Internet Registry. Different registries have different policies and cost structures 

relating to PI address space. 
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Reviewing Application Needs 

Procedures and requirements will vary widely across enterprises based on what services are publicly exposed. We 

discuss some of the more common ones below. 

Adding IPv6 to Web Servers 

In order to get an IPv6 web presence, it is usually enough to implement IPv6 on the front end of all web servers; 

there is no immediate need to upgrade any back-end database or back-end server, as those servers are never 

directly accessed from the Internet. There are multiple ways of adding IPv6 connectivity to a web server farm: 

● Adding native IPv6 to existing web servers: Configure IPv6 on the web server itself (Apache, IIS, and most 

other modern web servers have supported IPv6 for several years) as well as on the load balancers. This is 

the clean and efficient way to do it, but some applications or scripts running on the web servers may need 

some code change (notably if they use, manipulate, or store the remote IP address of their clients). 

● Adding a set of standalone native IPv6 web servers: Configure standalone web servers separately from 

your IPv4 infrastructure. This has the benefit of reducing dependencies on other components, perhaps even 

allowing selection of different hosting providers for IPv4 and IPv6. Of course, back-end processing must still 

be taken into account. Whether that happens using IPv4 or IPv6 is a separate decision.  

● Using Address Family Translation (AFT) in load balancers: Some modern load balancers are able to have 

clients connecting over IPv6 while the servers still run IPv4; those load balancers translate back and forth 

between the two address families (IPv4 and IPv6). This is probably the easiest way to add IPv6 to the web 

servers. Without a specific configuration2, some information is lost in the web servers’ logs because all IPv6 

clients will appear as a single IPv4 address.  

● Using AFT in reverse web proxies: If reverse proxies are used (for example to enforce some security 

policies), then they similarly can be used to do address family translation (with the same caveat as for 

load balancers). 

● Using AFT in network devices: in 2010, the IETF has finalized the specification of AFT (either stateless or 

stateful) done in network devices when the connection is initiated from an IPv6-only host to a IPv4-only 

server. This is often named XLATE and previously NAT64 (address translation from IPv6 client to IPv4 

server). It is expected that vendors will add this function to their routers in 2011 or 2012. This is another easy 

way to get an IPv6 Internet presence without touching the actual web front-end servers. 
 

Adding IPv6 to Email 

The sending and receiving of email over the Internet occurs through Simple Mail Transfer Protocol (SMTP) atop 

TCP. Most popular Mail Transfer Agents (MTAs) are fully capable of using IPv6. However, some of the support 

functions now common in these servers are not yet present for IPv6. This includes blacklisting and reputation 

services notably used for antispam. When more traffic, and hence more spam, moves to IPv6, these tools can be 

expected to become available. 

Many sites also run scripts that parse mail server logs. IPv6 will change the format of those logs. As with other 

services, some care should be taken to ensure that such service management functions are IPv6-capable. 

Today, IPv4-based mail systems will reject incoming mail from servers in domains that are not properly configured. 

The same can be expected for IPv6-based mail systems. That is, properly configured DNS will be just as much a 

prerequisite for IPv6-based systems as it is today for IPv4. 

                                                 
2 Some load balancers can actually insert a X-Forwarded-For: HTTP header containing the client IPv6 address so that servers can 
still log the IPv6 address. 
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Adding IPv6 to Management Functions 

Any tool that monitors network activity should be reviewed to make sure that it can handle the new address format. 

IPv6 requires that tools not use the most antiquated of MIBs in SNMP, for instance. Similarly, any tools that perform 

packet analysis, inspection, or access control must be reviewed.  

Adding IPv6 to DNS 

DNS is of course a critical piece of any Internet presence as it is used to announce the IP addresses of the web and 

email servers. There are two steps to fully support IPv6 on a DNS server: 

● IPv6 information in the DNS zones: Adding the IPv6 addresses of all public servers in the DNS database. 

This is simply done by adding specific Resource Records (RRs) with the IPv6 address (those records are 

called AAAA). In order to facilitate debugging and operation, it is also advised to add the reverse mapping of 

IPv6 addresses to Fully Qualified Domain Names (FQDNs). For dual-stack servers, there are two RRs per 

FQDN: one IPv4 address (type A) and one IPv6 address (type AAAA). 

● IPv6 transport of DNS information: The DNS server accepts DNS requests over IPv6 and replies over IPv6. 

It’s more common to have a dual-stack DNS server accepting requests and replies over IPv4 and IPv6. 
 

It should be noted that those two steps are independent; one can be done without the other one. In order to have an 

Internet IPv6 presence, only the first step must be done; that is, the enterprise must publish the IPv6 addresses of all 

its Internet servers in its DNS zone information. 

All major DNS server implementations (including ISC BIND, Cisco Network Registrar, Microsoft DNS Server) have 

supported IPv6 for several years. 

Note:   In 2010 the IPv6 connectivity in some places is not as good as the IPv4 connectivity; it can be slower or 

even broken. The situation is improving every month but has a negative impact on the experience of some users: 

most browsers on a dual-stack host first try the IPv6 address of the web server. In the case of broken IPv6 

connectivity the browser fails, and after a timeout, the browser falls back to connect to the IPv4 address. The 

resulting user experience is about a “slow web site.” One way to manage this performance impact is to use tools in a 

similar way as for IPv4. This would include measuring service performance from various points within the Internet, 

with an established acceptable baseline, and fix all potential network issues. Another way has been proposed at the 

IETF: the browser simultaneously opens one connection over IPv4 and another connection over IPv6; the browser 

then learns to use only the connection with better connectivity (being IPv6 or IPv4). 

Intranet End-users Internet Access 

IPv4 address exhaustion will impact enterprise customers who do not have excess IPv4 addresses today and are 

either growing the number of Internet applications or their users. Enterprise use of private network address space 

along with NAT and application proxies will dampen the impact of exhaustion. Those enterprises who are growing 

quickly, or those who do not have any allocated space, should consider themselves exposed to risk in the near term. 

The following circumstances will impact an enterprise’s analysis: 

● Changing application/outsourcing mix—as enterprises move services into the cloud, the connectivity 

requirements of those services may exceed the abilities of application gateways. An example of this is 

voice/video service management. 

● Government incentives or requirements for IPv6 connectivity. 

● Service provider expenses, in order to monetize continued management of both IPv4 and IPv6 infrastructure. 

When the acquisition or maintenance cost of IPv4 connectivity becomes prohibitive. IPv4 will at some point in 

the future become cost prohibitive when service providers do not wish to bear the operational costs and 

complexity of two Internet protocols.  
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Building End-Users IPv6 Internet Access 

Providing IPv6 Internet access will allow internal users to reach content on the outside Internet. There are a couple 

of deployment scenarios for an enterprise connecting to the Internet: 

● If the enterprise already has IPv4 access, then add IPv6 to provide a dual-stack solution; this is the most 

probable scenario for the next several years, 

● If the enterprise can not get IPv4 Internet connectivity from its ISP, it will be necessary to obtain IPv6 

addresses and rely on the ISP to translate between IPv6 and IPv4 (done within the ISP network); this 

scenario will probably not happen for several years yet and will probably be limited to small and medium-

sized businesses (SMBs). For that reason it will not further be described in this document. 

In the case of adding IPv6 to an existing IPv4 Internet access, the enterprise has a few choices: 

● Use of application proxies (including web and email proxies) between the intranet and the IPv6 Internet: 

The intranet users can still be IPv4-only, as the proxies will be able to do the AFT. 

● Native access from intranet users to the IPv6 Internet: This obviously requires that the intranet hosts and all 

network devices are also dual stack. 

● Tunneled access from intranet users to the IPv6 Internet: This requires that the intranet hosts are dual stack, 

but the intranet network does not need to be dual stack as tunnels can be used to transport IPv6 packets. 
 

When application proxies are not used, the enterprise needs to obtain a globally routable IPv6 address block large 

enough for the whole organization from its ISP or, in the case of having more than one ISP, request provider-

independent IPv6 addresses from their Regional Internet Registry. Once they have done this, they need to: 

● Decide whether AFT is needed at the edge of the enterprise for devices that only have IPv4 addresses to 

reach IPv6 addresses or let the ISP do this function (if available) 

● Upgrade the perimeter security functions that include firewalls, VPN access, proxies, content filtering, and 

caching to match their current policies for IPv4 

● Review and validate operational procedures for IPv6, including network management 

● Upgrade the intranet DNS servers to respond with appropriate IPv4 and new IPv6 information 

Intranet Applications 

IPv4 address exhaustion only concerns the Internet and 

not the internal networks (the intranet) of most 

enterprises. Indeed, existing enterprises’ networks often 

use private IPv4 addresses (RFC 1918) internally and rely 

on a perimeter NAT to access the Internet by sharing a 

few (or even one) public IPv4 addresses for all their 

internal users. There will be no reason for this to change 

when IPv4 addresses are no longer available. Internal 

applications will be able to use IPv4 for years even after 

the Internet stops using IPv4 and uses only IPv6. The 

previous section on Internet access has described how 

IPv4 intranet users can access the IPv6 Internet. 

Public IPv4 address space exhaustion might not be the 

primary driver for IPv6 adoption in some enterprises. 

However, many enterprises do have public IPv4 address 

running on their Intranet, for example, in the data center. If 

Can You Still Use Private Addresses? 

IPv4 has a common range of addresses that are expected 

not to be routed on the Internet (like network 10.0.0.0/8 of 

RFC 1918). IPv6 has a similar notion. A prefix for unique 

local addresses (ULAs) has been defined to allow for a 40-

bit random network number to be assigned per 

organization. The problem with ULAs is that their very 

benefit of uniqueness eliminates a perceived, if not actual, 

safeguard that the prefix will not get routed, or at least not 

routed far. In this sense, for any enterprise network 

connected to the Internet, the only functional differences 

between a ULA and provider-independent addresses are 

that (a) there is no reverse address service, and (b) there 

is no cost for the use of the space. We therefore 

recommend that only disconnected enterprises make use 
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this is the case, the enterprise needs to plan for the impact of not being able to obtain additional public IPv4 

addressing in the future. 

In addition to the basic addressing considerations there are other IPv6-related practices or opportunities that should 

be considered to facilitate, accelerate, secure, or optimize the Intranet operations: 

● Visibility on hidden tunneled IPv6 traffic: All recent OSs (starting at Windows Vista3 but also Mac OS/X 

and Linux) have IPv6 enabled by default. Moreover, these OSs try very hard to use IPv6 rather than IPv4; 

notably by encapsulating IPv6 packets inside IPv4 packets (for example, a tunnel) in the absence of native 

IPv6 in the network or by direct communication if the corresponding nodes either are Layer 2 adjacent or 

otherwise cooperate to configure tunnels. The Microsoft Collaboration toolset and Windows 2008 clusters 

already do precisely this. There is an obvious security issue with this IPv6 traffic because quite often neither 

the security officer nor all security devices (Intrusion Prevention Systems [IPSs]) are aware of this traffic. If 

there is malicious traffic (an attack or a 

propagating worm), it will be invisible and will stay 

undetected. Deploying IPv6 on the intranet will 

automatically disable all the tunnels and will allow 

firewalls and IPSs to enforce the same security 

policy for IPv6 as for IPv4. 

● Get rid of NAT for IPv6/IPv6 connectivity: The 

original purpose of NAT was to have a means of 

avoiding overlapping/conflicting IPv4 addresses in 

two organizations. As IPv6 has no shortage of 

address space, there is no networking reason to 

deploy NAT for IPv6. Eventual removal of NAT 

represents a simplification, not just to an 

enterprise’s network design, but also to application 

designs. The dubious security value of IPv4 NAT is 

easily replaced by any stateful firewall solution for 

IPv6 (which can of course be complemented by 

other security techniques like IPSs). For this 

reason, IPv6/IPv6 NAT has not been specified yet 

by the IETF; the main application envisaged would 

be that it offers one way of doing multihoming. 

● Active Directory (AD) between networks: AD 

does not handle NAT, so in order to use AD 

among different parts of the organization (or even 

over an extranet), there can be no NAT devices. 

IPv6 offers a NAT-free solution. 

● Easier merger and acquisition: This reason is 

quite similar to “getting rid of NAT.” When two organizations merge or one is acquired by another one, their 

networks need to be connected. This quite often leads to address conflict because both organizations have 

used private IPv4 addresses. One common technique used to solve the IPv4 address conflict is to renumber 

all routers and computers within one organization (easier said than done when Dynamic Host Configuration 

Protocol [DHCP] is not used or when IP addresses are embedded in configuration files). Rather than 

                                                 
3 Microsoft doesn’t support the disabling of IPv6 in Windows Vista or Windows 7. While it may work, it is untested, as IPv6 is 
considered a fundamental part of the networking capability of Windows. See http://technet.microsoft.com/en-
us/magazine/2009.07.cableguy.aspx for more information. 

Which IPv6 Addresses to Use? 

Just as with IPv4, the choice of which type of IPv6 address 

to use is important and is directly linked to the cost of 

renumbering all the intranet hosts. Here is a short 

comparison of the different kind of addresses for an 

intranet: 

• Provider assigned: They are free, come from the 

upstream ISP’s block, and are a perfectly valid choice 

for an intranet without a multihomed Internet access (if 

the ISP has a connectivity problem, then the enterprise 

loses access to the Internet). 

• Provider independent: They are not free of charge but 

are affordable (see the reference section) for medium to 

large size enterprises, come directly from the RIR 

(where available), but allow the enterprise to change 

ISP. There is no need to renumber when changing ISP, 

and the enterprise can also be multihomed (therefore 

offering a resilient access to the Internet). 

Unique local addresses: These randomly chosen 

address blocks are completely free of charge but are not 

intended to be routed on the Internet; therefore the 

enterprise Internet access must be done through 

application proxies or through a yet-to-be-specified NAT 

between ULA and public IPv6 addresses. 

http://technet.microsoft.com/en-us/magazine/2009.07.cableguy.aspx
http://technet.microsoft.com/en-us/magazine/2009.07.cableguy.aspx
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renumbering one network, IPv6 can simply be deployed in parallel (dual-stack network) and the 

communication between the two merged organizations only happens with IPv6. This strategy can be 

implemented when organization networks merge and stay valid for upcoming network evolutions dramatically 

reducing time and cost of further integrations. 
 

Building an IPv6 Intranet for applications 

The process for adding IPv6 to an existing IPv4 intranet is well known and well documented. Moreover, most recent 

network devices and computers, less than three years old, already support IPv6. In general in the case of Cisco 

devices, IPv6 support often comes at no price except for potential memory upgrades. Therefore, there will be little 

hardware/license investment to be done if the network is recently deployed or updated. 

One major part of the cost will be training of network architects and network operation center staff, the cost of 

designing the addressing and routing, and finally the cost of reconfiguring all devices and computers to add IPv6 

support. Another cost is identifying applications and services that will need to migrate to IPv6. There are numerous 

approaches one can take to find such applications. One approach is to do nothing and keep running IPv4 in parallel 

where needed. Eventually, however, such applications should be upgraded or disabled so as to avoid the continued 

cost of having to manage two separate IP infrastructures.  

There are numerous references on the Internet and on www.cisco.com/go/ipv6 describing how to do this network 

deployment. In addition of deploying an IPv6-enabled intranet, the applications (including DNS) should also be 

upgraded to IPv6 to unleash the flexibility of the new protocol. This is outside the scope of this document. 

How Much IPv6 Address Space Is Needed? 

One difference between IPv6 and IPv4 is that, as currently commonly deployed today, IPv4 uses a variable subnet 

mask that is based on the maximum expected hosts on a subnet. For example, if a network is to expect 250 hosts, a 

subnet mask of /24 would be used. An allocation from a service provider would therefore be based roughly on the 

aggregate number of hosts across a network. 

IPv6 uses a fixed subnet mask of /644 on broadcast media 

such as Ethernet. The most significant 64 bits are used for 

routing, and the least significant 64 bits are used for the 

host component. With the subnet mask fixed, the number 

of hosts in a network becomes irrelevant. Hence the 

allocation from a service provider would be roughly based 

on the total number of expected networks within an 

enterprise. The common rule for a service provider is to 

allocate a /48 to enterprises; this leaves 16 bits to the 

enterprises for enumerating all the networks and several 

enterprises simply use the VLAN ID to fill those 16 bits. 

This gives 65,536 subnets, which should be more than 

enough for the vast majority of enterprises; only the very 

largest enterprises may have the requirement to request a 

larger address block from their service provider. 

                                                 
4 This is related to the Neighbor Discovery Protocol, the IPv6 equivalent of Address Resolution Protocol [ARP]. 

How Long Will IPv4 Be Around? 

Very little IPv6 infrastructure exists today. While the cost of 

IPv4 has largely been sunk in development costs, vendors 

will eventually want to remove it, just as they remove 

support for other obsolete functions. 

Some form of IPv4 will live on forever somewhere, just as 

DECNET continues to be of utility in specific 

circumstances. When will IPv4 be as rare as DECNET? No 

one can say for certain, but as it is what the world’s 

networks run on today, one can assume it will be a long 

time. Some estimates range into the 22nd century. 

However, IPv4 may begin to cost those who lag behind the 

IPv6 deployment, as service providers begin to “manage 

the tail” by charging for v4 connectivity. 



 

 

White Paper 

© 2011 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 10 of 12 

Building an IPv6 Enterprise Data Center 

In this document, the enterprise data center is defined as the different data centers of an enterprise that are located 

within the enterprise network and managed by the enterprise. It contains all the servers, applications, and data 

storage used by the internal users. The case of the Internet Data Center has been analyzed in the Internet Presence 

section above. 

For the enterprise data center using public IPv4 addresses, IPv4-address exhaustion will be an immediate issue 

because access to new IPv4 address space may not be possible. Therefore, the move to IPv6 is the way forward. 

For the enterprise data center using RFC1918 addresses, the IPv4-address exhaustion is not an immediate issue 

but there are some good motivations to move to IPv6 in this environment: 

● Microsoft applications environment: From Active Directory, which does not support NAT, to Windows 2008 

clustering, which by default runs on IPv6 using link-local addresses, and of course Microsoft Direct Access, 

which uses IPv6 as the default protocol.  

● Visibility and control of IPv6 traffic: Especially applicable to a Microsoft environment; if the data center 

runs native IPv6, this IPv6 traffic is then visible and can be controlled by means such as access control lists 

(ACLs) or quality of service (QoS). 

● Extranet: If part of the data center needs to be accessible through an extranet for partners, then using IPv6 

does not require the use of NAT and makes it easier to enforce any policy based on IP addresses (security, 

QoS, service-level agreement [SLA]) because each partner’s traffic will be clearly identified by its unique 

IPv6 prefix. 

● Impact of virtualization: With more and more virtual machines in the data center, there is the fear of IPv4 

addresses possibly limiting the flexibility of deployment of virtual machines. 

Deploying IPv6 in the data center requires two main steps: 

● Network deployment: Here again dual stack is the recommended way. Due to the higher performance 

required in the data center, all networking devices in the data center must have the same performance level 

in IPv6 as in IPv4, not only for routing but also for convergence, high availability, and security inspection and 

so on. Other points that could be sensitive are the load balancers, SSL acceleration devices, network 

management tools, and so on. 

● Application deployment: While Microsoft is aggressively moving to IPv6, this is not the case of all 

application vendors or open-source applications. If a server runs an IPv4-only application such as MySQL in 

2010, then there is little reason to add an IPv6 address to this server. It could even be a bad idea to do so 

because clients may first try to reach this server over IPv6 before falling back to IPv4. 

Summary 

While ISPs are mainly concerned with IPv4 address exhaustion, enterprises should assess their exposure to IPv6. It 

is quite possible that regulations and mandates will enforce the use of IPv6, but there are many other reasons to 

move to IPv6 for enterprises: security, new application support, getting rid of NAT, easier network deployment, 

providing IPv6-only services to Internet newcomers, being ready for the future.  

An IPv6 Internet presence is the services offered by the enterprises to their customers and partners over the 

Internet. It can be achieved with the help of reverse proxies, routers, or load balancers doing the translation between 

IPv6 Internet users and the enterprise IPv4 servers. 

Another IPv6 step is to allow enterprise users and applications to get access to IPv6 content and services on the 

Internet. This will be especially true for enterprises that are newcomers to the Internet after the IPv4 address 

exhaustion as offering any service or content on a shared IPv4 address is a difficult endeavor. In order to provide 
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IPv6 access to the Internet, it is usually sufficient to have dual-stack proxies for email and web access: those proxies 

will act as a gateway between an IPv4 intranet user and an IPv6 service or content on the Internet. 

The Cisco and IETF recommended technique is to run a dual-stack network where all computers and network 

devices operate over both IPv4 and IPv6. In general, the deployment of a dual-stack intranet is of low priority 

because there is often no addressing reason to have an IPv6-enabled intranet. Nevertheless there are operational 

and strategic reasons that include facilitating merger and acquisition, easier network operation, better visibility of 

“hidden” IPv6 traffic, and wider application support.  

Recommendation 

Enterprises must understand the impact of a new Internet on their services then they must assess their own 

situations and own requirements as early as possible if not yet done; this includes network, security and 

business applications.  

Enterprise priorities could be: 

● IPv6 is strategic in order to achieve business continuity: then short-term migration plan must be prepared 

and executed with a pilot in 2011 and a production grade infrastructure in 2012; 

● IPv6 has its own value outside of IPv4-address exhaustion: then a middle-term migration plan can be 

prepared in 2011, with a pilot in 2012 and a production grade infrastructure in 2012 or later. 

● Even after thorough analysis, IPv6 has no relevance to the enterprise business and shared IPv4 addresses 

do not break any application: stay with the existing IPv4 infrastructure for many years and revisit the problem 

at the end of 2012.  
 

It is expected that for most enterprises adding IPv6 connectivity, the Internet presence will be the highest priority 

because enterprises must offer services and content to their IPv6 customers over the Internet. This is also the 

easiest part. 

Providing IPv6 access to all internal users and applications is probably the next step especially if the enterprises 

move to the cloud computing paradigm or to web services. 

The last step will probably be adding IPv6 in the intranet and in the data center applications. This will take longer as 

there is a clear impact on the business applications. 

For More Information 

Several enterprise design guides that can help users to better understand the business and technical challenges in 

more detail are available from Cisco and Cisco Press. This is a short list of recommendations that might be of 

interest to start with: 

Deploying IPv6 in Campus Networks, Deploying IPv6 in Branch Networks, 

http://www.cisco.com/en/US/products/ps6553/products_data_sheets_list.html  

Planning and Accomplishing the IPv6 Integration: Lessons Learned from a Global Construction and Project 

Management Company, http://www.cisco.com/web/partners/pr67/pr41/docs/C11-439724-

00_PlanningandAccomplishingtheIPv6Integration_v2.pdf 

Global IPv6 Strategies: From Business Analysis to Operational Planning, by Patrick Grossetête, Ciprian P. 

Popoviciu, Fred Wettling. Published by Cisco Press. 

Deploying IPv6 Networks, by Ciprian Popoviciu, Eric Levy-Abegnoli, Patrick Grossetête. Published by Cisco Press. 

IPv6 Security, by Scott Hogg, Eric Vyncke. Published by Cisco Press. 

http://www.cisco.com/en/US/products/ps6553/products_data_sheets_list.html
http://www.cisco.com/web/partners/pr67/pr41/docs/C11-439724-00_PlanningandAccomplishingtheIPv6Integration_v2.pdf
http://www.cisco.com/web/partners/pr67/pr41/docs/C11-439724-00_PlanningandAccomplishingtheIPv6Integration_v2.pdf
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Cisco References 

Cisco IPv6 main page, http://www.cisco.com/ipv6 

Deploying IPv6 in campus networks, http://www.cisco.com/en/US/docs/solutions/Enterprise/Campus/CampIPv6.pdf 

Deploying IPv6 in branch networks, http://www.cisco.com/en/US/docs/solutions/Enterprise/Branch/BrchIPv6.pdf 

Podcast: IPv6 strategies, 

http://www.cisco.com/cdc_content_elements/podcast/3_26_09_94754_RobSloanPodcast_Chip.mp3 

References 

Regional Internet Registries and their policies:  

● AfriNIC (www.afrinic.net)  

● APNIC (www.apnic.net) 

● ARIN (www.arin.net)  

● LACNIC (www.lacnic.net)  

● RIPE NCC (www.ripe.net) 
 

Provider-Independent addresses per Regional Internet Registries: 

● AfriNIC: http://www.afrinic.net/docs/billing/afcorp-fee200708.htm 

● APNIC: http://submit.apnic.net/cgi-bin/feecalc.pl 

● ARIN: https://www.arin.net/fees/fee_schedule.html#end_users 

● LACNIC: http://www.lacnic.net/en/registro/table.html 

● RIPE NCC: http://www.ripe.net/membership/billing/procedure-enduser.html 
 

IPv6 Act Now (operated by RIPE NCC), http://www.ipv6actnow.org/ 

U.S. Office of Management and Budget (OMB) memorandum for the Chief Information Officers “Transition to IPv6,” 

www.cio.gov/documents/IPv6MemoFINAL.pdf 

Video: Google’s IPv6 Deployment Strategy, http://www.circleid.com/posts/video_googles_ipv6_deployment_strategy/ 

Microsoft Active Directory and NAT, http://download.microsoft.com/download/c/a/3/ca3647b8-9948-4f92-8637-

fcb8fdfa3de0/ADSegment_IPSec_W2K.doc 

Andrew Yourtchenko, Dan Wing, NAT confessions: revealing the hosts behind the translator, 

https://datatracker.ietf.org/doc/draft-yourtchenko-nat-reveal-hash/ 

Andrew Yourtchenko, Dan Wing, Revealing hosts sharing an IP address using TCP option, 

https://datatracker.ietf.org/doc/draft-wing-nat-reveal-option/ 
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