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Multicast Services for IP Triple-Play Networks

At one time, networks were challenged to provideusi e-mail and high-speed data services. Themenesce became a primary focus,
often mission-critical. Today, networks must repelople anywhere in the world with data, voice, vidend mobile services quickly and
efficiently. Broadcast of IP video is a new fromtier enterprises and service providers that makesent delivery over the network a
compelling proposition. Cisco Systefrisas worked for more than a decade to perfect casitiforwarding and routing, making it the most
efficient method of video broadcasting in netwadsay. Technologies in Cisco I8Software, Ciscd platforms, and triple-play (data,
voice, and video) architectures make multicastiapfbns over IP triple-play networks flexible,iedlle, secure, and scalable to ensure a
dependable, high-quality user experience.

This paper provides an overview of multicast servic es in IP triple-play networks. It includes a review of multicast
applications, multicast varieties, relevant protoco Is and technologies, and architectural consideratio ns for delivering
scalable multicast traffic efficiently, securely, a nd economically.

SUMMARY

Increasingly, customers are relying on IP broadieggb bring enhanced value to a broad new speotfyptatforms and applications—
interactive videoconferencing, digital TV, digitaldio, online movies and concerts, networked ganirigrnet-enabled PDAs and home
appliances, content synchronization, and broadbanéss.

Multicast is a well-established bandwidth-consegviechnology that reduces traffic by allowing athtossend packets to a subset of all
hosts as a group transmission instead of haviisgrid packets to every single user. IP Multicasvelied application source traffic to
multiple receivers without burdening the sourcéherreceivers while using a minimum of network baicith and enabling easily scalable
and economical distributed applications. Multiqaestkets are replicated in the network at the pehwre paths diverge by Cisco routers
enabled with Protocol Independent Multicast (PIMY @ther supporting multicast protocols, resulimtghe most efficient delivery of
data to thousands and even millions of businessmsumer users.

Common Multicast Applications in Triple-Play Networ ks

Multicast application types includme to many (such as IPTV, Internet radio, stock nevia)y to few (small video broadcasts or audio
conferences)ew to many (publishing),many to many (stock trading, gaming), anmdany to one (which involves a two-way request and
response, such as polling or online auctions).

IPTV

IPTV is the broadcast of IP video, based on a fmany video multicast. It can include live or reédcast content or synchronized
presentations. Many service providers are alreffeying IPTV. As millions of consumers enjoy IP el services in coming years,
service providers and business enterprises ara@dhk necessary functionality between the vidgiiegtion and the network. Cisco has
been working closely with leading video vendors atathdards bodies such as the IETF, Digital VidemaBcasting (DVB) Forum, and
Internet Streaming Media Alliance (ISMA) to defities internetworking layer, and Cisco has applietkbitested IP technologies for
multicast, quality of service (QoS), and securityte video distribution process.

Building on extensive experience in developingl¢riplay residential Metro Ethernet architectured aolutions, Cisco has engineered the
use of Cisco IP Multicast with Source Specific Nzdst (SSM) to provide for bandwidth-efficient deliy of broadcast video while
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providing greater simplicity and inherent secutitgn in previous versions of multicast routing.ddiglso has features useful for the
control and authentication of multicast users ahickvIPTV channels they can tune into using muiGathentication, authorization, and
accounting (mAAA). Also available is Multicast Adssion Control, which includes a method to monibar bandwidth utilized by a set of
users watching standard and high-definition MPEG@ IIPEG4. This is a critical feature because amswscribed Ethernet link could
affect the signal quality to users watching IPTR.Q0S protects critical traffic from congested rakg. The Cisco I0S Software IP
service level agreement (SLA) feature in routergtioeiously monitors network performance, fast cogeace, broadcast source
redundancy for high availability, and load balamgciar optimal use of available capacity on redurtdiaks.

Hoot ‘n’ Holler over IP

Hoot ‘n’ holler applications date back 50 yearswtoen local concentrations of small, specializesifiesses needed to communicate time-
critical information. These networks functionedeasly business-to-business intercom systems. Taeg since evolved into specialized,
always-on, leased-line networks used by finangidl larokerage firms to trade stocks and currenayréstand to provide time-critical
information such as market updates. Other usensaf ‘n’ holler networks include news agencies,ggoment and municipal emergency
response agencies, and airlines.

Hoot ‘n’ holler in an IP triple-play network can lbenfigured to support multiple “hoot groups” osiagle connection, an example of
one-to-many multicasting. Each hoot group represarseparate hoot ‘n’ holler session, which brostdcand receives voice traffic to
specific endpoints. Bandwidth-conserving technaegincluding Bidirectional Protocol Independentlfitast (Bi-Dir PIM), standard
voice over IP (VolP), voice activity detection (VADRand QoS, run the service with as little impacbther applications as possible.

Other markets that use multicast applications iheiu

e Education

e Corporate communications
e Surveillance

e Childcare

o Healthcare

e The military

Key Protocols and Technologies for Delivering Multi cast in Triple-Play Networks

Multicast technology and protocols must be presettie core, edge, and access layers of an IR4plaly network. Security must also be
deployed throughout, along with a high-availabilitghitecture end to end. IP Multicast can be pge#tanto two solutions from a
functional standpoint: intradomain and interdomainticast.

Intradomain Multicast Protocols
Intradomain or basic multicast supports multicagtligations within an enterprise campus or WAN.0Gi#0S Software features these
protocols to support intradomain multicast:

¢ Internet Group Management Protocol (IGMP) is preséthe end stations, between the hosts and soutés used by hosts to
inform routers of their need to receive data adsrédo a specific multicast group. When a host svemjoin a multicast group, it
sends an IGMP “join” message to the network’s roukle router then uses a multicast routing prdtt@aform other routers of
its desire to receive packets destined for theioasit router. The router may also use IGMP to gtiesyattached network
segments for specific group members. IGMPv3 ishtms for SSM. IGMP snooping is a method by whishveich can constrain
multicast to only those ports that have requedtedstream.
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¢ Protocol Independent Multicast (PIM) is availabiesparse, dense (used for Auto-Rendezvous Poititgbtional, and SSM
modes and provides intradomain multicast forwardingport for all underlying unicast routing prottscd&sparse mode relies upon
an explicit joining method before attempting todenulticast data to receivers of a multicast group.

e Pragmatic General Multicast (PGM) is a reliable ticakt transport protocol for applications thatuieg ordered, duplicate-free
multicast data delivery. PGM guarantees that aivecé a multicast group either receives all daaakets from transmissions and
retransmissions or can detect unrecoverable datepmss. It also manages retransmission of laskgts in a scalable fashion.

e Multicast Virtual Private Network (mVPN) makes igsible for a native IP or Cisco IP Multiprotocahel Switching (MPLS)
backbone to support multiple multicast servicessgany existing access technology, such as ATEmERelay, or Ethernet.
Cisco IP/MPLS mVPN technology allows for a singlelticast source stream to be replicated in a nétwath precision and
security. With the Cisco mVPN technology, entemrigtworks and service providers can dynamica#iteiad of manually provide
multicast support over MPLS networks.
As shown in Figure 1, IGMP is a Layer 2 end statianagement or host-to-router protocol that reguasinission to join or leave
multicast groups. IGMP snooping handles switch memstip management, ensuring that the switch igeailly handles multicast
forwarding without flooding the network and lete throadcast go only to those ports that requestéd Layer 3, multicast routing
protocols are required to build the multicast irean optimal fashion across the network. To acdmmhis, Cisco designed PIM, a
multicast routing protocol designed to operate @retP network. PIM sparse mode ensures that ttveonlehas appropriate information
necessary to forward multicast packets down a pagtidistribution tree from source to destination.

Figure 1. Two Basic Multicast Topologies and Associated Protocols
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Interdomain Multicast Protocols and Features
Interdomain routing and source discovery for malicapplications across domains comprising an igerand service provider
networks are supported by protocols in Cisco |I08w&wre that include:

¢ Multiprotocol Border Gateway Protocol (MBGP) is arBer Gateway Protocol (BGP) extension that hanuligiicast routing
policy throughout the Internet and connects mustitapologies within and between BGP autonomougsys

e Multicast Source Discovery Protocol (MSDP) allowsltiple PIM sparse mode domains to share infornmagibout active sources.
It also announces active sources of multicast tnissons to MSDP peers and interacts with MBGHrftardomain operations.

e Source Specific Multicast (SSM) enables data fodivey based on both group and source addresses.S8kh multicast packets
originating in only a specific source address canldlivered to any receiver that requests itniith the original multicast model to
one host, simplifying the requirements on the netwimcluding security requirements. With SSM tleeaivers must specify the
source address using IGMPv3 or Multicast Listenisc®very (MLD) in IP Version 6 (IPv6).

e The mVPN Interautonomous System (Inter-AS) feagli@vs multicast distribution tree tunnels to beige between the provider
edge routers of different service providers withitnat need to share routing information between them

Another Cisco innovation that increases the efficieof multicast transport and is important foridestial providers is Multicast Virtual
LAN Registration (MVR). MVR involves the creatior separate, dedicated virtual LANs (VLANS) constagtspecifically for multicast
traffic distribution. Each Cisco Catallsswitch that receives an MVR stream examines eadtiaast group and internally bridges the
multicast VLAN traffic to a particular subscribdrat has requested the multicast stream. This ian@her feature Cisco has developed to
help providers offer new and incremental servicetheir customers.

These multicast features and others in Cisco IO8vare allow IP triple-play networks to efficienttieploy, scale, and manage secure
distributed group applications across the InteriRet.every market, Cisco has multicast solutioms #ne designed to save network costs
by conserving bandwidth and server processingppdyaQoS and admission control parameters, ane titelibly managed with device-
level instrumentation and other powerful managerapptications.

CHALLENGE

Service providers offering triple-play services ios able to scale broadcast video to hundredastmas, or millions of receivers,
necessitating fast convergence in the core and &udiéast channel changes for PCs, video phorlesigien set-top boxes, and other
devices at the access layer.

Upstream and downstream speeds alone are no lengegh to satisfy consumer expectations. Giverstremely delay-sensitive nature
of video—where more than one error in one milliook®s may be noticeable to viewers—coupled withdsdwidth-intensive nature,
service providers must design their triple-playwegks with technologies that can differentiate besw each service and apply appropriate
QoS and priority to video. Networks must be flegilehough to enable multiple content source injagtioints from different content
suppliers (Figure 2).
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Figure 2. IP Multicast in a Triple-Play Architecture
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Multicast applications must be able to run overdA¥v6, or dual-stack networks, as the transitimhPv6 moves forward. Additionally,
the full complement of control, security, and pgioning functions must be available.

SOLUTION

Cisco I0S Software multicast solutions for IP teipllay networks provide customers with a varietgtions, based on their specific
requirements. Robust security, management, trobobtesg, and deployment tools are all availableves.

Multicast provides interactive, reliable campus tigakt for interactive distance learning, corporatieoconferencing, inventory updates,
software and content distribution. Core Multicagjch includes PIM, IGMP, and Pragmatic General tMakt (PGM), provides
interactive Internet multicast across domains fetiwork gaming, intercompany conferencing, Inteswftware distribution, and extranet
content distribution. Enhanced Multicast includeB&P, MSDP, and all of the protocols supported imeQdulticast.

Multicast VPNs

A Cisco native IP or Cisco IP Multiprotocol Labekifching (MPLS) backbone can support multiple mast networks through multicast
virtual private networks (VPNSs), which allow entases and service providers to offer IP Multicastvices across any existing access
technology, such as ATM, Frame Relay, or Etherfgife 3). Instead of delivering multicast to muikti recipients through a point-to-
point mesh of tunnels and sending multiple copfeb®same multicast data across the network baekb©isco IP/MPLS multicast
VPNs transmit a single multicast source stream,thisdstream is replicated in the network wherépaliverge with routers enabled with
intradomain multicast protocols. MVPN uses PIM paatls, which have proven scalability, having beepldyed in networks for
customers that include financial institutions wétitical market data and a large number of endgoint
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Figure 3. Multicast VPN
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Architectural Considerations for Multicast
Cisco 10S Software multicast technologies are fikxto fit a variety of different network architaces and topologies. Many cable service
providers have ring topologies in the backboneiartte distribution layer (Figure 4). Other provisd@nd enterprise networks may have a

hub-and-spoke architecture. Regardless of the agypmulticast must be deployed throughout the adtwDifferent types of multicast
applications are more suited to different architezs.

Figure 4. Multicast in Triple-Play Networks
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In point-to-multipoint applications, for examplesiagle multicast stream is replicated at “brancns” in a switched hub-and-spoke
network to reach multiple viewers. This is usefurl dinidirectional, live broadcasts such as corgocammunications or media events. It is
also useful for content distribution from a censaiver to collocated servers or software distiivufrom a data center to multiple end
station PCs or servers. In certain cases the hiatenfiay also be bidirectional, such as multiplgatise-learning connections to a single
classroom.

In multipoint-to-multipoint applications, a bidiréanal hub-and-spoke architecture in which a moiltip controller unit (MCU) receives
and redirects signals from each member of a mstticanference is optimal. This is useful for videaferences in which all participants
collaborate or for online gaming services.

Other multicast applications shown in Figure Aadeo broadcasts to residential users through adirand remote access server on a
DSL connection, a headend router to a cable colmme@nd a Layer 3 router to a Metro Ethernet catior. Wireless video broadcasts
are also possible with a Layer 3 router and a esé®kard or a Gateway General Packet Radio S€RRS) Support Node (GGSN)
interface over a cell tower to a phone or overtallite feed from a Layer 3 router to a television.

Ensuring High Availability

Besides general network best practices for highiabitity, Cisco has engineered high availabiliy multicast services into specific
router and switch platforms through device redungiand Cisco IOS Software failover features. Siideo is extremely delay sensitive,
high availability is critical to the user experiendn platforms such as the Cisco 7600 Series roti@t support dual route processors—
which are router modules or cards that collectingutable information and then update the routéms modules or cards with the
information—a failure in one route processor triggefailover mechanism through the Stateful Swikeh@dSSO) feature in Cisco 10S
Software, where an adjacent, redundant route psocéakes over (Figure 5). SSO synchronizes IP aamuations (IPC) between the
route processors. If the active route processtw daiis removed from the networking device or Enmally taken down for maintenance, a
switchover from the active to the standby routecpssor occurs so traffic continues flowing. Withthis failover feature, the multicast
distribution tree would have to be rebuilt, and tinge delay would create an unacceptable wait stareduring which packets would be
lost. Another Cisco 10S Software feature called $top Forwarding (NSF) brings switchover featurekdgers 1, 2, and 3 at the service
provider edge.

Figure 5. SSO Maintains the Session State Between Redundant Route Processors
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Cisco NSF allows for the forwarding of data packetsontinue along known routes while the routimgtpcol information is being
restored following a switchover. With Cisco NSFepaetworking devices do not experience routingslaeducing loss of service
outages for customers. SSO and NSF together ermiikrs and switches to perform nonstop or to $witeer to backup route processors
in the event of a failure and with zero or neadyazpacket loss.

Providing Quality of Service for Multicast Traffic

Packets can be classified in a variety of differeays, from input interface to Network-Based Apation Recognition (NBAR) for
difficult-to-classify applications to arbitrary aess control lists. Classification is the first campnt of the Modular QoS Command Line
Interface (MQC), the simple, scalable, and powegfab framework in Cisco I0S Software. The MQC alidar the clear separation of
classification from the policy applied on the ckssf service to the application of a QoS policyaarinterface or subinterface. Creating
policies through access control lists or MQC ersilite blocking of all unwanted IP Multicast traffiestined for the core on all ingress
ports of the control plane. Control plane policirging MQC utilizes modular QoS attributes, provglfiitering and rate limiting for
control plane packets, matching criteria for mattsitautes, multiple match criteria within a clasapnand consistency across platforms.

Source Redundancy

Many Cisco service provider customers who have émginted triple-play metropolitan area networks hageo distribution

environments using IP Multicast from a video heatléks video services grow in popularity, custonaes focusing on ensuring that the
video source is highly available. Cisco has engixta highly resilient headend solution with a regtant topology called Anycast Source.

The Cisco Anycast Source solution assigns duplicatieiresses to the redundant multicast sourcescdrept is to announce the
availability of the MPEG video stream to the str@sgrdevice’s address over the first-hop routersesdo to the source using IP
reachability information. The effect on the IP Mcdtst forwarding path is that it is entirely podsifor a pair of receivers to be joined to
different sources at the same time for the sams@usir

The streaming device is connected to the routdr avtturnaround cable and a single virtual LAN (VLA assigned to this port. Then the
“redistributed connected” command is used so tmatroute to the source is advertised only wheririteeface is up. Thus, if the streaming
device fails, the route will be withdrawn, and tretwork will converge on the other streamer.

Additionally, as a video headend might be usinigls IP Multicast streaming device to packetizdtiple MPEG video streams coming
from different paths and using different compondateh of which is subject to failure before reaghhe streaming device), it is not
efficient to shut down an entire IP streamer if oféthe MPEG video streams has failed. Since arfi@MPEG video streams may fail
discretely, a way of identifying each stream indejmntly is required. Historically, video equipmeendors have identified the individual
multicast video streams by using a unique multigastip address for each stream. But what is redjtiege is that the headend and
streamer be able to individually address eachrmstregith a unique logical IP source address, evengha@ach stream is being forwarded
into the network from the same physical interface.

To signal the network using source reachabilitpiinfation, the streaming device must be able toctietken an incoming MPEG stream
has failed and to provide some sort of up or doignas to the router so that source reachability marsignaled into the network.

The easiest way of announcing source reachahslity iusing a Routing Information Protocol Versio(R2Pv2) host route. If an MPEG
video stream is active, the streaming device idigored to announce the route with a hop courthéfMPEG video stream goes inactive,
the streaming device is configured to announcedahte with an infinite metric (that is, a hop cowtl6). The RIP route is redistributed
into the Interior Gateway Protocol (IGP) of thewetk as a /32 host route. PIM will then use thattedn deciding the Reverse Path
Forwarding (RPF) interface for “joins/prunes”.

There is no need for the streaming device to impfgmomplete RIP router functionality to provide ttesired signaling. All that is
required is that the streaming device generateappeopriate RIP announcements to mirror the MPE@o/stream availability. This does
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not depend at all on any special software on theiver and works with Cisco I0OS Software in netwdekices. The option should work
with IGMPv2 Any-Source Multicast (ASM) and IGMPv3SI on the receiver.

As shown in Figure 6, SSM is enabled on all routemuter 1 (R1) and Router 2 (R2) advertise theesarafix for each source segment.
Router 3 and Router 4 follow the best path towdéndssource, based on IGP metrics. If R3’s best {wa8an Francisco is through Router
1, when the source in San Francisco suddenly R8% IGP will reconverge and trigger SSM joins tod R2 in New York.

Figure 6. Multicast Source Redundancy Using Anycast Sources
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IGMPV3 Explicit Tracking

In networks where bandwidth is constrained betwaalticast routers and hosts (as in xDSL triple-plaployments), fast channel
changes can easily lead to bandwidth oversubsmniptesulting in a temporary degradation of trafifiev for all users. An efficient
solution to this problem is to reduce the leaveriay during a channel change by extending the |G\ #tatocol.

The explicit tracking feature of IGMPV3 enables @altinast router explicitly to track the membersbiall multicast hosts in a particular
multiaccess network. This enhancement to the Qid&Software implementation of IGMPV3, first intrgmed in Cisco I0S Software
Release 12.0(29)S, enables the router to trackiedohdual host that is joined to a particular gpoor channel. The main benefits of this
feature are that it provides minimal leave latesiciaster channel changing, and improved diagrestipabilities for IGMP.

The router in this implementation tracks both teertand the channel or channels being watched. \Whiser leaves a channel that no
one else is watching, the router immediately pruheschannel off the interface. This would otheeatiske up to three seconds with
IGMPvV2 and up to 180 seconds with IGMPv1.
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Delivering Multicast Services Securely in Triple-Pl  ay Networks

Distributed-denial-of-service (DDoS) attacks, IRket-based attacks launched at the network infretstre to compromise network
performance and reliability may result in netwotkages that destroy the network video experiencedosumers. Cisco has engineered a
multifaceted approach to multicast security thatudes protection throughout the network, in thetea plane, data plane, and
infrastructure and through access and admissiotiaon

Control Plane Security

Control plane security for IP Multicast is the iraplentation of security features in multicast rogifimotocols used in the distribution and
reception of multicast data. With SSM, multicasffic from each individual source is transportetbas the network only if it was
requested from a receiver, inhibiting DDoS attafcém unauthorized sources. PIM neighbor filtersvpré unknown routers from
participating in PIM and potentially becoming a $dgnated router,” which is responsible for send®igl registers, building the multicast
tree, or performing a shortest path tree switchd@évl register rate limiters limit the number ofMPtegister messages that designated
routers are allowed to send for each group. Peddrat the processor level, PIM registers set d timait helps protect CPU utilization on
the designated router and rendezvous point wher Hre many multicast transmissions that requiké frebister processing at the same
time. IP Multicast route (mroute) limits also camised to limit the number of routes allowed framg BRIM neighbor.

The rendezvous point is used to allow sources aceivers to meet and is used with PIM sparse nfldé rendezvous point
announcement filters are applied to mapping agehé&s using Auto-Rendezvous Point (Auto-RP), a featinat automatically distributes
information to routers about what the RP addrefsrigarious multicast groups. These announcenikeitsf are designed to acknowledge
RPs that are only permitted by an access list ddflyy the network administrator. Rogue RPs attergpt hijack another RP are
immediately dropped.

Aside from dropping multicast data, PIM multicastindaries provide a way to block PIM control messagom attaching a new branch
to an existing tree off the router to which traffies not intended to flow. Additionally MSDP Messdajigest Algorithm 5 (MD5)
authentication can be used to secure multicasiosssietween RPs that are used either for interforoating or Anycast RPs, which
route traffic to the nearest or “best” destination.

Data Plane Security

Cisco technology can secure the content of theicastttransmission through encryption of the dataelp ensure that only validated
users have access to it. Another form of data ptawearity called Cisco Secure Multicast provideS#eurity (IPsec) support for
multicast. Secure Multicast is specifically for emrise networks with native (nontunneled) multi¢essfic. It provides a more efficient
way to apply encryption to multicast packets. Epting native IP Multicast packets allows PIM to t®the packets even though the
content is encrypted. Additionally, native multiceacapsulation avoids the packet replication dicatirs when packets are encapsulated
using unicast tunnels. Networks that are IP Muti@nabled can transport encrypted multicast trafitively over an IP core. With
Secure Multicast, the traffic is protected with gtption in case packets are erroneously delivededure Multicast relies on the Group of
Domain of Interpretation (GDOI) protocol to distuie the policies and keys for the group in the mmtlan, and it relies on IPsec to
protect the data plane. It downloads IPsec keyssandrity associations to routers. GDOI replacesually shared keys, mitigating all of
their security weaknesses. The protocol requires geoup member to contact a key server. Oncepgrember has been authenticated
and authorized by the key server, it is given kayd security associations for the group. The grmamber may also be given enough
policy information for it to authenticate and dgaryor “rekey”) messages sent from the key semver special IP Multicast group. These
rekey messages allow the group member to receidatag keys and security associations and to recpiglates to changes of group
membership.

Access Control Security
Controlling the ability of a device to send andeige multicast data includes access list filtemghe ingress point of the multicast traffic;
IGMP filters used to restrict which hosts are akko\o join multicast groups; and a dynamic methiggushing IGMP filters down to
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routers using the authentication, authorizationl, accounting (AAA) service model. Called multicasthentication and profile support,
this latter feature uses existing AAA features isd8 10S Software to provide a centralized autlation and accounting framework for
multicast users in large groups.

Video Admission Control

Today, end-to-end video over IP sessions, inclubdigy-definition channels and on-demand trafficvgrag on top of a broadcast service,
make integrated service control vital to avoid @eigtion of video streams. Used in conjunction WittMulticast, an admission control
algorithm runs in the aggregation router and casdbao limit the number of channels simultaneossiyt to the digital subscriber line
access multiplexer (DSLAM) or access concentraateria for limiting transmission can vary (forample, general popularity of a
program, bandwidth used by a specific channel).algerithm could also be set to guarantee thatsmlecore channels are never
blocked.

To date, most service providers and enterprises havimposed static limits on the number of chésyaebandwidth used by broadcast
services, and if demand exceeds supply of bandwildéhuser simply does not receive a broadcastt Magr providers have optimized
their networks to guard against this through aettitres with redundant transport paths betweehdhdend and aggregation routers of
the distribution network.

As mentioned previously, at Layer 2, IGMP snoopig feature used to report IP Multicast membesstomeighboring multicast routers
and help ensure that the return data returns tptbnke ports that requested the stream. At LaysnuBicast routing protocols are
required to build the multicast tree in the optirizedhion across the network. To accomplish thisc€icreated PIM. Cisco Call Admission
Control (CAC) for broadcast video uses on-pathaigg using IGMP and PIM to trigger a bandwidth itataility check (Figure 7).
Routers in the path are configured to maintainaeitmits on broadcast bandwidth and can limittienber of channels simultaneously
sent to the DSLAM.

Figure 7. Cisco Broadcast Admission Control
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The multicast destination maps to the broadcastratis bandwidth, and the bandwidth is subtractethfthe link the request was
received on. A failure will result in no replicatioThe aggregation router may also consult a palieyer for service policies for the
individual subscriber. In the case of a denialaf/ike, the subscriber receives a blank screerf@Ghannel not available” message.
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Multicast Policing

Triple-play networks delivering IP video broadcasisst ensure that no single source can monopatizntre network’s resources.
Without proper enforcement, valid multicast flovesxeeasily get stomped on by a faulty sender. Uasedbrate limiting provides the
means to rate-limit multicast traffic on a per flbwasis versus an aggregate basis.

Managing Multicast Services with Cisco Multicast Ma  nager

Multicast services can be managed with instrumimtabat runs on the provider edge routers andanérolled by a management
application. Cisco Multicast Manager is a Web-basetlvork management application that is designeddan the monitoring and
troubleshooting of multicast networks. It providesly warning of problems; in-depth troubleshootimgl analysis capabilities; on-
demand, real-time, and historical reporting; antinoigation of network utilization and enhancemehservices delivery.

Using Simple Network Management Protocol (SNMPgather information regarding rendezvous points, S8burces and groups,
traffic profiles, IGMP statistics, mroute tablesdamulticast trees, Cisco Multicast Manager israraiuable tool. It polls the network,
gathering information in its Management Informat®ase (MIB) modules. With the click of a buttonetscan obtain detailed
information about the health of the multicast netwd/ultiple multicast domains are supported, sergsnay tailor the size and scope of
the routers being managed.

The tool allows for the detection and managemeffaufs through the capture of syslog error messafjeese error messages are
transmitted as reactive fault notifications throulgé Cisco Networking Services Notification Engine.

Cisco provides several MIBs for multicast managerttest provide information including:

« How many active multicast routes are in place ahdtwheir data rates are
e Where the receivers for each multicast group are

o Whether traffic is behaving as expected

e Which route processor supports a particular group

« How the multicast traffic flow affects other traffi

Cisco multicast MIBs include IGMP, IGMP snoopingylticast route (Mroute), PIM, MSDP, and multica®®N.

Cisco 10S NetFlow

Another important technology available from Cissaitraffic analysis and trending feature in Cika8 Software called Cisco 10S
NetFlow. It provides highly granular traffic staits for Cisco router-based networks on a per thasis. A “flow” is data that enters
specific router or switch interfaces. Analysis atNlow data makes it possible to identify the cafssongestion, to determine the class of
service for each user and application, and to ifjethie source and destination network for traffibis IP traffic flow analysis is

invaluable for billing, network planning, and netkanonitoring in IP triple-play networks.

There are three types of NetFlow implementatiomsrfolticast, which are available with NetFlow Vensi9, in Cisco 10S Software
Releases 12.2(18)S and 12.3(1):

¢ Traditional NetFlow

e Multicast NetFlow ingress accounting, which letsiymwllect information on how much multicast datagseived. One flow record
records how many times each packet is replicated.

¢ Multicast NetFlow egress accounting, which lets gollect information on how much data is being dgneach outgoing
interface.
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CONCLUSION

Technologies in Cisco 10S Software make multicagiiaations over IP triple-play networks flexibleliable, highly available, secure,
and scalable. Using these solutions, networks igstiple-play traffic can be configured for morféicent control of multicast traffic,
reduced server and CPU loads, no traffic redundaaray reduced costs. With years of experiencedngands of multicast service
provider and enterprise networks, Cisco providesraprehensive end-to-end architecture to expleittkplosive growth of the Internet
and eliminates bandwidth constraints inherent striiuted group applications.
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