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Cisco I0S Secure Multicast

Cisco 10S ® Secure Multicast is the first native IP Multicast encryption that does not rely on a tunnel-based arc hitecture,
lowering administrative overhead and helping ensure optimum WAN flexibility.

SUMMARY

Cisco I0S Secure Multicast is a set of hardwaresarfivare features necessary to secure IP Multgrasip traffic originating on or flowing
through a Cisco 10S device. It combines the keyirggocol Group Domain of Interpretation (GDOI) whlrdware-based IP Security (IPsec)
encryption to provide users an efficient methodeoure IP Multicast group traffic. With Cisco |O8cBre Multicast, a router can apply encryption
to IP Multicast traffic without having to configutennels.

Cisco I0OS Secure Multicast provides the followirenéfits:

« Multicast traffic protection—It provides the ability to protect multicast traffivithout any form of additional encapsulation.
« Scalability—It allows for one-to-many and many-to-many relasioips.

* Manageability—It allows for easier configuration and enhanced ag@ability.

¢ Native | Psec encapsulation—It provides native IPsec encapsulation for IP Malst traffic.

* Key and policiesdistribution—It offers a centralized key and policies distrilbatimechanism through the GDOI key server.
« Simplified troubleshooting—It simplifies troubleshooting by lowering overatimplexity.

+ Extensible standards-based framewor k—It uses an extensible, standards-based framework.

CHALLENGE

Any organization trying to deploy IP Multicast seely faces various challenges, including authetitiganetwork devices, encrypting IP Multicast
traffic in transit without the use of tunnels (pbia point and point to multipoint), and deployiadeying mechanism that can scale to hundreds or
thousands of network nodes without increasing adtnative overhead.

Deploying encryption of IP Multicast traffic witiPkec requires tunneling of IP broadcast and IPib&st packets. Although this is a perfectly fine
and a preferable method, in some cases—remote-amaasty solutions provide a tunnel between a tersgstem and a corporate gateway—it is
not very efficient. A critical challenge for anylgtion in environments such as distribution of epiise audio, video, and other media is efficiency.

Another challenge in protecting “native” multicastckets requires taking advantage of and intertipgravith the existing multicast infrastructure.
Native multicast implements several protocols fistributing the group information, and the IPsechamism to distribute cryptographic keys in
larger WAN deployments must work in concert witbgh protocols.

Finally, CiscG experience with IPsec suggest that ongoing managieaf this infrastructure in the real enterprisamother critical challenge.
Cryptographic keys have to be passed onto the matithted hosts, and mechanisms must be put in fdaeiminating rogue elements in these
authenticated groups.
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SOLUTION

In certain network scenarios, other than IPsec teraocess networks, it is more efficient to appigrgption to non-tunneled (that is, “native”) IP
Multicast packets. Encrypting IP Multicast packessively allows IP Multicast routing (for exampkrotocol Independent Multicast [PIM]) to
route the packets regardless of the fact the coig@mcrypted. A native IP Multicast encapsulatitso avoids the needless packet replication that
occurs when encapsulating IP Multicast packetsgusiticast tunnels.

IP Multicast-enabled networks can transport eneyphulticast traffic natively over an IP core. AhMulticast encryption-enabled router can
forward IP Multicast packets to the core networkjch is careful to distribute the multicast packat$y to other customer edge devices that belong
to the same customer. However, with secure muttitlas IP Multicast traffic is protected with enption in case packets are erroneously delivered
(Figure 1).

Figure 1. MPLS Backbone
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Cisco I0OS Secure Multicast relies on the GDOI protgRFC 3547) to distribute the policy and keystfte group (control plane) and relies on
IPsec (RFC 2401) to protect the data plane.

IP SECURITY

IPsec is a well-known protocol that defines an iechure to provide various security services faffic at the IP layer. The components and how
they fit together with each other and into the tRionment are described in the IETF RFC 2401. Aety of IP Multicast applications benefit
from the encryption of native IP Multicast packets.

Scalable Keying Mechanism and Network Device Authen tication

Group Domain of Interpretation

GDOl is defined as the ISAKMP Domain of Interpreiat(DOI) for group key management. In a group ngamaent model, the GDOI protocol
operates between a group member and a group dentwokey server (GCKS), which establishes segassociations among authorized group
members. The ISAKMP defines two phases of negotiatsDOI is protected by a Phase 1 ISAKMP secwadyociation. The Phase 2 exchange
is defined in IETF RFC 3547. The topology showifrigure 2 and the corresponding text explain how giotocol works.
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Figure 2. Protocol Flows That Are Necessary for Group Members to Participate in a Group
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The topology in Figure 2 shows the protocol flolattare necessary for group members to participaegroup:

1. Group members register with the key server, whighenticates and authorizes them and download¥#ee policy and keys that are
necessary for them to encrypt and decrypt IP Magtipackets.

2. Group members exchange IP Multicast packets tieagmcrypted using IPsec.

3. As needed, the key server pushes a rekey mess#iedgooup members. The rekey message contain$Remw policy and keys to use when
old IPsec security associations expire. Rekey ngessare sent in advance of the security associatipimation time to ensure that valid group
keys are always available.

The GDOI protocol is protected by an ISAKMP Phasxdhange. The GDOI key server and the GDOI groamber must have the same
ISAKMP policy. This Phase 1 ISAKMP policy should $teong enough to protect the GDOI protocol thiibfes. The GDOI protocol is a four-
message exchange that follows the Phase 1 ISAKNiIBypdhe phase 1 ISAKMP exchange can be main noodggressive mode.

Figure 3. Shows the ISAKMP Phase 1 Exchange
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The messages (the ISAKMP Phase 1 messages arauth®DOI protocol messages) are referred to aSM@I registration, and the entire
exchange shown in Figure 3 is a unicast exchantyesba the group member and the key server. Duhiagdgistration, the group member receives
the address of the multicast group and registeifs té group to receive the multicast rekeys. Atfterregistration is successful, the key server
sends a multicast rekey to all the registered grnambers in a group.

Note: The GDOI protocol uses User Datagram Protocol (Upd?) 848 (with Network Address Translation-Traet@NAT-T); it floats
to 4848).

Key Server

The responsibilities of the key server include rtaiting the policy and creating and maintaining kbgs for the group. Typically, the policies
specific to a group are defined in the key se’Mnen a group member registers, it downloads thebeigs and the keys to the group member.
The key server also regularly rekeys the groupreedaisting keys expire.

The key server has two modes: servicing registragguests and sending rekeys. A group memberecaster at any time and receive the
most current policy and keys. When a group memégisters with the key server, the key server \asifhe group ID that the group member
is attempting to join. If this ID is a valid group, the key server sends the security associatidiaypto the group member. After the group
member acknowledges that it can handle the dowetbadlicy, the key server downloads the respedibyes.

The key server can download two types of keysktheencryption key (KEK) and the traffic encryptikay (TEK). The TEK becomes the
IPsec security association with which the group tmers within the same group communicate. The KEKygais the rekey message.

The GDOI server sends out rekey messages whenish@negmpending IPSec security association exXpinair when the policy has changed on
the key server (using the command-line interfadd])CThe rekey messages may also be retransmitteiddically to account for possible packet
loss, which can occur because rekey messagesmreiigout the use of any reliable transport. THeneo efficient feedback mechanism by which
receivers can indicate that they did not receivekay message, so retransmission seeks to bringcallvers up-to-date.

Group Member

The group member registers with the key serveetdhe IPsec security association(s) needed to ecommate with the group. The group member
provides the group ID to the key server to getrtispective policy and keys for this group. Theseslae refreshed periodically, and before the
current IPsec security associations expire, sothigaie is no loss of traffic.

Cisco 10S Secure Multicast can be used with all @sasf multicast. The PIM-sparse mode should be wstidthe retransmit CLI option because
the multicast shared tree can be torn down if tieer® traffic on the shared tree.

Deployment Example: Multicast VPN over an MPLS Netw  ork
Figure 4 shows an example of multicast VPN packwtsare being sent over a Multiprotocol Label $hihg (MPLS) network.
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Figure 4. Multicast VPN over an MPLS Network
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- Customer CE devices joins the MPLS Core through provider's PE devices.
= The MPLS Core forms a Default MDT for a given customer.

= A High Bandwidth source for that customer starts sending traffic.

= Interested receivers 1and 2 join that High Bandwidth source.

= Data-MDT is formed for this High Bandwidth source.

Secure Multicast is used to protect the multicast data.

In Figure 4, a customer within an MPLS network ftag customer edge (CE) devices attached to the $Afdtwork. One multicast sender

(IP address 10.1.1.1) is sending packets on tiMulRcast address 192.168.1.1. These packets argmed by CE1 before distribution into the
provider edge (PE) network. Router PE1 createsd pé&tket, which is forwarded to P1. The multicaBiN/packet code on P1 forwards the packet
toward both CE2 and CE3 because systems behind thaters have joined the 192.168.1.1 group antiatening” for those packets. Devices
CE2 and CE3 decrypt the IP Multicast packets amhéun distribute them in the network.
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IP Multicast over Satellite
Figure 5 shows an example of encrypted IP packetsare being sent over satellite links.

Figure 5. IP Multicast over Satellite

Hub Site Branch Site

Multicast Packets

& ©

W

—

@ The hub site encrypts IP Multicast packets and forward them to the satellite-sending unit.
@ The satellite-sending unit transmits the IP packets to the satellite.

@ The router in the branch site decrypts multicast packets and forwards the packet to the receivers in the branch.

In Figure 5, a router in a hub has encrypted IPtigast packets and forwarded them to the satsiteling unit. The satellite sending unit transmits
the IP packets to the satellite, where the satelitransmits the IP packet toward the dish antelotated at branch sites. At each branch, a router
decrypts the IP Multicast packets and forwards tiremthe branch network.

CONCLUSION

With Cisco 10S Secure Multicast, users can enj@yltnefits of encryption of “native IP multicastffic within their larger enterprise
environment. Cisco 10S Secure Multicast helps custs extend their reach to all of their corpor&aeniulticast applications, while providing
enhanced security. Having been tested with manijicapipns and delivered across multiple platfor@sco I0OS Secure Multicast enhances user
experience and efficiently secures multicast apfibns. The unique integration between GDOI anédRsovides a level of trust on the corporate
internal network that is similar to the existingtographic techniques. This ability to provideraque model differentiates Cisco Systérfism

its competitors.
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