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Introduction

This document provides information on the theory of operation and configuration for the Cisco Unified
Wireless LAN Controller (WLC) as it pertains to supporting stateful switchover of access points and
clients (AP and Client SSO).

The new High Availability (HA) feature (that is, APSSO) set within the Cisco Unified Wireless Network
software release version 7.3 and 7.4 allows the access point (AP) to establish a CAPWAP tunnel with
the Active WLC and share a mirror copy of the AP database with the Standby WLC. The APs do not go
into the Discovery state when the Active WLC fails and the Standby WLC takes over the network as the
Active WLC. There is only one CAPWAP tunnel maintained at a time between the APs and the WLC
that is in an Active state. The overall goal for the addition of AP SSO support to the Cisco Unified
Wireless LAN is to reduce major downtime in wireless networks due to failure conditions that may occur
due to box failover or network failover.

To support High Availability without impacting service, there needs to be support for seamless transition
of clients and APs from the active controller to the standby controller. Release 7.5 supports Client
Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for clients
which have already completed the authentication and DHCP phase and have started passing traffic. With
Client SSO, a client's information is synced to the Standby WLC when the client associates to the WLC
or the client’s parameters change. Fully authenticated clients, i.e. the ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the
APs as well as for the clients, resulting in zero client service downtime and no SSID outage.
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There are no specific requirements for this document.
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W Prerequisites

Components Used

The information in this document is based on these software and hardware versions:
e WLCs 5500 Series, 7500/8500 Series, and WiSM-2

e APs 700, 1130, 1240, 1250, 1040, 1140, 1260, 1600, 2600, 3500, 3600 Series APs, and 1520 or 1550
Series Mesh APs (MAPs).

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network is live, make
sure that you understand the potential impact of any command.

Conventions

Refer to Cisco Technical Tips Conventions for more information on document conventions.

Topology

This document uses this network topology.

Data Centre
High Availability Cloud

Physical Connection
------ Active CAPWAP Tunnel
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High Availability in Release 7.3 and 7.4

The new architecture for HA is for box-to-box redundancy. In other words, 1:1 where one WLC will be
in an Active state and the second WLC will be in a Hot Standby state continuously monitoring the health
of the Active WLC via a Redundant Port. Both the WLCs will share the same set of configurations
including the IP address of the Management interface. The WLC in the Standby state does not need to
be configured independently as the entire configuration (Bulk Configuration while boot up and
Incremental Configuration in runtime) will be synched from the Active WLC to the Standby WLC via a
Redundant Port. The AP's CAPWAP State (only APs which are in a run state) is also synched, and a
mirror copy of the AP database is maintained on the Standby WLC. The APs do not go into the Discovery
state when the Active WLC fails and the Standby WLC takes over the network's Active WLC.

There is no preempt functionality. When the previous Active WLC comes back, it will not take the role
of the Active WLC, but will negotiate its state with the current Active WLC and transition to a Standby
state. The Active and Standby decision is not an automated election process. The Active/Standby WLC
is decided based on HA SKU (Manufacturing Ordered UDI) from release 7.3 onwards. A WLC with HA
SKU UDI will always be the Standby WLC for the first time when it boots and pairs up with a WLC
running a permanent count license. For existing WLCs having a permanent count license, the
Active/Standby decision can be made based on manual configuration.

AP SSO is supported on 5500/7500/8500 and WiSM-2 WLCs. Release 7.3 only supports AP SSO that
will ensure that the AP sessions are intact after switchover. MAPs, which are treated as mesh clients on
RAP, are not de-authenticated with AP SSO.

Client SSO is supported on 5500/7500/8500 and WiSM2 WLCs from release 7.5 onwards. For more
information see High Availability in Release 7.5.

HA Connectivity Using Redundant Port on the 5500/7500/8500 WLC

e 5500/7500/8500 WLCs have a dedicated Redundancy Port which should be connected back to back
in order to synchronize the configuration from the Active to the Standby WLC.

e Keep-alive packets are sent on the Redundancy Port from the Standby to the Active WLC every 100
msec (default timer) in order to check the health of the Active WLC.

e Both the WLCs in HA setup keep track of gateway reachability. The Active WLC sends an Internet
Control Message Protocol (ICMP) ping to the gateway using the Management IP address as the
source, and the Standby WLC sends an ICMP ping to the gateway using the Redundancy
Management IP address. Both the WLCs send an ICMP ping to the gateway at a one-second interval.

e Itis highly recommended to have back-to-back direct connectivity between Redundant Ports.

Here you can see the Redundant Port Connectivity between 5500 WLCs in an HA Setup:
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Here you can see the Redundant Port Connectivity between Flex 7500 WLCs in an HA setup:
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Note A direct physical connection between Active and Standby Redundant Ports is highly recommended. The
distance between the connections can go up to 100 meters at per Ethernet cable standards.

High Availability Connectivity Using Redundant VLAN on WiSM-2 WLC

WiSM-2 WLCs have a dedicated Redundancy VLAN which is used to synchronize the configuration
from the Active WLC to the Standby WLC.

A Redundancy VLAN should be a Layer 2 VLAN dedicated for the HA Pairing process. It should
not be spanned across networks and should not have any Layer 3 SVI interface. No data VLAN
should be used as a Redundancy VLAN.

Keep-alive packets are sent on Redundancy VLAN from the Standby WLC to the Active WLC every
100 msec (default timer) in order to check the health of the Active WLC.

Both the WiSMs in a HA setup keep track of gateway reachability. Active WLC sends an ICMP ping
to the gateway using the Management [P address as the source, and the Standby WLC sends an
ICMP ping to the gateway using the Redundancy Management IP address. Both the WLCs send an
ICMP ping to the gateway at a one-second interval.

In order to achieve HA, WiSM-2 WLCs should only be deployed in a single chassis or deployed
between multiple Catalyst 6500 chassis using VSS.

This diagram shows HA Connectivity in a single chassis and extending Redundancy VLAN in a multiple
chassis VSS setup:

WisSM-2 Configuration on Cat6500

wism service-vlan 192 (Service Port Vlan)

wism redundancy-vian 169 (Redundancy Port Vlan)
wism module 8 controller 1 allowed-vlan 24-38 (Data WHK

. Slot B: Active WISM-2
"~ Slot 9: Hot Stand-By WiSM-2

350500
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Warning

Note

Note
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The Redundancy VLAN should be a non routable VLAN. In other words, no layer 3 interface should be
created for this VLAN and can be allowed on VSL Link to extend HA setup between multiple chassis
in VSS setup. It is important to make sure this VLAN is dedicated for the HA process and is not part of
any Data VLAN, or else it may result in unpredictable results.

The Redundancy VLAN should be created like any normal Data VLAN on IOS® switches. Redundancy
VLAN is configured for redundant port on WiSM-2 blades connected to a backplane. There is no need
to configure an IP address for the Redundancy VLAN as it will receive an auto-generated IP which is
discussed later in this document.

On Cisco WiSM2 and Cisco Catalyst 6500 Series Supervisor Engine 2T, if HA is enabled, post
switchover, the APs might disconnect and reassociate with the WiSM2 controller. To prevent this from
occurring, before you configure HA, we recommend that you verify—in the port channel-the details of
both the active and standby Cisco WiSM2 controllers, that the ports are balanced in the same order, and
the port channel hash distribution is using fixed algorithm. If they are not in order, you must change the
port channel distribution to be fixed and reset Cisco WiSM2 from the Cisco Catalyst 6500 Series
Supervisor Engine 2T. You can use the command show etherchannel port-channel to verify the port
channel member order and load value. You can use the config command port-channel
hash-distribution fixed to make the distribution fixed.

To support the active and standby WLCs in different datacenters, in release 7.5, back-to-back
redundancy port connectivity between peers is no longer mandatory and the redundancy ports can be
connected via switches such that there is L2 adjacency between the two controllers. See Redundancy
Port Connectivity in 7.5 for more information.

Introduction of New Interfaces for HA Interaction

Redundancy Management Interface

The IP address on this interface should be configured in the same subnet as the management interface.
This interface will check the health of the Active WLC via network infrastructure once the Active WLC
does not respond to keep alive messages on the Redundant Port. This provides an additional health check
of the network and Active WLC, and confirms if switchover should or should not be executed. Also, the
Standby WLC uses this interface in order to source ICMP ping packets to check gateway reachability.
This interface is also used in order to send notifications from the Active WLC to the Standby WLC in
the event of Box failure or Manual Reset. The Standby WLC will use this interface in order to
communicate to Syslog, the NTP server, and the TFTP server for any configuration upload.
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Redundancy Port

This interface has a very important role in the new HA architecture. Bulk configuration during boot up
and incremental configuration are synched from the Active WLC to the Standby WLC using the
Redundant Port. WLCs in a HA setup will use this port to perform HA role negotiation. The Redundancy
Port is also used in order to check peer reachability sending UDP keep-alive messages every 100 msec
(default timer) from the Standby WLC to the Active WLC. Also, in the event of a box failure, the Active
WLC will send notification to the Standby WLC via the Redundant Port. If the NTP server is not
configured, a manual time synch is performed from the Active WLC to the Standby WLC on the
Redundant Port. This port in case of standalone controller and redundancy VLAN in case of WISM-2
will be assigned an auto generated IP Address where last 2 octets are picked from the last 2 octets of
Redundancy Management Interface (the first 2 octets are always 169.254).

CISCO MONITOR  WLANs CONTROLLER WIRELESS SECURITY MAMAGEMENT COMMANDS HELP FEEDBACH

Interfaces

Inventory Interface Hame WLAN ldentifier 1P Address Interface Type Dynamic AP Management
Interfaces Dl 61 10.0.89.2 Srate Enatdad

Interface Groups 1 I'J. Static ot Suppartad =
Multicast | AL W 169,254, 61.21] Statie Mot Suppertad g

Configure HA from the CLI

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers' management interface in the
same subnet:

WLC 1:

WLC 2:
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2. HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management IP Address and Peer Redundancy Management [P Address. Both the interfaces should
be in the same subnet as the Management Interface. In this example, 10.0.61.21 is the Redundancy
Management IP Address for WLC 1, and 10.0.61.23 is the Redundancy Management IP Address for
WLC 2. It also needs to be configured so that 10.0.61.23 is the Redundancy Management IP Address
of WLC 2 and 10.0.61.21 is the Redundancy Management IP Address of WLC 1.

Use this CLI in order to configure the Redundancy and Peer Redundancy Management IP Address:
WLC 1:

350604

WLC 2:

350937

3. Configure one WLC as Primary (by default, the WLC HA Unit ID is Primary and should have a valid
AP-BASE count license installed) and another WLC as Secondary (AP base count from the Primary
WLC will be inherited by this unit) using the CLI in this step. In this example, WLC 1 is configured
as Primary, and WLC 2 is configured as Secondary:

WLC 1:
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350605

Note  Youdo not need to configure the unit as Secondary if it is a factory ordered HA SKU that can be ordered
from release 7.3 onwards. A factory ordered HA SKU is a default Secondary unit, and will take the role
of the Standby WLC the first time it is paired with an Active WLC that has a valid AP Count License.

If you want to convert any existing WLC as a Standby WLC, do so using the config redundancy unit
secondary command in the CLI. This CLI command will only work if the WLC which is intended
to work as Standby has some number of permanent license count. This condition is only valid for
the 5500 WLC, where a minimum of 50 AP Permanent licenses are needed to be converted to
Standby. There is no restriction for other WLCs such as the WiSM2, 7500, and 8500.

4. After the WLCs are configured with Redundancy Management and Peer Redundancy Management
IP Addresses and Redundant Units are configured, it is time to enable SSO. It is important to make
sure that physical connections are up between both the controllers (that is, both the WLCs are
connected back to back via the Redundant Port using an Ethernet cable) and the uplink is also
connected to the infrastructure switch and the gateway is reachable from both the WLCs before SSO
is enabled.

Once SSO is enabled, it will reboot the WLCs. While it boots, the WLCs negotiate the HA role as
per the configuration via Redundant Port. If the WLCs cannot reach each other via Redundant Port
or via the Redundant Management Interface, the WLC configured as Secondary may go in to
Maintenance Mode. Maintenance Mode is discussed later in this document.
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5. Use the CLI in this step in order to enable AP SSO. Remember that enabling AP SSO will initiate a
WLC reboot.

WLC 1:

iguration will be

will ke reset. Are

6. Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration
performed. Once the role is determined, configuration is synched from the Active WLC to the
Standby WLC via the Redundant Port. Initially, the WLC configured as Secondary will report XML
mismatch and will download the configuration from Active and reboot again. During the next reboot
after role determination, it will validate the configuration again, report no XML mismatch, and
process further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:

350600
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WLC 2 on first reboot after enabling SSO:

350810

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:

350611

1. After SSO is enabled, WLC is rebooted, and the XML configuration is synched, WLC 1 will
transition its state to Active and WLC 2 will transition its state to Standby HOT. From this point
onwards, GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the
configurations and management should be done from the Active WLC. If required, the Standby
WLC (WLC 2, in this example) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the Standby Hot state, -Standby keyword is automatically
appended to the Standby WLCs prompt name.
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8. Complete these steps in order to check the redundancy status:

a. For WLC 1, go to Monitor > Redundancy > Summary:

350038

~

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

Configure HA from the GUI

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers' management interface in the
same subnet:

High Availability (S§S0) Deployment Guide
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WLC 1:

Cisco
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WLC 2:

Controller Interfaces
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2. HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management IP Address and the Peer Redundancy Management IP Address. Both interfaces should
be in the same subnet as the Management Interface. In this example, 10.0.61.21 is the Redundancy
Management I[P Address for WLC 1, and 10.0.61.23 is the Redundancy Management IP Address for
WLC 2. It needs to be configured on WLC 2 where 10.0.61.23 is the Redundancy Management IP

Address of WLC 2 and 10.0.61.21 is the Redundancy Management IP Address of WLC 1.
Enter the IP Address for both interfaces, and click Apply.

WLC 1:
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3. Configure one WLC as Primary and the other WLC as Secondary from the Redundant Unit
drop-down list. In this example, WLC 1 is configured as Primary and WLC 2 is configured as
Secondary. Once configured, click Apply.

WLC 1:
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You do not need to configure the unit as Secondary if it is a factory ordered HA SKU ordered from
release 7.3 onwards. A factory ordered HA SKU is the default Secondary unit and will take the role of
the Standby WLC the first time it is paired with an Active WLC with a valid AP Count License.

Note

High Availability (SSO) Deployment Guide g



Configure HA from the GUI

6.

If you want to convert any existing WLC as a Standby WLC, do so by using the config redundancy
unit secondary command in the CLI. This CLI only works if the WLC which is intended to work as
standby has some number of permanent license count. This condition is only valid for the 5500
WLC, where a minimum of 50 AP Permanent licenses are needed to be converted to Standby. There
is no restriction for other WLCs such as the WiSM2, 7500, and 8500.

After the WLCs are configured with Redundancy Management and Peer Redundancy Management
IP Address and Redundant Units are configured, it is time to enable SSO. It is important to make
sure that physical connections are up between both the controllers (that is, both the WLCs are
connected back to back via Redundant Port using an Ethernet cable) and the uplink is also connected
to the infrastructure switch and the gateway is reachable from both the WLCs before SSO is enabled.

Once SSO is enabled, it will reboot the WLCs. While it boots, the WLCs negotiate the HA role as
per the configuration via Redundant Port. If the WLCs cannot reach each other via the Redundant
Port or via the Redundant Management Interface, the WLC configured as Secondary may go in
Maintenance Mode. Maintenance Mode is discussed later in this document.

In order to enable AP SSO, select Enabled from the drop-down list on both the WLCs, and click
Apply. After you enable AP SSO, the WLCs reboot and the default information is populated in other
fields like Peer Service Port Ip, Peer Redundancy port Ip, and so forth.

WLC 1:
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Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration
performed. Once the role is determined, configuration is synched from the Active WLC to the
Standby WLC via the Redundant Port. Initially WLC configured, as Secondary will report XML
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mismatch and will download the configuration from Active and reboot again. During the next reboot
after role determination, it will validate the configuration again, report no XML mismatch, and will
process further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:

asoa22

WLC on first reboot after enabling SSO:

350623

Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:
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350624

1. After SSO is enabled, WLC is rebooted, and the XML configuration is synched, WLC 1 transitions
its state as Active and WLC 2 transitions its state to STANDBY HOT. From this point onwards,
GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the configurations
and management should be done from the Active WLC. If required, the Standby WLC (WLC 2, in
this case) can only be managed via the Console or Service Port.

Also, once Peer WLC transitions to the STANDBY HOT state, the -Standby keyword is
automatically appended to Standby WLCs prompt name.

8. Complete these steps in order to check the redundancy status:

a. For WLC 1, go to Monitor > Redundancy > Summary:
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b. For WLC 2, go to Console connection:

350627

~

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

Configure HA from the Configuration Wizard

Complete these steps:

1. HA between two WLCs can also be enabled from the configuration wizard. It is mandatory to
configure the Management IP Address of both the WLCs in same subnet before you enable HA.

WLC 1:
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2. Once the Management IP is configured, the wizard will prompt you to enable HA. Enter yes in order
to enable HA, which is followed by the configuration of the Primary/Secondary Unit and the
Redundancy Management and Peer Management IP Address.

¢ In this example, WLC 1 is configured as the Primary WLC, which will take the role of the
Active WLC. WLC 2 is configured as Secondary, which will take the role of the Standby WLC.

e After entering the Primary/Secondary Unit, it is mandatory to configure the Redundancy
Management and the Peer Redundancy Management IP Address. Both the interfaces should be
in the same subnet as the Management Interface. In this example, 10.0.61.21 is the Redundancy
Management IP Address for WLC 1 and 10.0.61.23 is the Redundancy Management IP Address
for WLC 2. It needs to be configured on WLC 2 where 10.0.61.23 is the Redundancy
Management IP Address of WLC 2 and 10.0.61.21 is the Redundancy Management IP Address
of WLC 1.

WLC 1:
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10.0.0.100
Enable HL [ves] [MNI]: ves
figure HAL Tnit [FRIMARY] [= ary] : Primwary
Fedundancy HNa ment IP 10.0.81.21

Peer Redundancy M: 10.0.81

350630

ir

figure Hi 11t '] ¢ =econdary

indancy

.21

350631

3. After you enable HA from the configuration wizard, continue to configure these legacy wizard
parameters:
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e Virtual IP Address
e Mobility Domain Name
e SSID
e DHCP Bridging Mode
e Radius configuration
e Country Code
e NTP configuration, and so forth
The WLCs will reboot after you save the configuration at the end.

4. While booting, the WLCs will negotiate the HA role as per the configuration done. Once the role is
determined, the configuration is synched from the Active WLC to the Standby WLC via the
Redundant Port. Initially WLC is configured, as Secondary will report XML mismatch and will
download the configuration from Active and reboot again. During the next reboot after role
determination, it will validate the configuration again, report no XML mismatch, and process further
in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:

350632

WLC 2 on first reboot after enabling HA:

350633
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WLC 2 on second reboot after downloading XML configuration from Active:

350634

S

Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

5. After HA is enabled followed by WLC reboots and XML configuration is synched, WLC 1 will
transition its state as Active and WLC 2 will transition its state as STANDBY HOT. From this point
onwards GUI/Telnet/SSH for WLC 2 on management interface will not work, as all the
configurations and management should be done from Active WLC. If required, the Standby WLC
(WLC 2, in this case) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the STANDBY Hot state, the -Standby keyword is
automatically appended to the Standby WLCs prompt name.

6. Complete these steps in order to check the redundancy status:

a. For WLC 1:
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Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

Configure HA from Cisco Prime

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers' management interface in the
same subnet.

WLC 1:
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Add both the controllers in Cisco Prime using their individual Management IP Address. Once added,
both the WLCs can be viewed under Operate > Device Work Center.

4 ome Dege ¥ Deplyy T  Cpesin ¥ Faped ¥ Admisisation ¥

M Doy B Comraurnton detos 2 Somese brage Masapenere T It Daituaed

P P Dervicn G » ALL
A
3 LL
@ Er & |
R wn O Gerc Crmpe b Bae 3 A Devor Bk Drepen |
¥ B Owion e Match [ ol e ying mobes: |
e P = - - - |
& o Fer | Dovics Harme * || Contsns || 550 =gkt |
B e Dufresi = = = |
Capiice barrar = || Contming || 5o = 4 || G0 | O Fe |
|
Dievice Farre a e by P Addrem. Dewice Type Colection Saus Collection Tere: |
O w508 [ - [ 1.0.51.2 Oan 5508 Wirses. . Managas Augiek 16, 2017 1 %
D ssom B sasats 10.0,61,3 M=, Ci08 wisem  Manuges Mg 16, 2012 1

HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management [P Address and the Peer Redundancy Management IP Address. Both the interfaces
should be in the same subnet as the Management Interface. In this example, 10.0.61.21 is the
Redundancy Management IP Address for WLC 1 and 10.0.61.23 is the Redundancy Management IP
Address of WLC 2. It needs to be configured on WLC 2 where 10.0.61.23 is the Redundancy
Management [P Address of WLC 2 and 10.0.61.21 is the Redundancy Management IP Address of
WLC 1.

In order to configure from Cisco Prime, go to Operate > Device Work Center, and select the
controller by clicking on the checkbox in front of the device on which HA should be configured.
Once selected, click the Configuration tab, which provides all the options needed to configure the
WLC 1, and repeat the steps for WLC 2.

WLC 1:
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In order to configure the HA parameters for WLC 1, go to Redundancy > Global Configuration,
enter the Redundancy and Peer Redundancy-Management IP address, and click Save.
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In order to configure the HA parameters for WLC 2, go to Redundancy > Global Configuration,
enter the Redundancy and Peer Redundancy-Management IP address, and click Save.
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Configure HA from Cisco Prime Il
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Foabnotes:

1. vy configuration on this controller & ot recommended during the process of controller pair-up.

;

4. Configure one WLC as Primary and the other WLC as Secondary from the Redundant Unit
drop-down list. In this example, WLC 1 is configured as Primary and WLC 2 is configured as
Secondary. Once configured, click Save.

WLC 1:
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WLC 2:
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5. After the WLCs are configured with Redundancy Management and Peer Redundancy Management
IP Address, and the Redundant Units are configured, it is time to enable SSO. Once SSO is enabled,
it will reboot the WLCs. While booting, the WLCs negotiate the HA role as per configuration via
Redundant Port. If the WLCs cannot reach each other via the Redundant Port or via the Redundant
Management Interface, the WLC configured as secondary may go in to Maintenance Mode.
Maintenance Mode is discussed later in this document.

reboot once redundancy mode is enabled.

WLC 1:

1 o
Tﬂm Duign ¥  Depley ¥  Opere ™ Repon ¥

Adrminib

Device Work Canter B Dscery @ Configuratsd
T — Derwicm Grop = ALL
ALL
L )
L~ R w-
B o S onst 3 Dolote O fyrc  Geoupe Res T B Add Devion [§E Dtk Bmport
* He Devos Ty | Dwrvica Narma -  Rsschatdlity 1P Addives Durvica Ty
B e Grouss O I7S0E-SW-T B s 172.19.28.20  Osoo 37
B s Defived B ssoa B Reschabie 100,612 G 554
Curvice Dtails Confgurstion Arctive image Lastest Comfig Audit Repaoet
Foalures LB Caitiguratesn
[ p] Criotal Ciflger ation
G - o e e
R TR Poar Redundancy-Managemend = [ 10,0,5]1,
B esh Resdurant Urst [ Primary 8
LI Pot Motility MAC Addrems (BT A.ad:00 |
o ; i [ P L I e —
* B Acooes Poinis [ i | [ e |
* B Propertas
2 ; el Fessanotes:
* B Rotndency
2 Clobal Configuration A 1. Ay il gparation oo Bhis confrollor b fol reotrrrsordiod dharireg Lhe proomis of dontrolie: paku
WLC 2:

Check the Enabled checkbox, in order to enable redundancy mode, and click Save. The WLCs will

I308T
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7. Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration
performed. Once the role is determined, the configuration is synched from the Active WLC to the
Standby WLC via the Redundant Port. Initially WLC configured, as Secondary will report XML
mismatch and will download the configuration from Active and reboot again. In the next reboot after

role determination, it will validate the configuration again, report no XML mismatch, and process
further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:

WLC 2 on first reboot after enabling SSO:
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~

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on the
service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:

350651

8. After SSO is enabled followed by the WLC reboot and XML configuration is synched, WLC 1 will
transition its state as Active and WLC 2 will transition its state as STANDBY HOT. From this point
onwards, the GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the
configurations and management should be done from the Active WLC. If required, the Standby
WLC (WLC 2, in this case) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the STANDBY Hot state, the -Standby keyword is
automatically appended to the Standby WLCs prompt name.
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Note

Upgrade the WLC in HA Setup

9. Once the HA pairing is formed, Cisco Prime removes/deletes the WLC 2 entry from its database as
both the WLCs have the same management IP address. For the network, it is the one box which is
active in the network.
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From this image, it is clear that only WLC 1 (with an IP address of 10.0.61.2 and configured as Primary
Unit) is active on Cisco Prime. WLC 2, which was initially added in Cisco Prime with an IP address
10.0.61.3, is deleted from Cisco Prime database after HA pairing is formed.

10. In order to check the redundancy state of the Active WLC from Cisco Prime, go to Device Details
> Redundancy > Redundancy States.
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Upgrade the WLC in HA Setup

The Standby WLC cannot be upgraded directly from the TFTP/FTP server. After executing all scripts,
the Active WLC transfers the image to the Standby WLC. Once the Standby WLC receives the image
from the Active WLC, it starts executing upgrade scripts. All the logs for image transfer and script
execution on the Standby WLC can be seen on the Active WLC.
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Upgrade Procedure in HA Setup

Complete these steps:

1.

After the WLCs are configured in the HA setup, the Standby WLC cannot be upgraded directly from
the TFTP/FTP server.

Initiate upgrade on the Active WLC in the HA setup via CLI/GUI, and wait for the upgrade to finish.

Once the Active WLC executes all the upgrade scripts, it will transfer the entire image to the Standby
WLC via the Redundant Port.

When the Standby WLC receives the image from the Active WLC, it will start executing the upgrade
scripts. The transfer of the image to standby and the execution of the upgrade scripts on the Standby
WLC can be seen on the Active WLC Console/Telnet/SSH/Http connection.

After a successful message of Standby Upgrade is observed on the Active WLC, it is important to
issue the show boot command on the Active WLC in order to make sure the new image is set as the
primary image.

Once verified, initiate primary image pre-download on the Active WLC in order to transfer the new
image to all the APs in the network.

After pre-image is completed on all the APs, issue the show ap image all command in order to verify
that the primary image on the WLC is set as the backup image on APs.
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Upgrade the WLC in HA Setup

Initiate swap option to interchange the backup image as primary on the APs. With this
implementation, the WLC's and AP's primary image is set to the new image.

Issue the schedule-reset command as per planned outage with the no swap option in order to reset
the APs and WLCs so that they can boot with the new image.

The Standby WLC will reset just one minute before the scheduled reset time to boot and come up
first to take over the network with the new image.

All the APs will reboot and join the new Active WLC, and the previous Active WLC will transition
to the standby role.

Issue the show boot, show sysinfo, show ap image all, and show redundancy summary commands in
order to verify that both the WLCs and APs have booted with the new image.

Important Guidelines before Initiating a WLC Upgrade in HA Setup

Service Upgrade is not supported in this release, so network downtime should be planned before you
upgrade the WLCs in the HA setup.

The peer should be in the Hot Standby state before you start the upgrade in the HA setup.

It is recommended to reboot both the WLCs almost together after upgrade so that there is no
software version mismatch.

Schedule Reset applies to both the WLCs in the HA setup. The peer WLC reboots one minute before
the scheduled timer expiry on the Active WLC.

The Standby WLC can be rebooted from the Active WLC using the reset peer-system command if
a scheduled reset is not planned.

Debug transfer can be enabled on the Active WLC as well as the Standby WLC.

If Active WLC unexpectedly reboot between software download and reboot both WLCs, you need
to reboot both WLCs in order to complete software upgrade.

Download/Upload Facts in HA Setup

No direct download and upload configuration is possible from the Standby WLC.

All download file types like Image, Configuration, Web-Authentication bundle, and Signature Files
will be downloaded on the Active WLC first and then pushed automatically to the Standby WLC.

Once the configuration file is downloaded on the Active WLC, it is pushed to the Standby WLC.
This results in the reset of the Standby WLC first, followed by the reset of the Active WLC.

The Peer Service Port and Static route configuration is a part of a different XML file, and will not
be applied if downloaded as part of the configuration file.

The download of certificates should be done separately on each box and should be done before
pairing.

Uploading different file types like Configuration, Event Logs, Crash files, and so forth can be done
separately from the Standby WLC. However, the CLI to configure different parameters for upload
like Server IP, file type, path and name should be done on the Active WLC. Once the upload
parameters are configured on the Active WLC, the transfer upload peer-start command should
be issued on the Active WLC in order to initiate the upload from the Standby WLC.
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e The service port state will be synched from the Active WLC to the Standby WLC. That is, if DHCP
is enabled on the Active WLC service port, the Standby WLC will also use DHCP for getting the
service port IP address. If the service port of the Active WLC is configured with a Static IP Address,
the Standby WLC also needs to be configured with a different Static [P Address. The CLI to
configure the IP Address for the Standby WLC service port is configure redundancy interface
address peer-service-port <IP Address> . This command should be executed from the Active
WLC. Also, in order to configure the route on the Standby WLC for out-of-band management on the
service port, issue the configure redundancy peer-route add <Network IP Address > <IP Mask>
<Gateway> command from the Active WLC.

Failover Process in the HA Setup

In the HA setup, the AP's CAPWAP state in maintained on the Active WLC as well as the Standby WLC
(only for APs which are in a Run state). That is, Up Time and Association Up Time is maintained on
both the WLC, and when switchover is initiated, the Standby WLC takes over the network. In this
example, WLC 1 is in an Active state and serving the network, and WLC 2 is in a Standby state
monitoring the Active WLC. Although WLC 2 is in Standby state, it still maintains the CAPWAP state
of the AP.

WLC 1:

350656

WLC 2:

Failover for WLCs in HA setup can be categorized into two different sections:

Box Failover

In the case of Box Failover (that is, the Active WLC crashes / system hang / manual reset / force
switchover), the direct command is sent from the Active WLC via the Redundant Port as well as from
the Redundant Management Interface to the Standby WLC to take over the network. This may take 5-100
msec depending on the number of APs in the network. In the case of power failure on the Active WLC
or some crash where the direct command for switchover cannot be sent, it may take 350-500 msec
depending on the number of APs in network.

The time it takes for failover in case of power failure on an Active Box also depends on the keep alive
timer configured on the WLC (configured for 100 msec by default). The algorithm it takes to decide the
failover is listed here:
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The Standby WLC sends keep alive to the Active WLC and expects and acknowledgment within 100
msec as per the default timer. This can be configured in range from 100-400 msec.

If there is no acknowledgment of keep alive within 100 msec, the Standby WLC immediately sends
an ICMP message to the Active WLC via the redundant management interface in order to check if
it is a box failover or some issue with Redundant Port connection.

If there is no response to the ICMP message, the Standby WLC gets aggressive and immediately
sends another keep alive message to the Standby WLC and expects an acknowledgment in 25% less
time (that is, 75 msec or 25% less of 100 msec).

If there is no acknowledgment of keep alive within 75 msec, the Standby WLC immediately sends
another ICMP message to the Active WLC via the redundant management interface.

Again, if there is no response for the second ICMP message, the Standby WLC gets more aggressive
and immediately sends another keep alive message to the Standby WLC and expects an
acknowledgment in time further 25% of actual timer less from last keep alive timer (that is, 50 msec
or last keep alive timer of 75 msec - 25% less of 100 msec).

If there is no acknowledgment of the third keep alive packet within 50 msec, the Standby WLC
immediately sends another ICMP message to the Active WLC via the redundant management
interface.

Finally, if there is no response from the third ICMP packet, the Standby WLC declares the Active
WLC is dead and assumes the role of the Active WLC.

Network Failover

In the case of a Network Failover (that is, the Active WLC cannot reach its gateway for some reason), it
may take 3-4 seconds for a complete switchover depending on the number of APs in the network.

Steps to Simulate Box Failover

Complete these steps:

1.

Complete the steps as explained in the configuration section in order to configure HA between two
WLCs, and make sure before force switchover is initiated that both the WLCs are paired up as the
Active WLC and the Standby WLC.

For WLC 1:
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For WLC 2, go to Console connection:

AE0EES

2. Associate an AP to the WLC and check the status of the AP on both the WLCs. In the HA setup, a
mirror copy of the AP database is maintained on both the WLCs. That is, APs CAPWAP state in
maintained on Active as well as Standby WLC (only for APs which are in Run state) and when
switchover is initiated, the Standby WLC takes over the network. In this example, WLC 1 is an
Active WLC, WLC 2 is in a Standby state, and the AP database is maintained on both the WLCs.

WLC 1:

WLC 2

350661
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3. Create an open WLAN and associate a client to it. The client database is not synched on the Standby
WLC, so the client entry will not be present on the Standby WLC. Once the WLAN is created on
the Active WLC, it will also be synched to the Standby WLC via the Redundant Port.

WLC 1:

350662

350939

4. Issue the redundancy force-switchover command on the Active WLC. This command will trigger a
manual switchover where the Active WLC will reboot and the Standby WLC will take over the
network. In this case, the client on the Active WLC will be de-authenticated and join back on the
new Active WLC.

WLC 1:

350664

WLC 2:

Fully, WLC switch ower detection time : B msec and APz switch over time :

350465
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~

Note

Observe that the prompt in this example changed from 5508-Standby to 5508. This is because this WLC

is now the Active WLC and the time taken for AP switchover is 1 msec.

WLC 2:

Observe the AP CAPWAP State on WLC 2, which was the Standby WLC initially and is now the

Active WLC after switchover. AP Up Time as well as Association Up Time is maintained, and the

AP did not go in to the discovery state.

These matrixes provide a clear picture of what condition the WLC Switchover will trigger:

Network Issues

Peer
Reachable
via Gateway
Redundant |Gateway Reachable
RP Port Manageme |Reachable |from
Status nt from Active |Standby Switchover |Results
Up Yes Yes Yes No No Action
Up Yes Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.
Up Yes No Yes Yes Switchover happens
Up Yes No No No No Action
Up No Yes Yes No No Action
Up No Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.
Up No No Yes Yes Switchover happens
Up No No No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.
Down Yes Yes Yes No Standby will reboot and check

for gateway reachability. Will
go into maintenance mode if
still not reachable.
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Network Issues

Peer

Reachable

via Gateway
Redundant |Gateway Reachable

RP Port Manageme |Reachable [from

Status nt from Active |Standby Switchover |Results

Down Yes Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down Yes No Yes No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down Yes No No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down No Yes Yes Yes Switchover happens and this
may result in Network
Conflict

Down No Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down No No Yes Yes Switchover happens

Down No No No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

System Issues

Peer
Reachable
via
Redundant
RP Port Manageme

Trigger Status nt Switchover |Result

CP Crash Yes No Yes Switchover

happens

DP Crash  |Yes No Yes Switchover

happens

System Yes No Yes Switchover

Hang happens
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System Issues

Peer
Reachable
via
Redundant
RP Port Manageme
Trigger Status nt Switchover |Result
Manual Yes No Yes Switchover
Reset happens
Force Yes No Yes Switchover
Switchover happens
CP Crash No Yes Yes Switchover
happens
DP Crash No Yes Yes Switchover
happens
System No Yes Yes Switchover
Hang happens
Manual No Yes Yes Switchover
Reset happens
Force No Yes Yes Switchover
Switchover happens
CP Crash No No Yes As Updated
in Network
Issue
section
DP Crash  |No No Yes As Updated
in Network
Issue
section
System No No Yes As Updated
Hang in Network
Issue
section
Manual No No Yes As Updated
Reset in Network
Issue
section
Force No No Yes As Updated
Switchover in Network
Issue
section




HA Facts

HAFacts W

HA Pairing is possible only between the same type of hardware and software versions. Mismatch
may result in Maintenance Mode. The Virtual IP Address should be the same on both the WLCs
before configuring SSO.

Direct connectivity is recommended between the Active and Standby Redundant Port for
5500/7500/8500 Series of WLCs.

WiSM-2 WLCs should be in same 6500 chassis or can be installed in VSS setup for reliable
performance.

A physical connection between Redundant Port and Infrastructure Network should be done prior to
HA configuration.

The Primary units MAC should be used as Mobility MAC in the HA setup in order to form a mobility
peer with another HA setup or independent controller. You also have the flexibility to configure a
custom MAC address, which can be used as a Mobility MAC address using the configure
redundancy mobilitymac <custom mac address> command. Once configured, you should use this
MAC address to form a mobility peer instead of using the system MAC address. Once HA is
configured, this MAC cannot be changed.

It is recommended that you use DHCP address assignment for the service port in the HA setup. After
HA is enabled, if the static IP is configured for service port, WLC loses the service port IP and it
has to be configured again.

When SSO is enabled, there is no SNMP/GUI access on the service port for both the WLCs in the
HA setup.

Configurations like changing virtual IP address, enabling secureweb mode, configuring web auth
proxy, and so forth need a WLC reboot in order to get implemented. In this case, a reboot of the
Active WLC will also trigger a simultaneous reboot of the Standby WLC.

When SSO is disabled on the Active WLC, it will be pushed to the Standby WLC. After reboot, all
the ports will come up on the Active WLC and will be disabled on the Standby WLC.

Keep alive and Peer Discovery timers should be left with default timer values for better
performance.

Clear configuration on the Active WLC will also initiate clear configuration on the Standby WLC.
Internal DHCP is not supported when SSO is enabled.

SSO for LSC AP is not supported. L2 MGID is synched, but the L3 MGID database is cleared with
SSO.

Maintenance Mode

There are few scenarios where the Standby WLC may go into Maintenance Mode and not be able to
communicate with the network and peer:

Non reachability to Gateway via Redundant Management Interface
WLC with HA SKU which had never discovered peer
Redundant Port is down

Software version mismatch (WLC which boots up first goes into active mode and the other WLC in
Maintenance Mode)
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(5508-standby) >show redundancy summary
redundancy Mode = S50 EMABLED
Local State = MEGOTIATION
Peer 5tate = DISAELED
Unit = Secondary = HA SKU
Unit ID = 00:24:97:69:78:20
Redundancy State = Won Redundant
Mobi1ity MAC = 00:24:97:60:02:20

Maintenance Mode = Enabled
Maintenance causes= Megotiation Timeout

redundancy Management IP Address......ocoeenieaas 10.0.61.23
Feer Redundancy Management IP Address........... .+ 10.0.61.21
redundancy PoOrt IP Address. .. .cccvivicirossssnanss 169, 254 . 61. 25
Peer Redundancy Port IP Address..........oeeineann 159 254 ELl. 21

~

Note  The WLC should be rebooted in order to bring it out of Maintenance Mode. Only the Console and
Service Port is active in Maintenance Mode.

SS0 Deployment with Legacy Primary/Secondary/Tertiary HA

HA (that is, AP SSO) can be deployed with Secondary and Tertiary Controllers just like today. Both
Active and Standby WLCs combined in the HA setup should be configured as primary WLC. Only on
failure of both Active and Standby WLCs in the HA setup will the APs fall back to Secondary and further
to Tertiary WLCs.

Primary (10.0.61.2 /24) Secondary (10.0.62.2 /24) Tertiary (10.0.63.2 /24)
Data Centre Data Centre Data Centre

—  Physical Connection
- = == CAPWAP Tunnel

AP Database

Primary WLC - 10.0.51.2 '
Secondary WLC - 10.0.62.2 o
Tertlary 'WLC - 10.0.63.2

350668
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SS0 Deployment in Mobility Setup

Each WLC has its own unique MAC address, which is used in mobility configuration with an individual
controller management IP address. In HA (that is, AP SSO) setup, both the WLCs (Primary and Standby)
have their own unique MAC address. In the event of failure of the Primary box and Standby takes over
the network if the MAC address of the Primary box is used on another controllers in mobility setup,
control path and data path will be down and user has to manually change the MAC to standby MAC
address on all the controllers in mobility setup. This is a really cumbersome process as a lot of manual
intervention is required.

In order to keep the mobility network stable without any manual intervention and in the event of failure
or switchover, the back-and-forth concept of Mobility MAC has been introduced. When the HA pair is
set up, by default, the Primary WLC's MAC address is synched as the Mobility MAC address on the

Standby WLC which can be seen via the show redundancy summary command on both the controllers.

(5508-standby) >show redundancy summary
Redundancy Moge = SS0 ENABLED

Unit = Secondary - HA SKU
Qﬁzzazg?:gg:?a:zﬂ
Non Redundant
00:24:97:69:02:20 4

Unit ID
redundancy sState
MobiTity mac

redundancy Management IP Address............o..o... 10.0.61.23

Peer Redundancy Management IP Address............ 10.0.61.21 -
Redundancy Port IP Address........oecirinnnninnns R R £
Peer Redundancy POrt IP Address.......ccevvevvnes B 3

In this output, captured from a Standby controller, the Mobility MAC address can be observed, which is
different from the Standbys own MAC address seen as Unit ID. This MAC address is synched from the
Active WLC and should be used in mobility configuration. With this implementation, if the Active WLC
goes down or even if it is replaced, the Mobility MAC address is still available and active on the Standby
WLC and the mobility tunnels will always stay up. In case the new controller is introduced in the
network because of the replacement of the previous Active WLC, it will transition its state as Standby
and the same Mobility MAC address is synched again to the new Standby WLC.

You have the flexibility to configure a custom MAC address as Mobility MAC instead of using the
default behavior of using the Active WLC MAC address as Mobility MAC. This can be done using the
configure redundancy mobilitymac <custom mac address> command on the Active WLC. Once
configured, you should use this MAC address on other controllers in order to form a mobility peer
instead of using the Active WLC MAC address. This MAC address should be configured before forming
the HA pair. Once the HA pair is formed, the Mobility MAC cannot be changed or edited.
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Mobility Configuration

MAL Address 1P Address Group Narme
ddaaaaaacaaaa 10.0.61.2 HA
ccxcceceeece  10.0.62.2 HA
dd-dd-dd.dd dd 10.0.63.2 HA

Maobility MAC dacaazaa:aaaazaa
Management |P 10.0.61.2/24 P:10.0.62.2/24 IP:10.0.63.2/24
33:3d°33’aa:33:a3a bb:bb:bb:bb:bb:bb (e e o e = dd:dd:dd:dd:dd:dd

— Physical Connection
= = = CAPWAP Tunnel

& &

350670

In this topology, the Primary and Standby have their own MAC address. With HA pairing, the Active
WLC MAC address is synched as a Mobility MAC address, which is the default behavior if a custom
MAC is not configured before HA pairing. Once the Active WLC MAC address is synched as the
Mobility MAC address, the same MAC is used in mobility configuration on all the controllers in the
mobility setup.

Licensing for HA Pair

A HA Pair can be established between two WLCs running in these combinations:
¢ One WLC has a valid AP Count license and the other WLC has a HA SKU UDI
¢ Both the WLCs have a valid AP Count license
¢ One WLC has an Evaluation license and the other WLC has a HA SKU UDI or Permanent license

One WLC has a valid AP Count license and the other WLC has a HA SKU UDI

e HA SKU is a new SKU with a Zero AP Count License.
e The device with HA SKU becomes Standby the first time it pairs up.
e AP-count license info will be pushed from Active to Standby.

¢ On event of Active failure, HA SKU will let APs join with AP-count obtained and will start 90-day
countdown. The granularity of this is in days.

e After 90-days, it starts nagging messages. It will not disconnect connected APs.

e With new WLC coming up, HA SKU at the time of paring will get the AP Count:
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— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.
— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.

— In order to lower AP count after switchover, the WLC offset timer will continue and nagging
messages will be displayed after time expiry.

e Flapsed time and AP-count will be remembered on reboot.

e The factory default HA-SKU controller should not allow any APs to join.

Both the WLCs have a valid AP Count license

e The CLI should be used to configure one WLC as the Standby WLC (as mentioned in the
configuration section) provided it satisfies the requirement of minimum permanent license count.
This condition is only valid for the 5500 WLC, where a minimum of 50 AP Permanent licenses are
needed to be converted to Standby. There is no restriction for other WLCs such as the WiSM2, 7500,
and 8500.

e AP-count license information will be pushed from Active to Standby.

¢ Inthe event of a switchover, the new Active WLC will operate with the license count of the previous
Active WLC and will start the 90-day countdown.

e The WLC configured as Secondary will not use its own installed license, and only the inherited
license from the active will be utilized.

e After 90-days, it starts nagging messages. It will not disconnect connected APs.
e With the new WLC coming up, HA SKU at the time of paring will get the AP Count:
— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.
— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.

— After switchover to a lower AP count, the WLC offset timer will continue and nagging messages
will be displayed after time expiry.

One WLC has an Evaluation license and the other WLC has a HA SKU UDI or
Permanent license

e The device with HA SKU becomes the Standby WLC the first time it pairs up with an existing Active
WLC running Evaluation License. Or, any WLC running a permanent license count can be
configured as the Secondary unit using the CLI configuration provided if it satisfies the requirement
of minimum permanent license count. This condition is only valid for the 5500 WLC, where a
minimum of 50 AP Permanent licenses are needed to be converted to Standby. There is no restriction
for other WLCs such as the WiSM?2, 7500, and 8500.

e AP-count license information will be pushed from Active to Standby.

e Inthe event of a switchover, the new Active WLC will operate with the license count of the previous
Active WLC and start the 90-day countdown.

e After 90-days, it starts nagging messages. It will not disconnect connected APs.
e  With new the WLC coming up, HA SKU at the time of paring will get the AP Count:
— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.

— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.
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— After switchover to a lower AP count, the WLC offset timer will continue and nagging messages
will be displayed after time expiry.

High Availability in Release 7.5

To support High Availability without impacting service, there needs to be support for seamless transition
of clients and APs from the active controller to the standby controller. Release 7.5 supports Client
Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for clients
which have already completed the authentication and DHCP phase and have started passing traffic. With
Client SSO, a client's information is synced to the Standby WLC when the client associates to the WLC
or the client’s parameters change. Fully authenticated clients, i.e. the ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the
APs as well as for the clients, resulting in zero client service downtime and no SSID outage.

Redundancy Port Connectivity in 7.5

In controller release 7.3 and 7.4, back-to-back connectivity through redundancy port restrains the
active and standby controllers to be in different locations. There are two mandatory interfaces for
redundancy, redundancy port and redundancy management interface. Redundancy port uses
dedicated physical port ethl (similar to service port). It is used for all redundancy communication
(AP, Client data, configuration synch, keep-alive messages and role negotiation messages).
Redundancy management interface is used to check for the reachability of the peer and management
gateway.

To support the active and standby WLCs in different datacenters, in release 7.5, back-to-back
redundancy port connectivity between peers is no longer mandatory and the redundancy ports can
be connected via switches such that there is L2 adjacency between the two controllers.

Backward compatibility for release 7.3/7.4 will be supported, wherein back-to-back redundancy
port connectivity is used for redundancy communication between the WLCs and the redundancy
management interface is used to check the reachability to the peer and to management gateway.

No additional configuration change is required for redundancy port and the configuration remains
the same as in 7.3/7.4 release.

Supported HA Topologies

Supported HA Topologies in Release 7.5

5500/7500/8500 Series Controllers

1.

Back-to-back Redundancy Port (RP) connectivity between the two WLCs, Redundancy
Management Interface (RMI) connectivity to check peer and management gateway reachability.

RP connectivity with L2 adjacency between the two WLCs, RMI connectivity to check peer and
management gateway reachability. This can be within the same or different datacenters.

Two 5508, 7500 or 8500 connected to a VSS pair. Primary WLC connected to one 6500 and the
Stand-by WLC to the other 6500.
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Back-to-back RP Connectivity

Figure 1 Back-to-back RP connectivity

RP 169.254.56.10 RP 169.254.56.11

Management IP Management IP

10.0.56.2/24 10.0.56.2/24
Core % A 1
Layer RMI 10.0.56.10 . 0.0.56.
Primary \\ 2’ Hot Stand-by
WLC ¢ WwLC
Distribution
Layer

Access
Layer

AP Subnet IP

AP Subnet IP
10.0.64.0/24

10.0.64.0/24
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e This is the same topology as was supported in controller release 7.3.
e Configuration Sync and Keepalive messages are sent via Redundancy Port.

e RMIl interface is created as part of Management subnet and is used to check peer and management
gateway reachability.

e RTT Latency is 80 milliseconds by default. The RTT should be 80% of the keepalive timer which is
configurable in the range 100-400 milliseconds.

e Failure detection time is 3 ¥*100 = 300+60 = 360 +jitter (12 msec)= ~400 msec.
e Bandwidth: 60 Mbps or more
e MTU: 1500

Configuration on Primary WLC:
configure interface address management 10.0.56.2 255.255.255.0 10.0.56.1

configure interface address redundancy-management 10.0.56.10 peer-redundancy-management
10.0.56.11

configure redundancy unit primary

configure redundancy mode sso

Configuration on Hot Standby WLC:
configure interface address management 10.0.56.3 255.255.255.0 10.0.56.1

configure interface address redundancy-management 10.0.56.11 peer-redundancy-management
10.0.56.10

configure redundancy unit secondary

configure redundancy mode sso
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RP Connectivity via Switches

Figure 2 RP connectivity via switches

RP 169.254.56.10 RP 169.254.56.11

Management P 1 Management IP
10.0.56.2/24 o— a"in 10.0.56.2/24
Core )
Layer RMI10.0.56.10 * RMm110.0.56.11

Primary b ¢ Hot Stand-by

WLC ’ WLC
Distribution
Layer

AP Subnet IP
10.0.64.0/24

AP Subnet IP
10.0.64.0/24

AP Subnet IP
10.0.64.0/24
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¢ Redundancy Port connectivity via switches across datacenters is supported in this topology.
¢ Configuration sync and Keepalives via Redundancy Port.

¢ RMIl interface is created as part of Management subnet and is used to check peer and management
gateway reachability.

e RTT Latency is 80 milliseconds by default. The RTT should be 80% of the keepalive timer which is
configurable in the range 100-400 milliseconds.

e Failure detection time is 3 *100 = 300+60 = 360 +jitter (12 msec)= ~400 msec
e Bandwidth: 60 Mbps or more
e MTU: 1500

Configuration on Primary WLC
configure interface address management 10.0.56.2 255.255.255.0 10.0.56.1

configure interface address redundancy-management 10.0.56.10 peer-redundancy-management
10.0.56.11

configure redundancy unit primary

configure redundancy mode sso

Configuration on Hot Standby WLC
configure interface address management 10.0.56.3 255.255.255.0 10.0.56.1

configure interface address redundancy-management 10.0.56.11 peer-redundancy-management
10.0.56.10

configure redundancy unit secondary

configure redundancy mode sso
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5508, 7500 or 8500 Connected to VSS Pair

Figure 3 WLCs connected to VSS Pair

Supported HA Topologies

Cisco Catalyst VSS Pair

- Cisco 5508
Cisco 5508 Standby

Cisco 5508

Catalyst
VSS Pair

Standby
Cisco 5508
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Supported HA Topologies for WiSM2 Controllers

WiSM2 in the Same Chassis

Figure 4 WiSM2 in Single Chassis

— Slot 8: Active WiSM-2
Slot 9: Hot Stand-By WisSM-2

50700
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WiSM2 in Different Chassis: Redundancy VLAN over L2 Network

Figure 5 WiSM2 connectivity using Redundancy VLAN over L2 network

RMI10.0.56.10 RMI10.0.56.11

Management IP

10.0.56.2/24
Core
Layer Primary
WisM-2
Distribution
Layer

AP Subnet IP
10.0.64.0/24

AP Subnet IP
q 10.0.64.0/24

Management IP

Hot Stand-by
WisSm-2

AP Subnat IP
10.0.64.0/24

Configuration on Caték for WiSM2
wism service-vlan 192 ( service port VLAN )

wism redundancy-vlan 169 ( redundancy port VLAN )

wism module 6 controller 1 allowed-vlan 24-38 ( data VLAN

WiSM2 HA configuration remains the same.

WiSM2 in Different Chassis: VSS Pair

Figure 6 WiSM2 connectivity using VSS Pair

Virtual Switch System (VSS)

Switch-1 Switch-2
(V55 Activa) (VS5 Standby)
| Control Plams Activi WEL Control Plane Standby
| i T -
| FWSM Active FWS5M Standby

380711

350710
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Figure 7

Supported HA Topologies

Active and Standby VSS Pair connected via VSL Link

AP-1

=N

3750 switch - L3 switch

VSL link(L2)
between SUP

AP-2

Active WISM2 Standby WISM2 3
Figure 8 WiSM2 connectivity using VSS Pair
¢
X :
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VSS Configuration

Purposs

Enters redundancy confgumtion mode.

Canfigunid 530, Wi fia command is anated, ol fedundaal supendir nging is recaded and beging b work in 530
Fode.

EX% rRgunCanCy ConSQuraton mode

Enables muling, which places the rouler in routiss confguralion moda.

Enables NSF aperssons o e rouling protocol.

E0% 1o priviteged EXEC mode.

Step T |5 ¥ abw runsing-coafig ienfies that 530 and NSF am confgured and enabied.
St [fuitoho1d abow sedundency atates Displays D OPOMAING Redundancy mods.
Command Purpose
Step | Ewlteh-1 ¢ awitch wirtual demain 180 Condgures the virual swiich domain on Chassis A
Stpd sui ~domainti switeh 1 Condgures Crassis A s virual pwiich numbar 1
For Chassis B cont - Switch 2 E

Stip 3 Bwireh-1 feeafig-va-dosalnli anle Enits coigvi-goman §
Command Purpose

Step i Configunes port channal 10 on Switch 1,

Step 2 Associaes Switch 1 as swnar of port channed 10,

Stap 3 Actvains e por channgl

Step 4 Exits imerfacs configuration.

Purpose

Step 1 ‘Configures port channgl 20 on Switch 2.

Stp Fi8 swited wieteal Link 2 Associiied Swilch 2 88 owner of pon channal 20,

Stepd LE} 0 no abmkdoun ACtvminS i port channal,

Stip 4 Switeh-2 fesnlig-Lf) 0 aHlE (Exid el CcOnBGuIaBon mMode,
Command Purpose
Switcheli switch convert mode wirtual (Convers Swilch 1 ko virfual swich mode. w

Aftst you nier th command, you an prompted i canfiem the acton. Entaryes. E
Thi Syiem Geales § comened coniguraon fle, 30 daves he Be 1 i RP boaflash. §
Recommendations

Round trip latency on Redundancy Link should be less than or equal to 80 milliseconds.
Preferred MTU on Redundancy Link is 1500 or above.
Bandwidth on Redundancy Link should be 60 Mbps or more.

If redundancy ports are connected via switches such that there is L2 adjacency between the two
controllers, the RP VLAN should be excluded from the access VLAN configured on the switch for
the management ports.

For WiSM2 connectivity between two different chassis connected across the L2 network, the
“redundancy-vlan” should be excluded from the access-VLAN configured on the switch for the
management ports.

It is highly recommended to use different sets of switches for the RP port connectivity and the
management port traffic to avoid an Active-Active scenario.

When deploying WiSM2 in VSS setup, it is recommended to set the peer search time to 180 seconds.
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Client SSO (Client Stateful Switchover)

To support High Availability without impacting the service, there needs to be support for seamless
transition of the clients and APs from the active controller to the standby controller. Release 7.5 supports
Client Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for
clients, which have already completed the authentication and DHCP phase and have started passing
traffic. With Client SSO, the client’s information is synced to the Standby WLC when client associates
or the client parameters change. Fully authenticated clients, i.e. ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the AP
as well as for the client.

Client SSO will work with Anchor-Foreign mobility setup as well as Guest Anchor scenarios.
L3 MGIDs are synched to the Standby Controller.
The failover time varies from ~2-996 milliseconds depending on the category of box failover.

The management gateway failover time is in the order of ~15 seconds, which is the time taken for
12 pings to the management gateway.

The default RTT latency between the two WLCs is 80 milliseconds. RTT latency should be less than
or equal to 80% of the keepalive timer. The keepalive timer is configurable in the range 100-400
milliseconds

1. Before configuring HA it is mandatory to have both the controllers’ management interface in same
subnet.
WLC 1:
alilin
CISCO MOMITOR WLANs COMTROLLER WJRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK
Controller Interfaces
General
Inventory Interface Name YLAN Identifier 1P Address Interface Type Dynamic AP Management
Interfaces [ 10 100102 | Statc Ensbled
Interface Groups redundangy-managesment in 0,000 Static Mot Supported
Multicast /A 0.00.0 Stakic Mot Supported
Network Routes WA 0.0.0.0 Static Mot Supported =
» Redundancy wirtual TN 1.1.1.1 Static Mok Supported g
WLC 2:
MOMITOR  WLANs CONTROLLER WIRELESS SECURITY  MAMAGEMEWT COMMANDS HELP EEEDBACK
Controller Interfaces
General
Inventory Interface Name VLAN Identifier 1P Address Interface Type Dynamic AP Management
Interfaces mansgemant 10 10.10.10.3 Statie Enabled
Interface Groups podynd aney-anan 10 0.0.0.0 Static Mot Supparted
Multicast Cadyn dangy Do A 0000 Static Mot Supported
Network Routes Lo 1 WA 0000 Static Mot Supported o
b Radundency wirtyal WA 11132 Static Mot Supported E
2. HA is disabled by default. Before enabling HA it is mandatory to configure Redundant Management
IP address and Peer Redundant Management IP address. Both the interfaces should be in same
subnet as Management Interface.
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To configure Redundant Management and Peer Redundant Management IP address click Controller
tab > Redundancy > Global Configuration and enter IP address in both the fields and then click

Apply.
WLC 1:

controler olobal Contgurstion

General

Fadundaney Mgent [p L 10,80, 100 10
Inventory

Fasr Radundancy Mgmt Ip 10.30.20.13
Interfaces

Fedundancy port Ip 158.254.10.10

Interface Groups 168.354.10.11

Paer Radundancy port Ip

Multicast

Radundant Unit Primary  w
N
ened RANEES Mebilty Hac Addrais 0527 60:5C:F0 14
Faep Alive Timer (100 - 40038 100 milligacnds
Baar Saarch Timer (60 - 180) 120 secands
, Internal BHCP 580 Disabled
Server
Foot Notes
» Mobility , .
Management T Radundancy mansy Freg o sre candstory pavsmeters for AP 550 anable
I Configure the keap-niive tiver it milll seconds bebwaan 500 aod 40 i mulipla of £0
Ports ¥ Disabling AP S50 will rarok in standby rabost and sdminirirstivaly dirsbling alf the posts on cosrant Standby to sroid I8 conflict
b NTP

350673

coP

WLC 2:

' I " | ' Configuration || Bing Eefresh
L L L
cisco MONITOR ¥ 5 . 55 5 Y Ma 'y 5 HELP FE
Controller Global Configuration _ Apply ||
General i
Bedundancy Momt Ip 10020.10.11
Invento
i Padr Radundancy Hamt Ip 10.20.10.10
Interfaces
Redundancy port Ip 169.354.10.11
Interface Groups
P Peer Redundancy port Ip 169.354.10,10
Multicast
Badundant Unit Secondary -
Metwork Routes =
Hohility Mac Address E0:2F:1600SCIFD40
oy s o Peer Search Timer (80 - 180) 120 seconds
» Internal DHCP Server 50 Dieatied =
¥ Maobility Management Foot Notes
Ports I Redundancy management and Feer redundsncy management are mandsdory paramefers for AP S50 enable.
£ Z Condfigure the keep-alve Smer i mdll seconds between 100 and 400 in multiple of 50,
b NTR F Dinabieg AP S50 Wil resull in staadby reboot atd Bdrminirtratively ciiabiing s the ports on current Standby fo ekl 1P canfliet
b COP 5
k PMIPVE w

3. Now configure one controller as Primary and another controller as Secondary from Redundant
Unit drop-down. In an example below WLC 1 is configured as Primary Unit and WLC 2 is
configured as Secondary Unit (will work as HA SKU UDI). While pairing, the controller that is
configured as Primary will push its AP Count License to Standby WLC. To configure one controller
as Primary unit and second controller as Secondary unit, click Controller tab > Redundancy >
Global Configuration and select Primary/Secondary from Redundant Unit drop-down list and then
click Apply.

WLC 1:
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Confiqurastion  Bing  Logowt Befrath

CIsco
Contrellar Global Configuration
General
Radundancy Mgme Tp 4 10:29.20
Inventory
Paar Redundancy Mgt Ip 10E0. 10011
Interfaces
Nadundine nak 1 169.3234.10.10
e Cratine Basr Radundansy pant Ip 16323900 11
Fiplica t-é‘ndan‘t Unit Primary I
Metwork Routes WIobilty Mac Addrass E0IZF 6D SCIFD 14T
llﬂlumlallt
1 f Baap Alive Tieners (100 - 40038 100 millizscends g
Pasr Ssarch Tirnar (60 - 180) 1x0 taconds Do NOT Eﬂable S50 until
Internal DHCF 58 Cisabiad = ffp— s £
¥ Server proampted in coming steps
i Fast Notes
L3 :{-:nth:mem I Rwdundancy mansgamant pod Fesr redendancy management s MO'WFDNJWJ for AP 550 anpble
Ll ¥ Configura tha haasealive bimar v sl sasondy Bebuaan 1O nod 400 in
Ports T Digpbiing AP S50 will rarvlt i standby rebovt dad adminiFtratively dFrabiing M'NGN-QJ o ourant Srandby be avesd IF conflior. £
F NTP =
F COP g

WLC 2:

Configuration | Fing  Logout  Eefresh

CI5C0

Controller Global Configuration | QQE

General

- fedundancy Mgmt ip £ 10.10.10.11
Invento
> Paer Bdundancy Homt Ip 10.10.10.10
Interfaces
o Redundancy port Ip 169.354.10.11

Anterface Groups Pasr Redundancy port Ip 169.3254.10.10

[Amcact [Fedndart Unie Secondsry = |

[asroT Foute Mobility Mac Address £0:2F 60150 F0:40

Keap Alive Timer (100 - 90034 100 milkssconds
Pesr Sosrch Timer (40 - 180) 120 seconds Do NOT enable S50 until

b Internal DHCP Server oo Disabled | g
¥ Mobility Management Foot Notos prompted in coming steps

Ports Imm’wy mumpembe and Fear redundancy Manspemaent ane mandatory paramadters for AP S50 anabie.

oedigure the keap-alive timer in mill secands between 100 and 400 in multiple of 5.
¥ NTP 3 mmw AP S50 will resvlt in standby reboot and sdminirtratively disabling alf the paris on current Standby o aveid 1P condiiet
w

¥ CDP [ =]
b PMIPVE E

After controllers are configured with Redundant Management, Peer Redundant Management IP
address and Redundant Units are configured, it is very important to make sure physical connection
are up between both the controllers i.e. both the WLCs are connected via Redundant Port using
Ethernet cable and uplink is also connected to infrastructure switch and gateway is reachable from
both the WLCs. Initiate ping to management interface gateway IP Address from both the controllers
and make sure reachability to management gateway is fine.

To enable SSO navigate to Controller >Redundancy > Global Configuration and select the
Enable option from SSO drop-down list on both the WLCs and click Apply. This step will make
controllers reboot.

WLC 1:

« Confiqurstion  Ping  Logowt  Bafrash

OMITOR ¥ o g HELP  [EEE
Contraller Glebal Configuration '“F' il
General
Redundaney Mgenk Ip 1 10.20.10.30
LTSNy Busr Radund sncy Mgt Ip 10.20.20 21
Interfaces
3 Radundandy port [p 169.254.10.10
Interface Groups Padr Radusdancy port To 165.354.10.11
Multicast Fdundant Unit Primary
Metwark Routes Wokiliy Moz Addrass EO:2F: 6080 0.4
Kaep Alive Timer (100 - 40034 100 rnillizaconds
Puer Search Timer (80 - 18] 120 secends
, Internal BHCP -
server I_SSO Enabled |
, Hability Sarvice Port Paar [p 0.0.0.0
HManagement Sarvite Dort Pasr Hetrmash 0.0, 0.0
Ports Foot Notes =
B NTP §
b CDD ©
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WLC 2:

MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT

General

Redyndancy Mgmé Ip £
Inventory

Peer Redundancy Mpmt Ip 1 10.1
Interfaces

Redundancy port In 169.254.10.11
Interface Groups

Ao Pesr Redundancy port Ip 188.354.10.10

Multicast

Redundant Unit Secondary «
Metwark Routes
Mobdfity Mac Address

Redundancy

Keep Alive Timer (200 - 4008 a0 rallisecands
Peer Search Tamer (80 - 280) 1E0 seconds
b Internal DHCP Server
=z Enabled + |
¥ Mobility Management Sarvics PortPeer Ip 2000
3 o e If Yy
Ports Service Port Peer Metmask 0.0.0.0

F NTP
» COP

330678

6. Enabling SSO will reboot controllers to negotiate HA role as per configuration and once the role is
determined, configuration is synched from Active to Standby WLC via the redundant port. Initially
controller configured as Secondary will report XML mismatch after downloading the configuration
from Active and reboot again. In next reboot after role determination it will validate the
configuration again and will report no XML mismatch and will process further to establish itself as
Standby WLC. Thus, controller configured as Primary will reboot once and controller configured as
Secondary will reboot twice.

WLC 1:

Starting Redundancy: Starting Peer Search Timer of 120 seconds

Found the Peer. Starting Role Determimation...
ok

Starting LWAPP: ok

Starting CAPWAP: ok

Starting LOCP: ok

Starting Security Services: ok

WLC 2 on first reboot after enabling SSO:

Starting UPH Services: ok

Starting DHS Services: ok

Starting Licensing Services: ok

Starting Redundancy: Starting Peer Search Timer of 120 seconds

Found the Peer. Starting Role Determination...
Standby started downloading configurations from Active...

Standby comparing its own configurations with the configurations downloaded from Active...

Startup XMLs are different, reboot required
Restarting system. Reason: rsyncmgriferTrasport ..
Restarting system.

WLC 2 on second reboot after downloading XML configuration from Active:
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Starting UPH Services: ok

Starting DNS Services: ok

Starting Licensing Services: ok

Starting Redundancy: Starting Peer Search Timer of 120 seconds

Found the Peer. Starting Role Determinatiom...
Standby started downloading configurations from Active...

Standby comparing its own configurations with the configurations downloaded from Active...

Startup XHLs are same; no reboot required
Standby continue...

ok

Starting LWAPP: ok

Starting CAPWAP: ok

While WLC?2 is booting up, no configuration change is allowed on WLC1:

350681

(POD1-WLE) >

Blocked: CoafFigurations blecked as standby WLC is still beoting up.-
You will be notified once configurations are Unblocked

Unblocked: Configurations are allowed now...

After SSO is enabled followed by controller reboots and XML configuration is synched, WLC 1 will
transition its state as Active and WLC 2 will transition its state as Standby HOT. From this point
onwards GUI/Telnet/SSH for WLC 2 on management interface will not work, as all the
configurations should be done from the Active controller. Standby controlleri.e. WLC 2 in this case
if required can only be managed via Console or Service Port.

Also once Peer WLC transitions to Standby Hot state, -Standby keyword is automatically
appended to Standby WLC’s prompt name.

User: admin

Password : sesesses
(POD1-WLC-Standby) >

To check the redundancy status

350633

WLC 1 -> Click Monitor > Redundancy > Summary:

WLAN;  CONTROLLER

WIRELESS

SECURITY MANAGEMENT

COMMANDS ~ HELP  FEEDBACK

Summary

¥ Access Points

¥ Cisco CleanAir

MONITOR

Lacal Stats
Feer State

Liniit

ACTIVE

STANDEY HOT

Primar

Radundancy port Ip

Pasr Radundancy port
Ip

1g8.354.10.10
188.32534.10.11

Peer Service Fort Ip

0.0.0.0

b Statistics Unit 1d ED:2F:60:5C:F0: 40
5
¥ CDF JRedundancy stats S50 (Both AP an. |
¥ Rogues Maintenance Mode Disabled
Maintensnce Cause Disabled
Avarags Raedundancy
Paer Reaschability 4418
clients Latancy (usacs)
Ayerage Management
sleeping Clients Gatawsy Reschability 73
Latansuligaad)
Multicast Fedundancy 10.10.10. 10
e Management T
pplications Paar Redundancy 10.10.10.11
Management e

350684

High Availability (SSO) Deployment Guide g



Bl Supported HA Topologies

WLC 1 -> show redundancy summary:

(POD1-NLC) »show redundancy summary
Redundancy Mode = S50 EMABLED
Local State = ACTIVE
Peer State = STANDBY HOT
Unit = Primary
Unit ID = EB:2F:4D:5C:FO:4B
Redundancy State = S50 (Both AP and Client $50)
Mobility MAC = E0:2F:6D:5C:FO:kO
Hanagement Cateway Failover = ENABLED (Management EW Failover would be operational in Few moments)
Link Emcryption = DISABLED

Redundancy Management IP AMAFess..........
Peer Redundancy Management IP Address
Redundancy Port IP Address.........

Peer Redundancy Port IP Address

Peer Service Port IP Address

6B

3

WLC 2 -> show redundancy summary:

(POD1-WLC-Standby) »show redundancy summary
Redundancy Mode = S50 ENABLED
Local State = STAMDBY HOT
Peer State = ACTIVE
Unit = Secondary - HA SKU (Inherited AP License Count = 62)
Unit ID = EB:2F:6D:5C:EE:AD
Redundancy State = 350 (Both AP and Client $50)
Hobility MAC = ER:2F:6D:SC:FR:&0

fAverage Redundancy Peer Reachability Latency = 1452 usecs
fverage Hanagement Gateway Reachability Latency = 750 wsecs

Redundancy Management IP Address....... aa .. 100101011
Peer Redundancy Management IP Address

Redundancy Port IP Address........-

Peer Redundancy Fort IPF Address

AP And Client State Sync

1. At this stage both the controllers are paired up in HA setup. Any configuration done on Active will
be synched to Standby controller via redundant port. Check the WLAN summary and Interface
summary on standby WLC from console connection.

2. In High Availability setup, APs’ CAPWAP state in maintained on Active as well as Standby
controller (only for APs which are in Run state) i.e. UP time and Associated UP time is synched
from the active to the standby controller. In an example below WLC 1 is an Active state and serving
the network and WLC 2 is in Standby state monitoring active controller. Although WLC 2 is in
standby state it still maintains CAPWARP state of AP.

WLC 1->Console Connection:

(POD1-WLC) >show ap uptime

Humber of APs

Elobal AP User Hame - ««s= Mot Configured
Blobal AP Dotix User Mame.......csssss2:2222222:= MOt ConfFigured

Ethernet HAC AP Up Time Association Up Time

POD1-AP1 6c:20:56:e1:50:09 @ days, 83 h 45 m 58 s @ days, 00 h 24 m 11 s
POD1-AP2 bh:d3:ca:h2:31:57 0 days, 15 h 46 m 37 s @ days, 00 h 24 m 07 s
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Observe the AP UP Time and Association UP Time on Active WLC

WLC 2->Console Connection:

(POD1-WLC-Standby) >show ap uptime

Humber of APs... e 2

Elobal AP User MHame .. Hot Configured
Elobal AP Dotix User Hot Configured

Ethernet MAC Association Up Time

POD1-AP1 6c:20:56:e1 29 B days, 83 h % m 11 s B days, BB h 25 m 25 s
POD1-AP2 bh:dI:ca:h2:3M1:57 0 days, 15 h &6 m 50 s D days, 00 h 25 m 20 s

Observe the AP Uptime and Association UP Time on Standby WLC will be in synch with
Active WLC.

In case of Box Failover i.e. Active controller crashes / system hang / manual reset / force switchover
direct command is sent from Active controller via Redundant Port as well as from Redundant
Management Interface to Standby controller to take over the network. Failover may take ~2-360
millisecond depending on number of APs/Clients on the active controller. In case of power failure
on Active WLC or some crash where direct command for switchover cannot be sent to the standby
controller, it may take ~360 — 990 msec depending upon number of APs/Clients on the active
controller and the keep alive timer configured. The default keepalive timer is 100 milliseconds.
Make sure that default RTT latency is less than or equal to 80 msec.

With release 7.5 as part of Client SSO, the client database is also synched to standby WLC so Run
state client entries will be present on Standby WLC.

WLC 1-> Console/Telnet/SSH Connection:

(POD1-WLE) d>shew client summary

Humber of Clients

Humber of PHIPUG Clients

mssociated
20:e7:cfiecie?:50 PODI-AP2 nssaciated
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(POD1-WLC) »show client detail 28:e7:cf:ec:e®:58
Client MAC ADAressS.....cccccessssssssssssssssnnns
Client USErname .......cccccessssssssssssssnsnnns
AP HAC Address

Client State........

Client NAC 0DB State

Wireless LAN Id

Hatspet (BBR.AMM)iccccsccsssaassnansnnaanssaaasss

e O P eI
Connected For

Channel

IP Address

Gateway Address..

Hetmask

IPvé Address

Association Id

Authentication Algorithm......ccccccvcucacannnnas
Reason Code

Status Code

Session Timeout

Client CCX wersion.......cccccvennncnnnnnssnnnnns

Client entry is present on Active WLC.

WLC2-> Console Connection:

(POD1-WLC-Standby) >show client summary
Humber of Clients

Humber of PHIPUS Clisnts

GLAMS
RLANS
HAC Address AP Hame Slet Status WLAN Awth Protocel Port Wired PHIPUS Role

28:e7:cf:ecze9:50
N/A
Gh:d9:89:42:34:70
POD1-AP2

1

Associated

Access

2

Not Supported
6h:d9:89:42:34:7e
252 secs

149

10.10.11.76
10.10.11.1
255.255.255.0
felb::2aeT7:cFff:feec:=e950
1

Open System

1

]

1800

No CCX support

3508090

1:59:38 POD1-AP1 1 Associated 1 Yes 1in{%5 EHz) 1 Ho Ha Local
MzeT:cFiecie9:50 POD1-AP2 1 Aszociated 2 Yes B02.11a(5 ENZ) | Ha Ha Local
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{POD1-WLC-Standby) >show client detail 28:e7:cf:iec:e9:58
Client MAC Address FIHIHAHIHIH ]
Client Username

64:d9:89:42:34:70
POD1-AP2

Associated
Access

Hot Supported
64:d9:89:42:34:7e
262 secs

10.10.11.76
Gateway Address 10.10.11.1
Netmask 255.255.255.0
IPvé Address feBb::2aeT:cFff:Feec:edSh
Association Id
Authentication Algorithm Open System
Reason Code
Status Code
Session Timeout
Client CCX version Ho CCX support

0682

3

Client entry is present on Standby WLC.
5. PMK cache is also synced between the two controllers

WLC 1:

(POD1-WLC-Standby) >show client detail 28:e7:cf:ec:e9:50
Client MAC Address 28:e7:cf:ec:e9:50
Client Username
« Gh:d9:89:42:34:70
POD1-AP2
AP radie slot Id
Client State Associated
Client MAC 00B State
Wireless LAM Id
Not Supported
Gh:d9:89:42:34:Te

10.10.11.76
10.10.11.1
255.255.255.0
IPv6é Address feBB::2ae7:cFff:feec:e?50
Association Id
Authentication Algorithm Open System
Reason Code
Status Code
Session Timeout
Client CCX version Ho CCX support

350693

WLC 2:
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(FOD1-WLC-5tandby) >show pmk-cache all
Mumber of PHK Cache Entries: 2

FHE-CCEH Cache
Entry
Station LiFetime ULAN Dverride

IF Dverride Audit-Sessien-1D

p  EIIS
5 83725

Failover Process

Issue a command redundancy force-switchover on Active controller. This command will trigger
manual switchover where Active controller will reboot and Standby controller will take over the
network. In this case Run state client on Active WLC will not be de-authenticated. The command
save config is initiated before redundancy force-switchover command.

WLC 1-> Console Connection:

(POD1-WLC) >redundancy force-switchover

Warning: Saving configuration change causes all the configurations to be saved om Flash.
If this is not what you intend to do, do not type 'y' below.

The system has unsaved changes.
Would you like to save them now? (y/NH) y

Configuration Saved!Restarting system.

WLC 2-> Console Connection:

[POD1-WLC-Standby) >

HA completed successFully, WLE switch ower detection time : 2 msec and APs switch over time

(POD1-WLE) >show client detail 28:e?:cfiec:e®:50

Client MAC Address. T il
Client Username .

AP radio slot Id.

Client State..

Client HAC DOB State.
Wireless LAN 1d........u..
Hotspot (B02.11w)..

BESID....cnuun.
Connected For .

IF Address..
Gateway Address

IPvé Address..

fAssociation Id...........
Authentication Algorithm
Reasom Code....ceuunaunnn.
Status Code

Session Timeout

Client CCX version.

Observe the change in prompt in above

WLC 2->Console Connection:

28 e7:cfiec:ed: 50
Hin
Gh:d9:89:L2:35:T0
POD1-AP2

1

Associated

Access

2

Hot Supported
Gh:dD:B:R2:308:Te
28 secs

149

10.10.11.76
10.10.11.1
255.255.255.0
Fedl::2ae?:cFFfF:feec:edsh
1

Open System

1

]

e[}

Ho CCX suppert

screen capture.

350696
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(POD1-WLC) >show ap uptime

Humber of APs
Elobal AP User MHame i --- Hot Configured
Elobal AP Dotix User Name Hot Configured

Ethernet MAC AP Up Time Association Up Time

POD1-AP1 6c:20:56:e1:50:09 @ days, 83 h 57 m 13 s B days, @8 h 35 m 26 s
POD1-AP2 bh:d3:ca:h2:31:57 @ days, 15 h 57 m 52 s B days, 88 h 35 m 22 s

Observe the AP CAPWAP State on WLC 2 which was standby initially and is Active now after
switchover. AP uptime as well as Association UP Time is maintained and AP did not go in discovery
state.

Also notice client connectivity when switchover is initiated. Client will be not be de-authenticated.

Ping from wireless client to its gateway IP Address and management IP Address during switchover
shows minimal loss.

Reply from 1H.1@. : hytez=32 time<ims TIL=127
Reply from 18.18. : bytez=32 time<imns TTL=127
Reply from 18.18, : bytes=32 time<ins TTL=127
Reply from 18.18. : hytez=32 time<ims TIL=127
Reply from 18.18. bytez=32 time<imz TIL=127

Bl OEE

Reply From 18.18.
Reply from 18.18.
Reply From 1H.1@.
eply From 18.18.
Reply From 18.18.
Reply From 18.18.
Reply From 18.1
Reply from 18.1
Reply from 18.1
Reply From 18.1
Reply from 18.1
Reply From 18.1
Reply From 1B.18.
Reply from 1H.18.
Reply from 18.18.
Reply From 18.18.
Reply from 18.18.
Reply From 1H.1H.
eply From 18.18
Reply from 18.18,
Reply From 18.18
Reply from 18.18.

Ping statistics for 18.18.18.2:

Packets: Sent = b3, Received = 63, Lost = B (Hx loszsd),
pproximate round trip times in milli-seconds:

Higigun = PBms, Maximum = 13%ms. Auerage = 3Ims

bytes=32 time<ins TIL=127
hytes=32 time{ims TIL=127
hytes=32 timeilm=z TIL=127
bytes=32 time<{imnz TTL=127
bytes=32 time<inz TIL=127
hytez=32 time{lmsz TIL=127
hytes=32 time{ims TIL=127
bytes=32 time<ins TTL=-127
bytes =32 time=139ms TTL=127
bhytes=32 time<ims TIL=127
bytes=32 time<imz TIL=127
bytes=32 time<inz TIL=127
hytes =32 time{imnz TTL=127
hytes=32 time=5tms TTL=127
bytez=32 time<imnz TIL=127
bytez=32 time<ins TIL=127
bhytes=32 time{ims TIL=127
hytes=32 time<lm=z TIL=127
bytez=32 time<imnsz TIL=127
bytes=32 time{ins TIL=127
hytez=32 time{im=z TIL=127
bytez=32 time{imz TTL=127

BE FE A1

T T

BE

T T]

HE BE D EA BB

1F R

BE

TN T

. .
ki [ ok o ok i ok o [ ok ok ik ok ok i ok ok o k. ok o i ok ek
EODIEIIEIDIIEIIIoeIoIDo®E
[ ] ¥ i L] 1] [} L] [ ] ¥ i L] L] ¥ i L] 1] ] L] [ ] W i L] L] ¥ i L] L[]

B PR il Bnd o B i B B I It B B I Bt B B0 D B B (B B B B Il B B

1]
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Reply from 10.18.10.1: bytez=32 time<ims TTL=255

Reply from 18.18.18.1: hytes=32 time<ims TTL=25%

Reply from 18.18.18.1: hytes=32 time<{ims TTL=255%

Reply From 18.18.18.1: bytes=32 time{lms TTL=255

Reply from 18.18.18.1: hytes=32 time<lms TTL=255%

Reply from 18.18.18.1: bytez=32 time=3mz TTL=255

Reply from 10.18.18.1: bytes=32 time{ims TTL=255

Reply from 18.10.108.1: hytes=32 time<ims TTL=255

Reply from 18.18.18.1: bytes=32 time=ims TTL=255

Reply from 18.18.18.1: hytes=32 timed{lms TIL=255

Reply from 18.18.18.1: bytes=32 time{ims TTL=255

Reply from 18.18.18.1: bhytes=32 time<ims TTL=255

Reply From 18_.108.108.1: hytesz=32 time<ims TTL=255

Reply from 18.18.18.1: bytes=32 time{ims TTL=255

Reply from 18.18.18.1% hytes=3Z time<lms TIL=255

Reply from 18.18.108.1: bytez=32 time{lms TTL=255

Reply from 18.18.18.1: bytes=32 timedims TTL=255

Reply from 18.18.18.1: bhytes=32 time<lms TTL=255

Reply from 18.18.18.1: bytesz=32 time=2Zms TTL=255

Reply from 10.18.18.1: bytes=32 timedims TTL=255

Reply from 18.18.18.1: bytes=32 time=3ms TTL=255

Reply from 18.18.18.1: bhytez=32 time{lms IIL=255/

Ping statistics for 10.10.18.1:
Packetz: Sent = 4%9. Received = 49, Lost = @ (8% loss), |2

Approximate round trip times in milli-seconds: =
Minimum = Bms,. MHaximum = 18ms,. Average = Bms ]

To check the redundancy status

WLC 1 -> Console connection issue a command show redundancy summary:

(POD1-WLE) >show redundancy summary
Redundancy Mode = 550 EHABLED
Local State = ACTIVE
Peer State = STANDBY HOT
Unit = Secondary - HA SKU (Inherited AP License Count = &2)
Unit ID = EQ:2F:6D:5C:EE:AD
Redundancy State = S50 (Both AP and Client S50)
Hobility WAC = ED:2F:6D:5C:FO:40

fAverage Redundancy Peer Reachability Latency = 2660 usecs
fAverage Management Gateway Reachability Latency = 751 usecs
Redundancy Hanagement IP Address 18.10.10.191
Peer Redundancy Management IP Address

Redundancy Port IP Address

Peer Redundancy Port IP Address

Peer Service Port IP Address

Switchover History[1]:
Previous Active = 18.10.108.18, Current Active = 10.10.10.11
3 02:01:21 2813

Switchover Reasom = User initiated, Switchover Time = Wed Apr

WLC 2 -> Console connection issue a command show redundancy summary:
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(POD1-WLEC-Standby) >show redundancy summary
Redundancy Mode = 550 ENABLED
Local State = STANDBY HOT
Peer State = ACTIVE
Unit = Primary
Unit ID = ED:2F:6D:5C:FO:40
Redundancy State S50 (Both AP and Client SS50)
Hobility MAC ED:2F:6D:5C:FD:40

Average Redundancy Peer Reachability Latency = 1347 usecs
Average Management Gateway Reachability Latemcy = 763 usecs

Redundancy Management IP Address 10.10.10.18
Peer Redundancy Management IP Address -- 10.10.10.11
Redundancy Port IP Address... -

Peer Redundancy Port IP Address....

Switchover History[1]:
Previous Active = 10.10.10.10, Current Active = 10.10.10.11
Switchover Reason = User initiated, Switchover Time = Wed Apr

3507

MANAGEMENT COMMANDS HELP  FEEDI

Summary Local State ACTIVE
¥ Access Points
Pasr Stats STANDEY HOT
b Cisco CleanAir Unit Sweondary - HA SKIU (Inharitad AD Licanss Court = 62)
b Statistica Onik 14 EO:2F1601SCIEEIAD
)
IF:tdund ancy State S50 (Both AP an: I
¥ Rogues Maintanance Moda Dizabled
F Re
Redundancy Mainterance Cause Dizabled
. Avarage Radundancy
Paer Reachability 1355
Clients Lat {usacs)
A M bR B gamant
Sleeping Clients Gatevay Reachability F143
Latency{usecs]
Multic ast Tadurdancy L (RN
S MansgarnEnt S
pplications
Peer Redundancy 10.10.10.10
Management
Raedundancy pa Ip 169. 254 10, 13§
Peér Redundaney pat o ocy 4010
» 3 L
Paar Sarvice Part Ip 0.0.0.0 o
=
=]
iy
-

4. Initiate a force switchover again on current active WLC.

WLC, which was configured as Primary Unit, should now be active and WLC, which was configured
as Secondary Unit i.e., WLC 2 should be in Hot Standby State.

WLC 2:

(POD1-WLE) >redundancy Force-switchover

Warning: Saving configuration change causes all the configurations to be saved on flash.
If this is not what you intend to do, do not type "Y' below.

The system has unsaved changes.
Would you like to save them now? (y/H) y

Configuration Saved!Restarting system.
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WLC 1 > Make sure Local state should be Active and Unit should be Primary on WLC 1 after
switchover:

(POD1-WLEL) >show redundancy summary
Redundancy Moede = 550 EMABLED
Local State = ACTIVE
Peer State = STAHDBY HOT
Unit = Primary
Unit ID = EB:2F:6D:5C:FO:h0
Redundancy State = S50 (Both AP and Client S550)
Hobility MAC = E@:2F:&D:5C:FO:LI
Hanagement Eateway Failover = ENABLED (Management EW failover would be operational in few moments)
Link Emcryption = DISABLED

Redundancy Wanagement IP Address................. 10.10.10.10
Peer Redundancy Hanagement IP Address 10.10.10.11
Redundancy Port IP Address........... 2

Peer Redundancy Port IP Address........-... ss 54 10.10
Peer Service Port IP Address

350704

Observe the switchover history. WLC maintains 10 switchover histories with switchover reason.

Switchover History[1]:
Previous Active = 10.10.10.108, Current Active = 10.10.10.11

Switchover Reason = User initiated, Switchover Time = Wed Apr 3 02:01:21 2013

Client SSO Behavior and Limitations

e The Bonjour dynamic database comprising of the services and service providers associated with a
service and the domain name database is synced to standby.

e Only clients that are in Run state are synced between the Active and Standby WLC. Client SSO does
not support seamless transitions for clients that are in the process of associating/joining the
controller. The clients in the transition phase will be de-authenticated after switchover and will need
to rejoin the controller.

e Posture and NAC OOB are not supported if the client is not in Run state.
¢ WGB and the clients associated to the WGB need to be re-associated post switchover.
e (CCX based apps need to be re-started post Switchover.

e New mobility is not supported.

New Mobility Old/Flat Mobility

71.3.112.0 15 71.3.112.0 15
APSSO Yes Yes Yes Yes
Client SSO No No No Yes
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AP SSO

Active WLC

C

Client SSO

K

Keep-Alive-Timer

Glossary H

¢ Client statistics are not synced.

e PMIPv6, NBAR, SIP static CAC tree are not synced, need to be re-learned after SSO.
e OEAP (600) clients are not supported.

e Passive clients need to be re-associated after SSO.

e Device and root certificates are not automatically synced to the Standby controller.

¢ AP and Client Rogue information is not synched to the Standby controller and needs to be re-learnt
when the hot standby becomes the active controller.

¢ Sleeping client information is not synched to the standby controller.
e NBAR statistics are not synched to the secondary controller.

e Native Profiling data is not synched to the secondary controller, therefore, clients will be re-profiled
after switchover.

e The below table captures the behavior w.r.t SSO with MAPs and RAPs.

CLIENT SSO APSSO
RAP Supported Not supported

MAP Not Supported |Not supported

Access Point State Full Switchover where CAPWAP state for each AP is
maintained on Active and Standby WLC and CAPWAP state is retained after
switchover to Standby WLC. AP need not go through CAPWAP discovery and
join process after failover.

This is the WLC which is currently active in HA pair and taking care of the
wireless network. APs establish single CAPWAP tunnel with Active WLC.

Wireless Client State Full Switchover where client state is also maintained on
Active and Standby WLC and wireless clients are not de-authenticated after
switchover. Will be supported in future release.

Standby WLC in HA setup sends keep-alive packets on redundancy port to check
the health of active WLC. With no acknowledgement of three keep-alive packets
from active WLC, standby declares active as dead and takes over the network.
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Maintenance Mode

Mobility MAC

Peer

Primary Unit

Peer-Search-Timer

R

Redundancy Port

Redundancy Vlan

Redundancy
Management
Interface

S

Standby WLC

Secondary Unit

When Standby WLC cannot communicate to gateway or cannot discover peer
WLC i.e. active WLC via redundant port it goes in Maintenance mode. In this
mode WLC cannot communicate to infra network and will not participate in HA
process. Because WLC in maintenance mode does not participate in HA process
it need to be manually rebooted to bring it out of maintenance mode and make
participate in HA process again.

Unique MAC address shared between peers in HA setup. This mac address
should be used to form a mobility pair between HA setup and another WLCs in
HA setup or with independent controllers. By default active WLC mac address
is shared as mobility mac address but mobility mac can also be manually
configured on active WLC using a CLI, which will be shared between peers in
HA setup.

AP SSO is box-to-box redundancy i.e. 1:1 so both the WLCs (Active and
Standby) in HA setup are peer to each other.

In AP SSO deployment controller running higher permanent count licenses
should be configured as primary unit. Primary Unit is the WLC, which will take
the role of Active WLC first time it forms HA pair. Primary Unit sends the lic
count information to its peer via redundant port.

While booting, standby WLC waits for peer search timer (default 2 minutes) to
discover the peer. If WLC cannot discover its peer within this time it will
transition its state to maintenance mode.

Physical Port on 5500/7500/8500 WLC for HA role negotiation, configuration
synch and redundancy messages between Active and Standby WLC.

Vlan created on Cat6500 Sup for WiSM-2 Redundancy Port that is connected to
Cat6k backplane to exchange configuration and redundancy messages including
HA role negotiation between Active and Standby WLC.

A parallel interface to management interface on both the WLC in HA setup.
Should be in same subnet as management interface. This interface let standby
WLC interact with infra network and also exchange some redundancy messages
over infra network between Active and Standby WLC.

This is the WLC that is monitoring active controller in HA pair and ready to take
over the wireless network in event of Active WLC failure.

In AP SSO deployment controller running lower or equal permanent count lic
should be configured as secondary unit OR controller with HA SKU UDI (zero
AP count lic) is shipped default as secondary unit. Secondary Unit is the WLC,
which will take the role of Standby WLC first time it forms HA pair. Secondary
unit inherit the lic count information from its peer i.e. Active WLC via redundant
port.
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