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About This Guide

About This Guide

Introduction

Purpose

Scope

The growth in available services to the service provider has far outpaced the
increases in access network bandwidth due to upgrades and rebuilds. This same
expansion of available services has also created a situation in which, at any given
time and in any given service group, most services are not being viewed. Thus, edge
device and access network bandwidth are wasted when many of those services are
continuously broadcast to subscribers that are not watching them. Switched Digital
Video (SDV) is a technique that recaptures such wasted access network bandwidth
by delivering selected services only where and when users are actively requesting
service. This technique is performed through program switching, which is also
known as SDV.

SDV is configured into the SDV manager. Therefore, to provision SDV services on
the Digital Network Control System (DNCS), parameters must be configured into
the SDV manager on behalf of the SDV server.

This document provides instructions for setting up and configuring SDV services on
the DNCS.

The procedures covered in this document only apply to Digital Broadband Delivery
System (DBDS) networks with SDV and operating with System Releases (SRs) SR
2.8/3.8/4.3. These procedures describe how to provision SDV services on the DNCS,
as well as how to configure the Service Application Manager (SAM) and other
features so that the Digital Home Communications Terminals (DHCTs) can display
SDV services.

Important: This document does not describe how to stage SDV servers. For
instructions on installing SDV servers, refer to Series D9500 Switched Digital Video
Servers Installation and Operation Guide.

Audience
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This document is written for DBDS system operators and engineers, DNCS
operators and engineers, field engineers, and Cisco Services engineers.



About This Guide

Related Publications

You may find the following publications useful as resources when you implement
the procedures in this document.

B Application Server 3.5 Release Notes (part number 4022899)
W Application Server 3.5 User Guide (part number 4023142)

®  Digital Network Control System Online Help (UNIX) Version 4.3.0.3 (part number
4019357)

W Enhanced Channel Maps User's Guide (part number 4011413)

B Gigabit QAM Modulator Model D9479 Hardware Installation and Operation Guide
(part number 745431)

W Netcrypt Bulk Encryptor Hardware Installation and Operation Guide (part number
4001444)

W Netcrypt Bulk Encryptor Software Version 1.2.12 Release Notes (part number
4026056)

B Provisioning the USRM for SDV on the DNCS (part number 4015076)
W SDV Operator's Guide For System Releases 2.7/3.7 or SR 4.2 (part number 4000308)

W Series D9500 Switched Digital Video Servers Installation and Operation Guide (part
number 4012584)

W Switched Digital Video Architecture Guide (part number 4012490)
W System Release 2.8 Release Notes (part number 4019364)
W System Release 3.8 Release Notes (part number 4019365)
m  System Release 4.3 Release Notes (part number 4019358)
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About This Guide

Document Version

This is the second formal release of this document. In addition to minor text and
graphic changes, the following table provides the technical changes to this

document.

Description See Topic

Revised the procedure on enabling SDV B Enable SDV Functionality for All
functionality in the following ways: Explorer Set-Tops and/or Tuning

B Added instructions on enabling SDV Adapters (on page 34)

functionality for tuning adapters. B Enable SDV Functionality for Specific
Explorer Set-Tops and/or Tuning

B Restructured the procedure to show more Adapters (on page 38)

clearly how users can enable SDV
functionality for all set-tops and tuning
adapters or for specific set-tops and
tuning adapters.
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Before You Begin

Introduction

Provisioning the SDV server on the DNCS requires preparation.
Preceding the provisioning process, you must ensure that your system
meets specific requirements along with additional SDV-specific
criteria.

In This Chapter

B Prerequisites ... 2
B Required Network Data........ccccccevmrieeiinneininieccineeeeeeeeeeeenes 3
B Js the SDV Feature Enabled? ........c.cccccooviiinnneinnccnccceene 6
®  Confirm the BFS Source for Switched Digital Services ..................... 7
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Chapter 1 Before You Begin

Prerequisites

Overview

This section lists the prerequisites required to provision the DNCS for SDV servers.

Required Prerequisites

To use the SDV service, your system must meet the following prerequisites:

The DNCS must be operating at System Release (SR) 2.8, 3.8, or 4.3 or a later
release.

Headend components (for example, GQAM, Netcrypt device) must include the
software versions that are defined in the appropriate documents:

- System Release 2.8 Release Notes (part number 4019364)
- System Release 3.8 Release Notes (part number 4019365)
- System Release 4.3 Release Notes (part number 4019358)

SARA or a third-party navigator that supports SDV must be installed on your
system.

The following features must be enabled:
- Switched Digital Video

- Netcrypt Bulk Encryptor

-SSP 2.4 Compliant

All SDV servers should be pre-staged (refer to Series D9500 Switched Digital Video
Servers Installation and Operation Guide).
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Required Network Data

Required Network Data

Overview

To successfully provision the DNCS for SDV services, you need detailed network
data for the SDV server, Netcrypt Bulk Encryptor, edge resource (for example,
GQAM), and mini-carousel for each SDV configuration.

This section provides tables to conveniently store the network data to help simplify
the provisioning process.

SDV Server

4024447 Rev C

The SDV server provides high-speed channel change services for the SDV system
and can be set up to use the following protocols:

®  CCP protocol (Channel Change)
®  MCP protocol (Mini Carousel)
®m HTTP protocol (Web client)

®m  DSP protocol (Database Sync)

® SNMP Agent protocol

When configuring the SDV server, as well as these protocols, use one of the
following three options to define which Ethernet ports are utilized:

B Option 1: All SDV protocols are located on one physical interface (eth0).

®  Option 2: Management is used on a separate interface, HTTP on eth1; all other
protocols are configured on eth0.

B Option 3: The Mini Carousel is on a separate interface, ethl; all other protocols
are configured on eth0.

Note: Refer to Series D9500 Switched Digital Video Servers Installation and Operation
Guide (part number 4012584) to see procedures for setting up which protocols go out
on which ports.
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Netcrypt Bulk Encryptor

Before You Begin

Fill in the values for the fields listed in the following table. These values will be used

to provision the DNCS for SDV services.

Field

Your Value

Name of SDV Server

VASP IP Address
Note: This IP address is always the address

on eth0 interface.

The Netcrypt Bulk Encryptor is a device that receives SDV content from the Digital
Content Manager (DCM) staging processor. Fill in the values for the fields or
interfaces listed in the following table. These values will be used to provision the

Netcrypt Bulk Encryptor on the DNCS.

Note: It is recommended that each gigabit Ethernet port be assigned to a different
point-to-point subnet using a /30 subnet mask.

Field/Interface Your Value
Netcrypt Name
ethA MAC Address
(Management)
Interface IP Address
Subnet Mask
Default Gateway
Gigabit Ethernet MAC Address
Port 1 (GbE)
IP Address
Subnet Mask
Default Gateway
Gigabit Ethernet MAC Address
Port 2 (GDbE)
IP Address
Subnet Mask
Default Gateway
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Required Network Data

Field/Interface Your Value
Gigabit Ethernet MAC Address
Port 3 (GbE)
IP Address
Subnet Mask
Default Gateway
Gigabit Ethernet MAC Address
Port 4 (GbE)
IP Address
Subnet Mask
Default Gateway
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Is the SDV Feature Enabled?

Overview

Before you begin to provision the SDV Server on the DNCS, you must ensure that
the SDV feature has been enabled. This section describes how to verify whether or
not SDV has been enabled for your system.

Verifying if SDV is Enabled

1 From the DNCS Administrative Console, click the DNCS tab and then click the
Network Element Provisioning tab. The Network Element Provisioning
window appears.

[ oNCS Administrative Console Host: crum

! DNCS l D Application | Server

Interface Modules Applications

System Provisioning " Network Element Provisioning I Home Element Provisioning ] Utilities I

—Network Element Pr

Headend BIG SONET | PCG | GoAMRedundancy |

| |
NodeSet | QAM | MFMC | @ | ‘switeh Control Modes |
seviceGroup | MPEGSource | (T sDvSever )|  GbETHansport | Generic GAM Models |
| |
| |

Hub VASP UpConfrerter Table-Bjsed GAM | GenericQAM |

|
QPSKICMTS STA sds | sNiDG |

The presence of these buttons
indicates that SDV is enabled

2 Are the SDV Server and Netcrypt buttons visible?
B If yes, SDV has been enabled for your system.
®  If no, call Cisco Services.

Important: If the SDV server is not enabled, please confirm that the VOD
server is SSP 2.3-compliant before calling Cisco Services to enable this feature.
Enabling the SDV server on the DNCS when the VOD server is not SSP 2.3-
compliant will result in a VOD outage.
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Confirm the BFS Source for Switched Digital Services

Confirm the BFS Source for Switched Digital
Services

Overview

This section describes how to confirm that the BFS source, SGM-IB, for switched
digital services is enabled for SDV services. The SGM IB source is a source that is
reserved for switched digital services.

Important: The number of 475 SDV-enabled service groups available is based on a
block size of 4,000 bytes. Decreasing the block size on your system will decrease the
number of available service groups that an inband source can support. We
recommend a block size of 4,000 bytes for these sources. This section assumes a
block size of 4,000 bytes.

For SR 2.8/3.8/4.3 or later, the DNCS, by default, creates four additional BFS sources
to deliver the mini-carousel discovery files. This provides for a default total of five
carousels, or up to 2,375 SDV-enabled service groups.

The following table shows the default source IDs and the corresponding names for
each source ID.

SR 2.8/3.8/4.3 or later

Source ID Source ID Name Number of Service Groups
24 (original BFS source) SGM IB 0-474

26 SGM IB1 475-949

28 SGM 1B2 950-1424

30 SGM IB3 1425-1899

32 SGM 1B4 1900-2374
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Confirming the BFS Source for Switched Digital Services

1

Facing the front of the BFS QAM modulator, press the OPTIONS button to cycle
through the QAM menu screens until you see the Session Count screen.

Record the number of sessions in the space provided.
Total Session Count:

From the DNCS Administrative Console, click the Application Interface
Modules tab, and then click BFS Admin. Depending on your system
configuration, one of the following windows opens:

a If you are using a typical DBDS with no RCS, the BFS Administration
window opens. Go to step 5.

b If you are using an RCS configuration, the Please Select a Site window opens.
Go to step 4.

From the File menu, choose Select. The BFS Administration window opens.

Click the Sources tab. The Sources section of the window appears.

File Wiew Help |
Hosts I Serversll Sourcesl
—Sources

Source Name | Source |1D | Data Rate | Block Size
POD_CHANMNELS 11 | 50000 1024 X
PPV 1B 8 | 1000000 | 4000

PPV 1B2 22 | 1000000 | 4000

PPV OOB 7 | 10000 1024
SAI_LGR 4458 | 2000000 | 4000

SAIXOD 4454 | 2000000 | 4000
SAIXOD_OO0B 4459 | 2000000 | 4000
SAIXOD_SML 4456 | 1000000 | 1024

SAM 9 | 50000 1024

SGM 1B 24 | 1000000 | 4000

SGM IB1 26 | 500000 4000

SGM 182 28 | 500000 4000

SGM 1B3 30 | 500000 4000

SGM 184 32 | 500000 4000

System Carousel 0 | 10000 1024 7

~ T

L
BFS Sources for
SDV Services

4024447 Rev C



Confirm the BFS Source for Switched Digital Services

6 From the Source Name column, double-click SGM IB to open the Set Up BFS
Source window.

Source Mame: IISGM IB

Source ID: 24
Source Type: 7™ BFS v Bootloader

Transport Type:  aS| In-band ~ Out-of-band

Data Rate:I 0.50  Mbps
Block Size: |§4000 bytes

Indication Interval: I‘I 00  msec

Source: /N enable ~ disable

Available Hosts Selected Hosts
A ncsatm 3
Add >> |
<< Removel
/£ f

Save I Cancel I Help
|

7 Is the Source field enabled?
B Ifyes, go to step 8.

®  If no, click enable and then go to step 8.
8 Areyourunning 2.7.1/3.7.1 and 4.2.1 or later?
B If yes, repeat step 7 for each source and then go to step 9.

® If no, go tostep 9.

9 Review the remaining fields in this window. Cisco recommends the following
values:

®  Source Type —BFS

®  Transport Type — ASI In-band
¥ Data Rate—1.00

B Block Size —4000

B Indication Interval —100

B Selected Hosts —dncsatm

10 Did you make any modifications to this window?
B If yes, click Save and go to step 11.
B If no, click Cancel.

11 Repeat steps 1-2 and record the current Session Count here:
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Chapter 1 Before You Begin

12 Did the session count increase by the number of BFS sources you added?
B If yes, you have successfully enabled the SGM IB BFS sources.

B Jf no, call Cisco Services.

10 4024447 Rev C



Provisioning SDV Services on
the DNCS

Introduction

This chapter provides the procedures for provisioning the DNCS to
support SDV. To provision SDV services on the DNCS, parameters
must be configured into the SDV manager on behalf of the SDV server.

Important: These procedures apply for any SDV client application
provider, for example, client applications running SARA.

In This Chapter
B Set Up the SDV Parameters on the DNCS............ccccooviiininiinnnns 12
® Add a VASP Entry for Each SDV Server......ccccocccecivvecinneccnnnnns 15
B Set Up the SDV Server........ccovieiineieieieeereeceeseeeeeeeeeeeenes 17
B Set Up a Netcrypt Bulk Encryptor........ccooovviiiiiiiiiiiiiicccae, 22
B Add the SDV Server to the Desired Service Group ........cccoeueuenennes 25
®  Enable SDV Functionality for All Explorer Set-Tops and/or

Tuning Adapters ..o 34
®  Enable SDV Functionality for Specific Explorer Set-Tops

and/or Tuning Adapters ..., 38
B Set Up a Single or Redundant SDV Multicast Source...................... 45
B Provision a Secure Service..........ccoccoviiiiiiiiiiiiiiiiien 55
B Set Up a New SAM Service for an SDV Multicast Source .............. 56
B Place the SDV Service on a Channel Map .........cccccecevveeinnecnnnnns 58
B Place the Service in the IPG Service List (Optional) ..........c.cccceuuee. 60
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Chapter 2 Provisioning SDV Services on the DNCS

Set Up the SDV Parameters on the DNCS

Overview

This section describes the parameters that are required to provision switched digital
services on the DNCS. These parameters are global parameters that are provisioned
for all switched digital service groups and active content.

Setting Up the SDV Parameters

Complete the following steps to provision the global parameters for the switched
digital service groups.

Note: The SDV parameters shown in these procedures are the most basic

requirements that would typically be set up.
1 Click the DNCS tab and then click the System Provisioning tab.
2 From the System Management section, click Sys Config to open the DNCS

12

System Configuration window.

¢ DNCS System Configuration

DSM-CC 1 SDV Parameters I InstaStaging

] Advanced Parameters]

Miscellaneous ]

Reserved Program Numbers:

Starting MPEG Program Number: | 1000
Ending MPEG Program Number: I 120Q

Configurable Trap Destination Addresses:

First Additional Trap Destination IP Address: II 10.100. 0.24

Second Additional Trap Destination IP Address: II 10.100. 0.29

Third Additional Trap Destination IP Address: II 10.100. 0.30

Session Resource Manager Timeout: I 20000  milliseconds
Fundamental Bandwidth Unit: I 1.875000 Mbps
Highest Program Bandwidth: |1 5.000 mbps

Mini-Carousel Transmission Rate : |§64000 bps

SDV Server Max Sessions: |E3200

Mini-Carousel Program Number: 62351

Mini-Carousel Message:  InBand v OutOfBand

asutomatic Fill Bandwidth Mode: v Min > Max

Save Cancel

Help
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Set Up the SDV Parameters on the DNCS

Click the SDV Parameters tab.

From the Reserved Program Numbers area of the window, enter values in the
following fields:

Starting MPEG Program Number: The starting number for the range of
MPEG program numbers reserved for programs set up for SDV services. The
default is 1000

Ending MPEG Program Number: The ending number for the range of
MPEG program numbers reserved for programs set up for SDV services. The
default is 2000

Note: The program number range is used by the DNCS to limit the program
numbers assigned to the GQAM RF output for SDV services.

Verify the remaining values that appear by default in the following fields:

Configurable Trap Destination Addresses

— First Additional Trap Destination IP Address: The IP address of the first
trap destination device that is registered to receive traps from the SDV
server

— Second Additional Trap Destination IP Address: The IP address of the
second trap destination device that is registered to receive traps from the
SDV server

— Third Additional Trap Destination IP Address: The IP address of the
third trap destination device that is registered to receive traps from the
SDV server

Session Resource Manager Timeout: The timeout value for a request to the
DNCS SRM. The default is 20000 milliseconds

Note: When the master SRM does not respond within the configured timeout
value, the SRM status alarm is asserted

Fundamental Bandwidth Unit: The bandwidth unit in which sessions are
requested from the master SRM. The default is 1.875 Mbps; however we
recommend that you set this value to 3.75 Mbps.

Highest Program Bandwidth: The highest bandwidth required for a SDV
program. The SDV server uses this value to make intelligent decisions when
assigning the programs to edge resources in a service group. The default is
15.00 Mbps

Mini-Carousel Transmission Rate: The rate in which the mini-carousel is
transmitted by an SDV server to the service group. The rate is defined in bits
per second (bps)

SDV Server Max Sessions: A global setting that defines the maximum
number of shell sessions allowed for all servers by the SRM

Mini-Carousel Program Number: The program number of the mini-carousel
on the inband channel. This value is defined as 62351

13
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®  Mini-Carousel Message: (InBand/OutOfBand) Select InBand to receive the
MC message via an inband stream

B Automatic Fill Bandwidth Mode

— Max: When selected, the SDV server will bind programs to edge
resources for all available bandwidth regardless of whether subscribers
are requesting these programs

— Min: When selected, the SDV server only binds programs when a
subscriber has requested the program

Note: “Max” is the recommended value for this field.
6 Click Save and then click Close.
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Add a VASP Entry for Each SDV Server

Overview

Add a VASP Entry for Each SDV Server

This section describes how to set up a value added service provider (VASP) entry for
each SDV server that is installed on your network. A VASP provides an interface for
passing application and system data to DHCTs. DHCTs use this data to provide

subscribers with services.

Adding VASP Entries on the DNCS

Important: You must create a VASP entry for each SDV server set up in your system.
Without a VASP entry, the DNCS will not be able to process signals to and from the

server.

1 Click the DNCS tab and then click the Network Element Provisioning tab.
2 Click VASP to open the VASP List window.

=1olx|
Filg Miew Help
Hew Curl he IP &ddress | Status |
Open  Ctrl+O - T
Delete Ctrl+D 10.253.0.1 In Service
Close  Ctrl+C ile System | 10.253.0.1 | In Service
ST VESSaUE SeTver 10.253.0.1 In Service
4 | MMM Server 10.253.0.1 In Service
5 | OSM Server 10.253.0.1 | InService
6 | SAM Server 10.253.0.1 |InService
7 | HCTM Server 10.253.0.1 In Service
8 | SGM Server 10.253.0.1 |InService |~
9 | PASM Server 10.253.0.1 | InService
10 | RPC Ul Server 10.253.0.1 In Service

Done.

4024447 Rev C
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16

3 Click File and select New to open the Set Up VASP window.

»¢{ Set Up VASP 1 X|
VASP Type: SDV Server i | Select SDV Server
i as the VASP type
I0: |349

name: | SDV Server Primaryl

IP Address: |[192.168. 9. 1
Status: v Out of Service

Save | Cancel | Help |

4 Select or enter the following values:

®  VASP Type: Select SDV Server.

® ID: Enter a unique number that you will use to identify the SDV server (you
can use up to 10 numeric characters).

®  Name: Enter a unique name for the SDV server (for example, enter a name
that corresponds to the hub in which it provides services).
Note: We recommend that you enter the same name that you assigned
during setup of the SDV server.

® IP Address: Enter the IP address for the SDV server that will be associated
with this VASP entry.
Note: The VASP IP address must match the IP address assigned to the SDV
server eth( interface.

B Status: Select In Service to indicate that the VASP is in service and
operational.

5 Click Save. The system saves the VASP entry information in the DNCS database
and closes the Set Up VASP window. The VASP List window updates to include
the new VASP entry.

6 Repeat steps 2-5 to create a VASP entry for each SDV server that you have set up
on your system.
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Set Up the SDV Server

Set Up the SDV Server

Overview

The SDV server provides the “switching control element” for the SDV system. In
essence, the switching control element is a process where the SDV server receives
channel change requests for switched content from DHCTs. The SDV server then
attaches the requested content to a session on the QAM, and assigns the session to
real programs. These programs are transmitted to service groups and then delivered
to the requesting DHCTs.

Adding a New SDV Server to the DNCS

Important: An SDV server must be set up for each VASP entry that you have
created.
1 Click the DNCS tab and then click the Network Element Provisioning tab.

2 Click SDV Server to open the SDV Server window.

Dl [ Yew Go Jeoh ey
@-p-HFOD
DNCSISOV Server sl
Cisco
RSN SDV Server

Desndowd Sefimme
B r Server Name IP Address | Oaline | Genurlc | Primary State Secondaey Server
el Acthve

s Senvert0! 192 168 300 1 Yo No E-..:-‘V:,,.-‘

r SSerm 0119 Ne N 2
S Servart 22012 [} N: e "
aia E@ ] Odes | mmm )

Doem
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3 Click Add to open the New SDV Server window.

N, Maritte Firetex
Do (&t Yew (o Jools ey

SOD
DNCSISDV ServeriNew SOV Server

+

L
(L]

New SDV Server

SDV Server Provisioning
SOV Server Name Online Generic Primary

— =

SOV Server IP Addross: | " Feece Tune Program 10: |
NTP Sarver  Adderss: |

Secondaey SOV Seever: [Nons =)

Constraints

Max. SOV Serves Session Count |10
Delete SOV Activity Log Atter (daysk: |60
Dealete SOV Log After {daysl: [

Hin Reporting Imerval fsecondsy £
DHCT Acsiviny Thresheld (doysk |0

Logging

I Resowce Manaqer Ovannel Change Pretocol 7 Bandwidh Mansqer

Secvicos Managed Resowce Adaptor ™ Web Server
T SRM lsterface Manager ~ Mini Carousel Pretocol 7 Operating System
I Log Client Manages T Migh Availability Manaqer [ SNMP Agest

4 From the SDV Server Name field, type a name that corresponds to the hub to
which it is providing service.

Note: Cisco suggests that you enter the same name that you set up for the new
VASP entry.

5 Select or enter the following values; however, we recommend that you maintain
the default settings for the following fields:

®  SDV Server Provisioning

18

Online: Select Online to indicate that this SDV server is connected within
the networked system; do not select Online if this SDV server is currently
not connected to the networked system.

Generic: Select Generic to indicate that this SDV server is a third-party
(non-Cisco) SDV Server. A generic SDV server will initialize and request
provisioning from the SDV Manager via SNMP.

Note: When the Generic option is selected, the Primary option and
Secondary SDV Server options are disabled.

Primary: Select Primary to indicate that this SDV server is the main
server in the SDV system; do not select this option if this SDV server is a
backup SDV server (backs up a failed primary SDV server).

SDV Server IP Address: Enter the IP address for the SDV server that you
are provisioning,.

Note: This is the same IP address that is defined for VASP entry.
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NTP Server IP Address: Enter the IP address for the NTP (Network Time
Protocol) server. The NTP server provides time synchronization services
to the SDV server.

Secondary SDV Server: If you are provisioning a primary SDV server,
select a secondary (backup) SDV server to provide a level of redundancy
in the event of a primary SDV server outage; if you are provisioning a
secondary SDV server, select None.

Force Tune Program ID: Enter the source ID for the program that the
DHCT/tuner is forced to tune to if it is removed from an SDV channel.

Note: This program ID should not be an ID for a switched digital service.

B Constraints

Max SDV Server Session Count: Enter a value (for example, 1500) to set
the maximum number of sessions for which the SDV server is allowed.

Delete SDV Activity Log After (days): Retain the default value (60); this
is the threshold value that dictates when SDV activity logs are
automatically deleted.

Delete SDV Log After (days): Retain the default value (30); this is the

threshold value that dictates when SDV event logs will be automatically
deleted from the system.

Minimum Reporting Interval (seconds): Retain the default value (3600);
this is the interval that the SDV client sends user activity information to
the SDV server.

DHCT Activity Threshold (days): Retain the default value (60); this is the
value that, when reached, allows you to delete a DHCT that is not in
communication with the system.

®  Logging: Select any of the following logs that you would like to have
monitored on the SDV server

Resource Manager
Services Manager

SRM Interface Manager
Log Client Manager
Channel Change Protocol
Resource Adaptor
Mini-Carousel Protocol
High Availability Manager
Bandwidth Manager
Web Server

Operating System

SNMP Agent

6 Click Save to save the values to the new SDV server. You are returned to the
Switched Digital Video (SDV) Server List window.
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7 Do you need to create an additional SDV server or backup SDV server?

B If yes, click the SDV Server List link from the top area of the window and

then repeat steps 3 through 6.

®  If no, click Exit to close the Switched Digital Video (SDV) Server List

window.

Provisioning Alarms for an SDV Server

Important: You must set the Alarm Threshold for Alarm ID 6 and Alarm ID 100 to 1
as they directly relate to the Resource Fail Threshold and the Resource Alarm
Threshold values defined for the SDV Server software. For details about the SDV
Server software, refer to the Series D500 Switched Digital Video Servers Installation and

Operation Guide (part number 4012584).

When provisioning alarms for an SDV server, you can define the severity of an
alarm level (for example, a major alarm or a critical alarm), as well as the maximum
number of instances an event can occur until an alarm situation exists. This section
describes how to provision specific SDV alarms for an SDV server.

1 From the SDV Server List window, click Alarm Provisioning. The SDV Server
Alarm Provisioning window opens and describes each alarm type by an ID

number and a description.
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2 Click the Alarm Level field and select one of the following options for defining
the severity of the alarm:

critical
major
minor
warning

disabled

3 Enter an integer value (0 to 999) in the Alarm Threshold field. This value
designates the maximum number of consecutive failures that can occur until the
alarm condition occurs.

4 Click Save. The DNCS updates the database and the SDV Manager sets these
changes to all SDV servers.

5 Go to Set Up a Netcrypt Bulk Encryptor (on page 22).
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Set Up a Netcrypt Bulk Encryptor

Overview

This section provides instructions for completing each of the following tasks that are
required to provision a Netcrypt Bulk Encryptor on the DNCS.

1 Add a Netcrypt element to the DNCS, but do not place the element online.
2 Provision the Ethernet ports on the Netcrypt element.
Content is encrypted based on the DNCS control. Provisioning a Netcrypt Bulk

Encryptor establishes communication between the DNCS and the Netcrypt Bulk
Encryptor. Without DNCS control, the Netcrypt Bulk Encryptor is inoperable.

Note: For detailed information about the Netcrypt device, refer to the Netcrypt Bulk
Encryptor Hardware Installation and Operation Guide (part number 4001444).

Adding a Netcrypt Bulk Encryptor

22

1 From the Network Element Provisioning tab on the SDV Administrative
Console, click Netcrypt. The Netcrypt List window opens and shows any
Netcrypt elements that have been provisioned on the DNCS.

2 Click Add. The New Netcrypt window opens.
T — . ||

O (0 Yew G0 Tots iy
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DNC SMNatarypt LisyNew Netcrypt wlils
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o New Netcrypt
(=]
Netcrypt Provisioning Constraints
Metcrypt Name | Max. Sewsion Cownt | e
Adrrirints sthve State [ Cmne

I - Neminal Session Cop acing | aox
Metorypt Mac Addrow: |

Netcrypt P Addeows:
Seboet Mask:

Alarm Thoeshold &
Severity Level [Warseq 5]

Model Type: ¢ 3 DNCS Mug Thneoot ecands |0
Delankt Gatewey E

Mesdend [Hascwnat ]

Corfigui aton file [ cortg Reserved ECM PID Range

Start of Reserved PIDx [
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Follow these instructions to enter data in the fields of the New Netcrypt window:

Important: Do not modify the values in the Constraints area of this window.

Netcrypt Name: Enter a name (up to 20 alphanumeric characters) for the unit
that is consistent with the naming scheme used on your network map. We
recommend that you establish a naming scheme that allows you to easily
identify the unit and where it resides. For example, a name of NBE43hubl
could represent a Netcrypt Bulk Encryptor whose IP address ends in 43 and
processes data for Hub 1.

Administrative State: Leave this set to Offline. (Later, when the Netcrypt
Bulk Encryptor is completely provisioned and successfully booted, you will
need to select Online for this setting.)

Netcrypt MAC Address: Enter the MAC Address of the control port (ethA)
for the Netcrypt Bulk Encryptor (from the label on the underside of the
Netcrypt Bulk Encryptor). Make certain to separate each pair of characters in
the 12-character address with a colon, for example 00:00:00:00:00:00.

Netcrypt IP Address: Enter the IP address of the control port (ethA;
management IP address) for the Netcrypt Bulk Encryptor. (You can obtain
this address from your network map or from your system administrator.)

Subnet Mask: Enter the subnet mask for this subnet.
Model Type: Select Netcrypt.

Default Gateway: If your system uses a default gateway, enter the IP address
of your default gateway. This is required for a network using routers (layer
3).

Headend: Select the headend where the Netcrypt Bulk Encryptor resides.

Configuration File: Enter the name of the Netcrypt configuration file.
Typically this file is nc.config; however, you can enter a different
configuration file, for example, when testing new Netcrypt software (this
configuration file should match the name in the TFTP boot directory).

Note: When power is applied to the Netcrypt Bulk Encryptor for the first
time, or when the unit rebooted, it uses the nc.config file to determine if the
correct version of code has been installed on the unit. If the Netcrypt Bulk
Encryptor determines that an incorrect version of code has been installed, it
requests that the correct code be downloaded.

Start of Reserved ECM PIDs: Enter a 0 (zero) in this field.
Number of Reserved PIDs: Enter a 0 (zero) in this field.

Important: You must enter zeros in these PID fields; otherwise, set-tops
deployed in systems using redundant Netcrypt Bulk Encryptors will be
unable to tune to the SDV channel.

Click Save. The New Netcrypt window closes and the Netcrypt element you
saved appears in the list.
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Provisioning Gigabit Ethernet Ports for a Netcrypt Bulk Encryptor

2

After the Netcrypt Bulk Encryptor is listed in the Netcrypt List window, follow these
instructions to provision the Gigabit Ethernet ports for the Netcrypt element you
added to the New Netcrypt Element window.

1 From the Netcrypt List window, click the Select button next to the new Netcrypt

Bulk Encryptor whose ports you want to configure, and click Edit. The Update
Netcrypt Element window opens for this Netcrypt device.

Click Ethernet Ports. The Ethernet List window opens for the Netcrypt element
you have added to the DNCS.
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Follow these instructions to configure the Gigabit Ethernet ports by entering data
in the fields that do not already contain data:

® TP Address: Enter the IP address assigned to each GbE port that this Netcrypt
Bulk Encryptor uses.

® MAC Address: Enter the MAC address of each GbE port that this Netcrypt
Bulk Encryptor uses. Make certain to separate each pair of characters in the
12-character address with a colon, for example 00:00:00:00:00:00.

B Subnet Mask: Enter a subnet mask for the GbE interface.

B  Gateway IP: If your system uses routers, enter the gateway IP address for
each GbE port.

Click Save. The SDV saves the information you entered and updates the window
to display the ports you defined.

Click the Update Netcrypt link from the top of the Ethernet List window. The
Update Netcrypt window opens.

From the Netcrypt Provisioning area, click the Administrative State arrow,
select Online, and then click Save. The DNCS saves the information you entered
and the Netcrypt device is placed on-line.
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Add the SDV Server to the Desired Service Group

Overview

A service group is a set of modulator channels (Quadrature Amplitude Modulation
[QAMs], multiple QAMs [MQAMs], or Gigabit QAMs [GQAMs]) that have been
combined to provide services to a unique set of DHCTs. In order to provide SDV
services, you must add a service group for each SDV server in your network.

To provide SDV services, GQAMSs can only be added to a service group. Service
groups enable DHCTs to distinguish which GQAM is providing the SDV service.

Important: The GQAMs you plan to add to a service group must first be installed in
your network and configured on the DNCS. If they are not installed and configured,
please do so now. If you need assistance, refer to Gigabit QAM Modulator Model
D9479 Hardware Installation and Operation Guide (part number 745431).

Adding GQAMs to a Service Group for SDV

4024447 Rev C

The GQAMs you plan to add to a service group must first be installed in your
network and configured on the DNCS. If they are not installed and configured,
please do so now. If you need assistance, refer to Gigabit QAM Modulator Model
D9479 Hardware Installation and Operation Guide (part number 745431).

When configuring the GQAM for SDV services, the GUI on the DNCS should
resemble the following output.

Important:

B Please ensure that you have accurately defined the application support for RF
outputs planned for SDV service groups. If the carrier is supporting both VOD
and SDV, set the application support to Shared. If the carrier is supporting SDV
only, set the application support to SDV only.

B Please ensure that now RF carriers are muted when they are added to a service
group.
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Note: It is recommended that each Gigabit Ethernet port be assigned to a different
point-to-point subnet using a /30 subnet mask.

¥ Set Up GOAM

[ Basic Parameter

Basic Parameters IAdvanced Parameters] Connectivity ]

EBX

E! . BT “Eli

Headend Name: DOSTOEVSKY_HE

—Basic Parameters

QaM Name: | SDVGQAM1
1P address: |[172. 16. 4.110

Administrative State: « Offline

Modulation Type: [ITUJ.83 Annex B (6 MHZ) A

2 Online v Assigned to USRM

MAC Address: IIOO:OZ:DE:SZ:?S:BB
Subnet Mask: IIZ 55.255.255. 0
Default Gateway: II'l 72.16. 4.254

—ASI INPUT Ports

SA Reserved TSID Range:

Transport StreamIDs: o |301I

aS1 2 |3OZI asl 3 |3031

asl 4 |304I

—Gigabit Ethernet Ports

I ERE i B & 1P address: [[172.16.15. 9 J
Subnet Mask: IIZ 55.255.255.252
Physical Address: I?OO:OZ'DE:82'78:66 /
Modulation Transport | Channel Center | Continuous | Mute RF Blsabled Interleaver |Port To |application
Stream ID | Frequency (MHZ) | Wave Mode | Output Depth Hubs Support
RF OUT 1 P P S
Carrier 1 |1256-QAM 36020 741.00 4 r r |1 28,1 A Hubs Sharec A |
Carrier 2|56 gam ‘“ 36030 247,00 5 r v [m2e1 A0S ooty
[Broadcast only
Carrier 3 IEZSG-QAM u| o e % - ¥ |E1 28,1 A Hubs | [|Bharec A
/£
| Save | Apply Cancel I Help |

Data fields to provision
gigabit Ethernet ports

Application support
options for RF outputs
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Creating a New SDV Multicast Source

See the following diagram for an overview of the procedures that must be completed

4024447 Rev C

to add a new SDV multicast source.

Create a New
Source

Add the SDV Server to the Desired Service Group

Create a New
Source
Definition

Encrypt
Service

Add Unlimited
Segment

Add Segment
to Package

Create a New
SAM Service
(watchtv;SASD)

Add Service to
Channel Map

Add Service to
IPG Service List
(Optional)
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Complete the following steps to set up a new SDV multicast source for SDV services.
1 Click the DNCS tab and then click the System Provisioning tab.

2 Click Source to open the Source List window.

=10j x|

File Wiew Help
Source Name | Source |D Secggir‘tiaenﬂtode

/008 GTY 1008 | Clear E
ADDS UPA 1009 | Clear
ADTD RO 1010 | Clear
ADTT WON 1011 | Clear
AO12 PEA 1012 | Clear
AD13 PEA 1013 | Clear
AD14 SHOW 1014 | Clear
AD15 5TRZ 1015 | Clear
ADTE HED 1016 | Clear
ADTY TWC 1017 | Clear /
Done.

3 Click File and select New to open the Set Up Source window.

¥¢ Set Up Source x|

Saurce Name: |]

Source 1D |
SOV Status: ~ Mone A Active  ~rlnactive SDW Parameters|

‘ Save | Cancel | Help |

4 Enter a name in the Source Name field and the next available ID value in the
Source ID field.

Important: Spaces are not permitted in the Source Name field.
5 From the SDV Status field, click Active to define the source to use SDV services.

Note: Selecting Inactive will set up the source for SDV services, but it will
remain inactive until it is changed to Active. Selecting None will not set up the
source for SDV services.
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6 Click SDV Parameters to set up parameters for the SDV source. The DNCS SDV
Source window opens.

¢ Mazilla Firefox

fle (St View Go Tools Hep
DNCS/DNCS SDV Source alutl
cisco

alp DNCS SDV Source for D_233 SPEED2 dcm2
n e —

Priority: [Fagh ~

Recapture Time(minutes): [JU 5

Recapture Acknowledy Timegs ds) [»Ll

Classifier: [Mzne Bl

Sawve | Concet |

Done

7 Maintain the default values or change them to different value specific to your
system. The definition for each field is described in the following list:

Priority — This field defines how programs are filled when there are no active
users and defines which programs are recaptured if the SDV server reclaims
bandwidth from the clients. The default is High

Recapture Time — The amount of time for a program that has no user activity
to be considered eligible for recapture. When this time is reached, the SDV
server will send a request barker to a client. The request barker prompts the
user to acknowledge if they are still watching the program; otherwise, the
bandwidth is recaptured and the client is forced tuned to another channel.
The default is 240 minutes

Recapture Acknowledgement Time — The time in which a user must
acknowledge the request barker on the TV screen to recapture an offered
program. The default is 600 seconds

Classifier — A description for the type of program. The default is None

8 Did you make changes to the DNCS SDV Source window?

B If yes, click Save and then click Exit.
®  If no, click Exit.

From the Set Up Source window, click Save. The new source is listed in the
Source List window.

Adding the SDV Server to a Service Group
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1 From the DNCS Administrative Console, click the DNCS tab, and then click the

Network Element Provisioning tab.

2 Click Service Group to open the Service Group Data window.
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3 Are you adding or editing a Service Group?

® If adding a service group, go to step 4.

B  If editing a service group, go to step 7.

4 Click Add. The Add Service Group window opens.
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Click in the ID field and type a unique number to identify the service group.
Click in the Name field, type a name for the service group, and then go to step 8.
Note: The name you enter can include numbers and letters. We recommend that

you establish a naming scheme that allows you to easily identify the SDV service,
the GQAM modulator(s) providing it, and which hub it serves.

Example: A name of SDV_SG_Hub1_GQ43 could represent an SDV service
group associated with a GQAM modulator, whose IP address ends in 43, and
that processes SDV data for Hub 1.

Use the Filter to display the service group that you want to associate with the
SDV server.

Note: To filter for a service group, select a filter type (ID, Name, Parent ID), enter
a value for the type you selected and then click Show. The service groups that
meet this criteria appear in the Service Group Data window.

When the service group appears in the Select the service group data window,
select the service group and click Edit. The Edit Service Group window opens.
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11

12

13

14

15

16

Add the SDV Server to the Desired Service Group
Is this service group a parent group (a service group that will contain one or
more child service groups)?
B If yes, select the check box next to Parent Group, and then go to step 10.
®  If no, go to step 12.

From the Available Groups list, select the child service group that will be
included in this parent service group and click Add. The child service group
moves to the Selected Groups list.

Do you want to include additional child service groups to the parent group?
B If yes, repeat step 10.

®  If no, go to step 12.

If you are using a USRM, select the USRM Group check box.

Important: The USRM is a software upgrade to the Model 9500 SDV Server that
is available for SR 4.2.1 or later. For details on provisioning the USRM, refer to
Provisioning the USRM for SDV on the DNCS (part number 4015076).

From the Available Ports list, click to select the port for the GQAM modulator
that will be providing SDV for this service group or USRM group.

Click Add. The selected port moves from the Available Ports list into the Selected
Ports list.

Do you want to add additional ports that will provide SDV for this service
group?

B If yes, repeat steps 13-14.
®  If no, go to step 16.

Click SDV Enabled to enable the service group to support switched digital
channels. The lower portion of the window updates to include SDV-related
fields.
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17 Select or enter the following values:

Primary SDV Server: Select the SDV server that you want to designate as the
main server for this service group.

Mini-Carousel Destination IP Address: Enter the destination multicast IP
address for the mini-carousel used by the SDV server assigned to this service
group.

Notes:

— This IP address is unique for each service group.

— Any IP address can be assigned as long as it is not already assigned by
the Internet Assigned Numbers Authority (IANA).

— The IANA reserves 232.0.0.0 - 232.255.255.255 for Source Specific
Multicast (SSM). Some routers allow this range to be configured;
therefore, when using SSM, the 232/8 range is not mandatory.

— If SSM is not used, we recommend that you use the local administrative
multicast range (239/8). If SSM is used (recommended), then we
recommend that you use 232/8.

Maximum Bandwidth (Mbps): The maximum bandwidth that the SDV
server will request for all SDV content for each service group.

Note: To calculate the maximum bandwidth, multiply the number of carriers
by 37.5 Mbps. For example, if you have four RF carriers, the maximum
bandwidth should not be greater than 150 Mbps.

Bandwidth Release Increment (Mbps): The Interval that the SDV server uses
to determine if excess bandwidth should be returned to the SRM.

Bandwidth Release Interval (seconds): Enter the amount of time that will
pass, in seconds, before the SDV Manager checks to see if bandwidth is
needed.

Recapture Bandwidth Threshold (Mbps): Defines the bandwidth threshold
in which, when reached, the SDV server will attempt to reclaim bandwidth
from the set-tops (for example, when a set-top is tuned to a SDV channel yet
no one is watching the program). The default value is 30 Mbps.
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Add the SDV Server to the Desired Service Group

®  Contiguous Bandwidth 1, Contiguous Bandwidth 2, Contiguous
Bandwidth 3: Defines the following fields for session groups 1, 2, and 3.

— Quantity: Defines the number of preallocated channels.
— Rate(Mbps): Defines the requesting bandwidth (rate) per channel.

Important: We recommend that you set the Contiguous Bandwidth 1 rate
to 37.5 Mbps. This will reduce the number of session requests from the
SDV servers to the DNCS and therefore reduce stress on the system.

— Channel Overhead: Defines the number of overhead channels (extra
bandwidth the SDV server maintains in overhead to satisfy channel
change requests).

Notes:

— Each session group is reserved for a type of program (for example, high
definition [HD] programs). Cisco recommends that you define the same
program type to each session group for all service groups.

— The Quantity and Rate fields control the amount of bandwidth the server
requests from the SRM when it is initialized.

Click Save to save the values to this service group and return to the Service
Group Data window, which now lists the service group that you just added.

Do you want to set up another Service Group?
B If yes, repeat steps 4 through 18.

B If no, click Exit.
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Enable SDV Functionality for All Explorer Set-Tops
and/or Tuning Adapters

Overview

This section describes how to enable SDV functionality for all Explorer set-tops
and/or tuning adapters that have been deployed in your system by creating an SDV
SAM service. Without a SAM SDV service, SDV functionality is disabled on these
devices.

Important: If you want to enable SDV functionality for specific set-tops and tuning
adapters, skip this section and go to Enable SDV Functionality for Specific Explorer
Set-Tops and/or Tuning Adapters (on page 38).

Creating a SAM Service for Switched Digital Services

Creating an SDV SAM service provides SDV functionality for the set-tops and/or
tuning adapters that have been deployed in your system. Without an SDV SAM
service, SDV functionality is disabled on these devices. This procedure provides
instructions for the following methods:

B Enable SDV functionality for all set-tops and tuning adapters

®  Enable SDV functionality for all tuning adapters

1 Click the Application Interface Modules tab, and then click SAM Service. The
SAM Service List window opens.

2 Click File and select New. The Set Up SAM Service window opens.

¢ Set Up SAM Service El@v@
Service ID:

Service Name: Isw_cuontl

Short Description: I _SASDI

Long Description: ISA_SDV Client

Application URL: |DummyURlI Select.|
Logo: |q
Parameter: A Number: l d I v String: |I
| save | cancel | Help |
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3 Follow these instructions to enter data in the fields of the Set Up SAM Service

window:

B Service Name: Enter a name that you want to use to identify the SDV service,
such as SDV Client.

®  Short Description: Enter one of the following depending upon the devices
that you want to enable for SDV functionality:

— For set-tops and tuning adapters: Enter _SASD as the brief description
for the service.

Important: “_SASD” is the required entry for the Short Description field.

— For tuning adapters only: Enter _"'TASD as the brief description for the
service.

Important: "_TASD" is the required entry for the Short Description field.

®  Long Description: Enter a detailed description for the SDV service, such as
SA_SDV Client. This information is for your use only. Subscribers will not
see the text that you enter here.

Note: You can enter up to 32 alphanumeric characters.
®  Application URL: Enter DummyURL.
®  Logo: Enter 0 as the number for the logo that is related to the SDV service.
®  Parameter: Click in the Number field and type 0 for the SDV service.

4 Click Save to save the service information in the DNCS database and close the

Set Up SAM Service window. The SAM Service List window updates to include
the new service with its system-assigned service ID and application URL tag.

5 To modify this SDV SAM functionality so that a set-top or tuning adapter
acquires its SDV service group ID from the mini carousel and not from SDV
service groups that have been manually entered on the DNCS, go to Adding a
Scan List of SDV Frequencies (Optional) (on page 35). Modifying SDV
functionality in this way means that operators do not need to enter SDV service
groups on the DNCS.

Adding a Scan List of SDV Frequencies (Optional)
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Adding a scan list of SDV frequencies to the _SASD or _.TASD SAM service URL
enables the SDV clients to find a mini carousel and, subsequently, to receive the SDV
service group ID from the mini carousel without requiring SDV QAMs or SDV
service groups to be entered on the DNCS.

Important: Before provisioning a scan list on the DNCS, please determine the
common QAM frequencies used to access SDV across the system.
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Complete the following steps to add a scan list of frequencies to your SAM URL.
1 Click the Application Interface Modules tab, and then click SAM Service. The
SAM Service List window opens.

2 Double click the _SASD SAM or _TASD SAM service. The Set Up SAM Service
window for the SDV SAM service opens, similar to the following example.

¢ Set Up SAM Service E]@x@

Service ID:

Service Name: |sov_cumq

Short Description: I _SASDI

Long Description: ISA_SDV Client

applicationURL: [ DummyURI] Select..|
Logo: I o
parameter: A Number: l d | + String: |[
l Save l Cancel l Help I

3 Click in the Application URL line and place your cursor at the end of the URL
statement.

4 Append the line to include your scan list in the following format:
;scan=<freq>:<mod>,<freq>:<mod>,<freq>:<mod>,... where frequency is
defined in MHz and <mod> is the QAM modulation format.

Important: You may enter up to 25 frequency:modulation pairs.
Example: DummyURL;scan=777:256,783:256

V¢ Set Up SAM Service

Service ID:

Service Name: 'SW_CI xond

Short Description: I_SASC(

Long Description | SA_SDV Clieng

nceilcationvre  [DummyURLscan=777:256.783:256 | ] serece |
t T
Logo: 'd
Parameter: A Number: | ~ strinz |1
I save | Cancel | Help |

L ]
Addition of scan (QAM frequency)
listin SASD SAM URL
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5 Click Save. The Set Up SAM Service window closes. The SAM Service List shows
the appended URL on the same line as the service you edited.

V¢ ShM Service List

File View Help |
Short Description|  Service Name | Service D URL Tag |
NN SPIKE 134 watchty 3
SPEED SPEED 40 | watchtv;TVGISRC=4705

SOAPN SOAP NET 53 | watchtyTVGISRC=0550 _

_SASD SDV_Client 141]| DummyURL;scan=777:256,783:256) |
SCIFI SCI-FI 78 |Watchtv;TVGISRC=4166 i
Qe Que 10 [Watchtv;TVGISRC=4164

OXYG OXVGEN 54 [watchty,TVGISRC=8499

oL OUTDOOR LIFE 41 [watchty;TVGISRC=4702

NICK NICKELODEON 56 |watchty;TVGISRC=4156

NGEO NATIONAL GEOGRAPHIC 52 [watchtv;TVGISRC=10391 v
|

b

Updated _SASD SAM URL
6 Click File and select Close to close the SAM Service List.
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Enable SDV Functionality for Specific Explorer
Set-Tops and/or Tuning Adapters

Overview

This section describes the procedures for enabling the SDV functionality on specific
Explorer set-tops and tuning adapters. To enable SDV functionality for certain set-
tops and tuning adapters, you must complete the following procedures, which are
provided in this section:

B Create an SDV Package. By creating a package and then later assigning the
package to certain set-tops, you control which set-tops and tuning adapters are
enabled for SDV functionality: only set-tops and tuning adapters assigned to the
SDV package are enabled for SDV functionality.

® Create a SAM Service for the SDV Package. Creating a SAM service for the
package allows you to associate the SAM service with the SDV package. Making
this association links the package to SDV functionality. If the package is not
linked to a SAM service, no functionality is assigned to the package.

®  Authorize Set-Tops and Tuning Adapters for the SDV Package. Authorizing
specific set-tops and tuning adapters for the SDV package enables these set-tops
and tuning adapters to receive the SDV SAM service and, in turn, enables them
for SDV functionality. Set-tops and tuning adapters that are not authorized for
the SDV package are not enabled for SDV functionality and are unable to display
SDV services.

Important: If you want to enable SDV functionality globally (for all deployed set-
tops and tuning adapters), skip this section and go to Enable SDV Functionality for
All Explorer Set-Tops and/or Tuning Adapters (on page 34).
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Creating an SDV Package

4024447 Rev C

Packages allow you to deliver secure services to specific set-tops and tuning
adapters by controlling the devices allowed to access a service; only set-tops and
tuning adapters that receive the SDV package are able to use the SDV service.

1 From the DNCS Administrative Console, click the DNCS tab and then select the

System Provisioning tab.

Click Package to open the Package List window.
From the File menu, select New. The Set Up Package window opens.

¢ Set Up Package Q@@

Package Name: II

EID:

-1 Default Staging Package

Duration: A Unlimited ~ Limited

HEMMSS

- Pay Per View

Copyr A Atowed

- Impulse Pay Per View

Save | Cancel | Help

4 Type aname in the Package Name field.

Notes:

®  Enter the package name that your billing system uses to enable SDV
functionality. The name that you enter here must exactly match the package

name that your billing system uses.

B If necessary, contact your billing system operator to obtain the correct

package name.
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5 Click Save to save this package in the DNCS database and close the Set Up
Package window. The package appears in the Package List window.
6 From the Package List window, select the package you created.

Click File and select Open. The Set Up Package window opens for the package
you selected.

8 Record the number shown in the EID field here:

Note: The number shown in the EID field is in hexadecimal format.

9 Click Cancel to close the Set Up Package window and return to the Package List
window.

10 Click File and select Close to close the Package List window and return to the
DNCS Administrative Console.

11 Refer to the hexadecimal conversion table in Appendix E of this document to
convert the EID from hexadecimal format to decimal format, and then write the
decimal format of the EID here:

Creating a SAM Service for the SDV Package

Creating an SDV SAM service provides functionality for the SDV package that you
just created. Without an SDV SAM service, the package has no functionality.
Complete the following procedure to create a SAM service for SDV functionality.
This procedure provides instructions for the following methods:

®  Enable SDV functionality for specific set-tops and tuning adapters

®  Enable SDV functionality for specific tuning adapters

1 Click the Application Interface Modules tab, and then click SAM Service. The
SAM Service List window opens.

2 Click File and select New. The Set Up SAM Service window opens.
aloix

Service ID:

Service Name: |sw client]

short Description | _SASD

Long Description |SA_SD\{C|lem

AsplicaticnURL [ DummyURLEID=Z select.|
Log0; Id
Paramerer A Number Id Ivsmrv; I}
l Save I Cancel I Help I
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3 Follow these instructions to enter data in the fields of the Set Up SAM Service

window:

B Service Name: Enter a name that you want to use to identify the SDV service,
such as SDV Client.

®  Short Description: Enter one of the following depending upon the devices
that you want to enable for SDV functionality:

— For specific set-tops and tuning adapters: Enter _SASD as the brief
description for the service.

Important: "_SASD" is the required entry for the Short Description field.

— For specific tuning adapters: Enter _TASD as the brief description for
the service.

Important: "_TASD" is the required entry for the Short Description field.

®  Long Description: Enter a detailed description for the SDV service, such as
SA_SDV Client. This information is for your use only. Subscribers will not
see the text that you enter here.

Note: You can enter up to 32 alphanumeric characters.

®  Application URL: Enter DummyURL;EID=#, replacing the # symbol with
the decimal equivalent of the EID belonging to the SDV package.

Note: To obtain this number, refer to step 11 of Creating an SDV Package (on
page 39).

®  Logo: Enter 0 as the number for the logo that is related to the SDV service.

®  Parameter: Click in the Number field and type 0 for the SDV service.

4 Click Save to save the service information in the DNCS database and close the

Set Up SAM Service window. The SAM Service List window updates to include
the new service with its system-assigned service ID and application URL tag.

5 To modify this SDV SAM functionality so that a set-top or tuning adapter

acquires its SDV service group ID from the mini carousel, and not from SDV
service groups that have been manually entered on the DNCS, go to Adding a
Scan List of SDV Frequencies (Optional) (on page 41). Modifying SDV
functionality in this way means that operators do not need to enter SDV service
groups on the DNCS.

Adding a Scan List of SDV Frequencies (Optional)

4024447 Rev C

Adding a scan list of SDV frequencies to the _SASD or _TASD SAM service URL
enables the SDV clients to find a mini carousel and, subsequently, to receive the SDV
service group ID from the mini carousel without requiring SDV QAMs or SDV
service groups to be entered on the DNCS.

Important: Before provisioning a scan list on the DNCS, please determine the
common QAM frequencies used to access SDV across the system.
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Complete the following steps to add a scan list of frequencies to your SAM URL.
1 Click the Application Interface Modules tab, and then click SAM Service. The

SAM Service List window opens.

2 Double click the _SASD SAM or _TASD SAM service. The Set Up SAM Service
window for the SDV SAM service opens, similar to the following example.

N Set Up SAM Service =

Service ID:

Service Name: |sw Ciient]

=100 %]

short Description I_SASII

Long Description | SA_SDVClient

Asplication URL [ DUmMmMYURLEID=Z

Logo: fa

Selec(,.'

Paramerer:

A~ Nmrld IvSninc li

I Save | Cancel |

Help I

|

3 Click in the Application URL line and place your cursor at the end of the URL

statement.

4 Append the line to include your scan list in the following format:
;scan=<freq>:<mod>,<freq>:<mod>,<freq>:<mod>,... where frequency is
defined in MHz and <mod> is the QAM modulation format.

Important: You may enter up to 25 frequency:modulation pairs.
Example: DummyURL;EID=2;scan=777:256,783:256

Y4 Set Up SAM Service

Service ID: 151

Service Name: SDV Client

EEX

short Description: _SASLC

Long Description: !ISA SDV Client

Application URL: ' DummyURLEID=2;scan=777:256,783:256

| Select...]

Logo: lﬂ

Parameter: A Number: IO v String: I

| Save | Cancel I

Help

4
Addition of scan (QAM frequency)

listin _SASD SAM URL
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5 Click Save. The Set Up SAM Service window closes. The SAM Service List shows
the appended URL on the same line as the service you edited.

File Wiew Help |
Short Description| Service Name | Service ID | URL Tag |
WPXA WPXA 25 [watchtv kY
WTBS WTBS 21 | watchty

WUPA WUPA 23 | watchty

WUVG WUVG 29 | watchtv

Xtrak h2m40 TMC Xtra East 138 | watchtv

Xtrem h2m40 Show Extreme 140 | watchtv

_5AS5D SDV Client 151 DummyURL;ElD=2;scan=7??:256,?83:256|
sdvi sdvi 152 | watchsdv

sdv2 sdv2 153 | watchsdy J
sdv3 sdv3 154 | watchsdy 7

®
Updated -SASD SAM URL

6 Click File and select Close to close the SAM Service List.

Authorizing DHCTSs for a Package

Authorizing specific set-tops and tuning adapters for the SDV package enables these
set-tops and tuning adapters to receive the SDV SAM service and, in turn, enables
them for SDV functionality. Set-tops and tuning adapters that are not authorized for
the SDV package are not enabled for SDV functionality and are unable to display
SDV services. Complete the following instructions to authorize a set-top or tuning
adapter for the SDV service.

1 Click the Home Element Provisioning tab and then click DHCT. The DHCT
Provisioning window opens.

2 Click Open and select one of the following options:

® By MAC Address: Enter the MAC address for the set-top.
® By IP Address: Enter the IP address for the set-top.

® By Serial Number: Enter the serial number for the set-top.
3 Click Continue. The Set Up DHCT window opens for the test DHCT.

4024447 Rev C
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4 Click the Secure Services tab.

MAC Address: 25:B5:11:38:61:00

=lolx|

Communications Secure Services I

Secure Element Serial Number:  © @ @ @ :

—Key Certificate
A Powerkey ~ User

Powerkew name: -- none —-

Load from batch CD..

—Packages
Available Selected
BE A SDV A
ame_pkg
SHOWT IME
B Add>> |
<< Remove I
7 f
—Options
1 IPPV Enable

-1 DMS Enable 1 DIS Enable 1 &nalog Enable
I Fast Refresh Enable

Location X: I y: I

’ Save | Cancel

Help

5 Scroll through the Available field in the Packages area of the window and click

to select the SDV package that you want the DHCT to be able to access.

Click Save.

O 0 J o

®  If yes, you have completed these procedures.

B TIf no, call Cisco Services.

10 Repeat steps 2-9 for all DHCTs that are using this package.
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Click Add. The package name you selected moves into the Selected field.

Click DHCT Instant Hit to update the entitlement identification (EID) value.
Was the DHCT Instant Hit successful?
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Set Up a Single or Redundant SDV Multicast
Source

Overview

This section describes how to set up a single or a redundant SDV multicast source
for SDV services. An SDV multicast source allows the DBDS to successfully deliver
the SDV service to subscribers. A redundant SDV multicast source allows the DBDS
to have a backup option in the event that SDV services cannot be delivered using the
primary SDV multicast source.

Depending on your system needs, refer to one of the following sections to set up an
SDV multicast source:

W Using an Existing Source for SDV Services (on page 45)
®  Creating a New SDV Multicast Source (on page 27)
Notes:

®  Before proceeding with this section, Cisco recommends that you update the SDV
Server software, if needed.

B You must have video successfully streaming before continuing in this section.

Using an Existing Source for SDV Services

4024447 Rev C

Because you are using an existing source, we assume that you are familiar with the
procedures for editing a source; therefore, we have provided an overview of the
process, as well as a flowchart, within this section. For detailed instructions about
procedures for a process, refer to the DNCS Online Help (UNIX) 4.2.0.3 (part number
4012122). For details about SDV-specific fields, refer to Creating a New SDV
Multicast Source (on page 27) and Creating a Source Definition for a New Source
(on page 48).
® Teardown the existing source definition and create a new one for the source

a Teardown the source definition

b Create a new source definition

¢ Set up the source definition for the new session for Multicast through a
netcrypt

d Edit the SAM service for SDV services and replace the Application URL with
watchtv;SASD

e No change is needed for the Channel Map

No change is needed for the Interactive Program Guide (IPG) service

45



Chapter 2 Provisioning SDV Services on the DNCS

46

B Create an additional source definition for the source

Note: This option is used when the operator wants both the watchtv and
watchtv;SASD source definitions, as well as the SAM services available.
Typically this option will be used in an Enhanced Channel Map environment.
For details about Enhanced Channel Maps, refer to the Enhanced Channel Maps
User's Guide (part number 4011413).

a
b

C

d

Create a new source definition

Create an additional SAM service for the new source and select
watchtv;SASD for the Application URL

Place the new service on the Channel Map

Create an IPG service

B Create a redundant source definition for the existing source

Note: It is assumed that you have already set up your SDV source and the
primary source definition.
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To use an existing source for setting up SDV services, refer to the following

diagram.

Open Existing
Source

Encrypt
Service

Create New
Source
Definition

Add Unlimited
Segment

Add Segment
to Package

Create New
SAM Service
(watchtv;SASD)

Place New
Service on
Channel Map

Edit IPG
Service

Set Up a Single or Redundant SDV Multicast Source

Teardown
Source
Definition

Create New
Source
Definition

Edit SAM
Service
(watchtv;SASD)

Encrypt
Service

Add Unlimited
Segment

Add Segment
to Package

47



Chapter 2 Provisioning SDV Services on the DNCS

Creating a Source Definition for a New Source

Complete the following steps to define a source definition (session) for the new
source. Sessions define and allocate the resources that the network uses to deliver

48

sources.

1 From the Source List window, select the new SDV source, click File, and then

select Source Definitions. The Source Definitions window opens.

=i
File | View Help
" New analog
New non-SaA Digital
2 CH1OLe | sesson 0] et | inpenon| HubName | bub 10| S1E 0
Close ctrl+c |00 AM 14 CapeCoralHub01 41 | Active
TANaTog [077T672004 [00T6:16 AM 14 DenverHub1 21 [ Active
&nalog | 07/16/2004 | 09:16:25 AM 14 HoumaHubO1 31 | Active
Analog | 07/16/2004 | 09:16:34 AM 14 StAugustineHubO1 51 | Active
|

2 From the File menu, select New Digital. The Digital Source Set Up window

opens.

3 For the Session ID field, type the following: 00:00:00:00:01 nnnn, where “nnnn”
is the source ID that you entered when you added the source to the Source List.

4 Click Next. The Define Sessions window opens.

Y¢ Set Up Digital Source Definition s o =] P9

—Define Session

Sources for hroadcast programming require additional steps to set up
a session. BFS sources don't require session setup.

What is this source for? + Broadcast programming
v BFS
A Multicast through a netcrypt
v Multicast through a GRAM

cancel | << Back | Next >> | Help |
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5 Click Multicast through a netcrypt and then click Next. The Multicast Digital

Session Definition window

Examples:

Set Up a Single or Redundant SDV Multicast Source

opens.

Important: The second example (multicast to multicast) is the typical setup in an
SDV environment.

e £t Vew Go Jooks ey
- 80D
ONCSMuiticast Osaital Session Definition .(.(.‘.21..
i}
et Multicast Digital Session Definition
(]
Sowce 10; 60528
Sewmban 10: 00 00,00 0000 00 32
Bandwidth Mbpn: (375
Motcrype [Neterptt ]
Netcrype Pore 1 -
s = S0V Session
Pragram Number:
WPUT ouTPUT
Sweam Delivery Type: [
foptonah | it
R -0 Stream Delvery Type: | Mtcast 3] @
Seurce IP Addres 2:joptionat) | SOD b oottt
Source IP Addross J:jsptional) | o — IR
Owgut: (018
Destination I Address: I
VOP Port: [
I
Come

> Mozitla Firedox

SDV environment with INPUT set to
Unicast and OUTPUT set to Multicast

staging processor;
GbE port IP address

Select the backup
Netcrypt device

whalie
:l-uo
Wetp Multicast Digital Session Definition
[t}
Source 10: 2103
Session 10; 000000 00 0000 -43678
Bandwidth (Mbps): rs
———— e L] {Pm; L |
Netcrypt Port: 1 s
T uprs = SOV Sesslon
Progiam Numbes:
INPUT oureuT
Sueam Delivery Type: Muticast ¥| @-
R g
et Sowtce IP Addeosst:(optional) | 1076 78 45 S oy Typa rm o
Sowice P Addeoss 2:(optional) e
o0 P Address: [232 100 100 15
Sewrce IP Address 3:(optional) | & [—-
Destination IP Address: (3270002 e— &
UOP Poet:
swe | canc |
Do
IP address of Multicast IP address

of redundant stream

SDV environment with
INPUT set to Multicast
and OUTPUT set to
Multicast

Use same multicast
IP address as for
primary source
definition
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50

6

Enter the appropriate values in the following fields:

Bandwidth: Enter the bandwidth rate for the SDV service.

Netcrypt: Select the Netcrypt device that will be multicasting the content for
this service group.

Netcrypt I/O Port: Select the Netcrypt GbE port that will multicasting the
content (the same port that is receiving the content from the staging
processor or other source).

SDV Session: Click to enable the SDV session.

MPTS: The incoming stream to the Netcrypt is Multi Program Transport
Stream (MPTS).

Important: In an SDV environment, SPTS should be the standard; therefore,
MPTS should never be select.

Program Field (only appears when MPTS is selected): Enter the program
number from the incoming stream for this session.

Stream Delivery Type: Select Multicast or Unicast to define how the content
is received by the Netcrypt for both INPUT and OUTPUT, and then go to
step 7.

Important: In an SDV environment, sources are typically set up as: Multicast
INPUT and Multicast OUTPUT.

Select or enter the following values for the appropriate stream delivery type you
selected in step 6:

INPUT

Multicast

— Source IP Address: The IP address of the staging processor (for example,
DCM, Mentor, BMR, or Terayon device) interface that is sourcing the
video.

— Source IP Address 2 (optional): The IP address of an additional staging
processor interface that is sourcing the video. An additional staging
processor provides redundancy, if needed.

— Source IP Address 3 (optional): The IP address of an additional staging
processor interface that is sourcing the video. An additional staging
processor provides redundancy, if needed.

— Destination IP Address: The destination IP address of the multicast
stream incoming to the Netcrypt device.

— UDP Port: The destination UDP port number for the incoming content.

Unicast

— UDP Port: The destination UDP port number for the incoming content.
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ouTPruT
B Multicast

— Destination Multicast IP Address: The multicast I[P address for the
destination output source that the Netcrypt device is sending video to.

— UDP Port (optional): The destination UDP port that the Netcrypt device
will use when sending the content to the network.

Notes:

— If the INPUT Stream Delivery Type is Unicast, Multicast is automatically
selected for the OUTPUT Stream Delivery Type.

— When a multicast IP address is used, the UDP port has no operational
value; however, it is beneficial to assign the same UDP port number for
all SDV services to ease network troubleshooting.

Click Save.
Are you provisioning a secure service?
B If yes, refer to Provision a Secure Service (on page 55).
®  If no, go to step 10.
10 Is your client application running SARA?
B Ifyes, go to Set Up a New SAM Service for an SDV Multicast Source (on
page 56).

®  If no, you have completed the procedures for provisioning the DNCS for
SDV. To complete any further procedures, refer to the documentation that
accompanies your SDV client application.

Creating a Redundant Source Definition For an Existing Source

Complete the following steps to define a redundant source definition (session) for an
existing SDV source.

1 From the Source List window, select the SDV source, click File, and then select
Source Definitions. The Source Definitions window opens.

2 From the File menu, select New Digital. The Digital Source Set Up window
opens.

3 For the Session ID field, type the following: 00:00:00:00:02 nnnn, where “nnnn”
is the source ID that you entered when you added the source to the Source List.
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4 Click Next. The Define Session window opens.

\\ Set Up Digital Source Definition 2 IDIEJ
—Define Session
Sources for hroadcast programming require additional steps to set up
a session. BFS sources dont require session setup.
What is this source for?  Broadcast programming
v BFS
A Multicast through a netcrypt
v Multicast through a GEAM
Cancel | << Back | Next >> I Help |

5 Click Multicast through a netcrypt and then click Next. The Multicast Digital
Session Definition window opens.

Example:

¢ Mozilla Firefox

Select the backup
Netcrypt device

Use same multicast
IP address as for
primary source
definition

flo EAt Vew Go Teols Help
- -FID
DNCSMutticast Digital Session Definition Py
elp Multicast Digital Session Definition
- Source 10: 2103
Session 10: 0000 00 00 00 00 -45678
Bandwidth (Mbps): |3
— @ Noterypt: fReozt.
Neterypt Port: i /|
" uprs & SOV Sesslon
Program Numbes:
INPUT ouTPuT
Sueam Delivery Type: Muticast | @
prdl) Somtce IP Addeossi:(optional) | 1076 78 45 . [—“ =
Sowice IP Addross 2:(optional) 5""":’":':::"'-. .’%’
Sewice IP Address L:foptional) [ i e '[_‘ -
Destination IP Address: [0 e
UOP Poet:
Do
IP address of Multicast IP address SDV environment with
staging processor; of redundant stream INPUT set to Multicast
GbE port IP address and OUTPUT set to
Multicast
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Enter the appropriate values in the following fields:

Bandwidth: Enter the bandwidth rate for the SDV service.

Netcrypt: Select the backup Netcrypt device that will be multicasting the
content for this service group.

Netcrypt I/O Port: Select the backup Netcrypt GbE port that will multicasting
the content (the same port that is receiving the content from the staging
processor or other source).

SDYV Session: Click to enable the SDV session.

MPTS: The incoming stream to the Netcrypt is Multi Program Transport
Stream (MPTS).

Important: In an SDV environment, SPTS should be the standard; therefore,
MPTS should never be selected.

Program Field: (only appears when MPTS is selected): Enter the program
number from the incoming stream for this session.

Note: Because MPTS must be selected to see this field and SPTS is the
standard, you should never see this field.

Stream Delivery Type: Select Multicast to define how the content is received
by the backup Netcrypt for both INPUT and OUTPUT, and then go to step 7.

Important: In an SDV environment, backup sources are set up as: Multicast
INPUT and Multicast OUTPUT.

Select or enter the following values for the appropriate stream delivery type you
selected in step 6:

INPUT

Multicast

— Source IP Address: The IP address of the backup staging processor (for
example, DCM, Mentor, BMR, or Terayon device) interface that is
sourcing the video.

— Source IP Address 2 (optional): The IP address of an additional backup
staging processor interface that is sourcing the video. An additional
staging processor provides redundancy, if needed.

— Source IP Address 3 (optional): The IP address of an additional backup
staging processor interface that is sourcing the video. An additional
staging processor provides redundancy, if needed.

— Destination IP Address: The destination IP address of the multicast
stream incoming to the backup Netcrypt device.

— UDP Port: The destination UDP port number for the incoming content.
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OUTPUT

B Multicast

— Destination Multicast IP Address: The multicast I[P address for the
destination output source that the backup Netcrypt device is sending
video to.

Important: This IP address must match the Destination IP Address
(INPUT) entered for the primary SDV multicast source definition.

— UDP Port (optional): The destination UDP port that the backup Netcrypt
device will use when sending the content to the network.

8 C(lick Save.

Note: For a redundant source definition, you do not need to set up a new SAM
service or place the service on the IPG Service List.
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Provision a Secure Service

Overview

Secure services can be viewed by only those subscribers who are properly
authorized. Subscribers who have purchased the service can then tune to the
appropriate channel that is mapped to the service.

Provisioning a Secure Service

1 Refer to the DNCS Online Help for your system release for specific steps to
perform the following tasks:

a Encrypting the source
b Creating an unlimited segment for the source
¢ Assigning the segment to a package
2 Isyour client application running SARA?
B Ifyes, go to Set Up a New SAM Service for an SDV Multicast Source (on
page 56).

®  If no, you have completed the procedures for provisioning the DNCS for
SDV. To complete any further procedures, refer to the documentation that
accompanies your SDV client application.
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Set Up a New SAM Service for an SDV Multicast
Source

Overview

For each SDV service that you plan to offer to subscribers who are authorized to use
an SDV-enabled DHCT, you must set up a SAM service. These SAM services must
include the watchtv application URL appended with ";SASD"

(bfs:/ /resapp/watchtv;SASD). This URL allows DHCTs to use the SDV application
when displaying an SDV channel.

Setting Up a New SAM Service for an SDV Multicast Source

1 Click the Application Interface Modules tab, and then click SAM Service. The
SAM Service List window opens.

2 Click File and select New. The Set Up SAM Service window opens.

¢ Set Up SAM Service E@@

Service I1D:

Service Name: IBSPNl(

Short Description: | ESPNU

Long Description: IESPN University

Application URL: | bfs://resapp/watchtv;SASD e— Select..|
LOgo: 'l
pParameter: A Number: |24d v String: 'I
| save [ Cancel [ Help |

Ensure that the Application URL is
bfs://resapp/watchtv;SASD.

3 Inthe Application URL field, select or enter bfs://resapp/watchtv;SASD and
then enter the appropriate data in the remaining fields of the window.
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Set Up a New SAM Service for an SDV Multicast Source

Click Save.
Results:

®  The Set Up SAM Service window closes.
B The service is added or updated in the SAM Service List.

®  The DNCS assigns a service ID for a new service. This service ID is required
to place the service on the channel map.

Do you want to create another service?
B If yes, repeat steps 2-4.
B [f no, click File and select Close to close the SAM Service List window.

Go to Place the SDV Service on a Channel Map (on page 58).
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Place the SDV Service on a Channel Map

Overview

This section describes how to place the services provisioned for SDV on the channel
map. This will enable subscribers who are authorized for the SDV application to

tune to SDV services.

Placing SDV Services on a Channel Map
1 Click the Application Interface Modules tab, and then click Channel Maps. The

58

2

File View

=10l x|
Help |

Channel Maps b

Default

Host Default

¢ Set Up Display Channel Map

Display Channel Map List window opens.

Default Channal Map

Available Services

[MCUBE 13th Warrior
[MCUBE Elack hawk
MCUBE Mincrity Repor
MCUBE Mummy 2
[NCUBE Scuth park
A _SDE Client

Channel Slot t

201 [ Showtime west [
202 Showtime 2 West
203 [Showtime 3 west il
204 | The Movie Channel e
205 FLI® west
206 Sundance WEst

M 207 | Movie Channel 2 West
208 ‘| HBO East

<< Remove | 206 | Latino B

210 HBO 2 E
211 Signature E
212 | Cinemax East
213 Family E
214 Action Max
215 More MAK

Double click on a channel slot to splitit

Lug 1D I?U

Find service: :

Save

Cancel

Help

Select the appropriate channel map, click File, and select Open. The Set Up
Display Channel Map window opens for the channel map you selected.

~10f]
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Place the SDV Service on a Channel Map

Scroll through the Available Services list and select the service you want to add
to the channel map.

Scroll through Channel Slot list until you see the channel slot to which you want
to assign the service, and then click the channel slot to select it.

Click Add. The service moves from the Available Services list to the Channel Slot
list you selected.

Click Save to save the channel map information in the DNCS database and close
the Set Up Display Channel Map window.

Note: By default, the system waits 20 minutes to build new channel maps.
However, the amount of time that elapses between a change to a channel map
and the time that a new channel map is built and broadcast to DHCTs varies
according to the SAM Update Timer setting. For this reason, allow an
appropriate amount of time to pass before testing the service to verify that
channels were added.

Do you want to add another service to a channel slot?
B If yes, repeat steps 3-6.
® If no, go to step 8.

On the Display Channel Map List window, click File and then select Close. The
Display Channel Map List window closes and the DNCS Administrative Console
returns to the forefront.
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Place the Service in the IPG Service List (Optional)

Overview

Each service that you create should be included in the IPG service list. This list
ensures that the program descriptions, which the DBDS receives from an IPG
provider, correctly match each service listed in the IPG.

Note: If you have added a new service to an existing source, you only need to
modify the channel slot in the channel map for the new service.

Placing the Service on the IPG Service List

60

The procedures for placing a service on the IPG Service List differ when you are
adding a new service to the channel map as opposed to editing an existing service on
the channel map. To add a new service, go to Adding a Service to the IPG Service
List (on page 60). To edit an existing channel slot in the channel map, go to Editing
an IPG Service (on page 62).

Important: We recommend that you perform either service map procedure during a
maintenance window as it can take up to 30 minutes.

Adding a Service to the IPG Service List
1 Click the Server Applications tab, and then click IPG. The IPG Server List
window opens.

2 Select the appropriate IPG server, click File, and then select Services. The IPG
Service List window opens.

»{ IPG Service List } =10 x|

File Wiew Help

IPC Provider Service Mame | SAM Service |D|

FLIXW 2z &
FMC 28
FOXSA 24
FOXSC 25
FOXSP 26
FUEL 23
HBOCE 43
HEOE 35
HBOE 37
HBOFE 40 |;
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3

9

Place the Service in the IPG Service List (Optional)

Click File and select New to add a new service to the IPG server. The Set Up IPG
Service window opens.

¥¢{ Set Up IPG Service N |

IPG Provider Service Mame: IESPNLI
SAM Serwvice ID:

Save | Cancell Help |
|

In the IPG Provider Service Name field, type the name that your IPG provider
has given to the service.

In the SAM Service ID, enter the number that the DNCS automatically generated
when you entered the service in the SAM Service List.

Note: To obtain the SAM service ID, go to step 4 in Setting Up a New SAM
Service for an SDV Multicast Source.

Click Save. The new service is listed in the IPG Service List window.
Do you want to add another service to the IPG service list?

B If yes, repeat steps 3-6.

® If no, go to step 8.

From the IPG Server List window, click File and select Close. The following
message appears.

Changes have been made to the Service List
Do vou want to send an update to the server?

es M

Click Yes to send an update to the server.

10 From the IPG Server List window, click File and select Close.
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Editing an IPG Service
1 Click the Server Applications tab, and then click IPG. The IPG Server List
window opens.

2 Select the appropriate IPG server, click File, and then select Services. The IPG
Service List window opens.

¥ IPG Service List J - O] %]

File Wiew Help

IPC Provider Service Mamea | SAM Service |D|

FLIXW 2z &
FMC 28
FOXSA 24
FOXSC 25
FOXSP 26
FUEL 23
HBOCE 43
HEOE 35
HBOE 37
HBOFE 40 |,

3 From the IPG Service List window, select the row of the desired IPG service.

4 From the File menu, click Open. The Set Up IPG Service window opens.

|[PG Provider Service Name: II:NBE

SaM Service D 29

Save | Cancell Help |

5 Edit the service name in the IPG Provider Service Name area and then click Save.

Note: You can only change the IPG Provider Service Name. You cannot change
the SAM Service ID.

6 From the Set Up IPG Service List window, click File and select Close. A message
appears asking if you want to send an update to the server.

Changes hawve baan made to the Serwvice List
Do vou want to send an update to the server?

Yes Mo |

7 Click Yes to send an update to the server.
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Downloading New Software to

an SDV Server

Introduction

When new software images are available for an SDV server, they can
be downloaded directly to an SDV server from the DNCS. Prior to
downloading new software to an SDV server for the first time, you
must run an sdvProvisionKeys script to synchronize the keys used by
the download protocol. Running this script for each SDV server only
one time enables you to directly download new software from the
DNCS for any future software images.

This chapter provides instructions for running the sdvProvisionKeys
script for each SDV server that requires a software download, loading
the software image onto the DNCS, and downloading new software
from the DNCS to each SDV server.

In This Chapter

B  Update the SDV Server Host File .......ccccccceeviriniiniiniiniinciniens 64
B Run the sdvProvisionKeys Script.........ccccoceeiinriiinniiiniiiccens 65
B [Install the SDV Software on the DNCS.........ccccooovvvievievreeeieereeene, 66
B Download New Software to an SDV Server .........cccoeevveeveereeennenne. 68
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Update the SDV Server Host File

Overview

The hosts file is used to store the host names that are mapped to the IP addresses on
the SDV server. This file must include an entry that identifies the dncsatm. This
section provides instructions to add the dncsatm entry to the hosts file.

Updating the Host File

1 From the DNCS Administrative Console, click the Utilities tab, and then click
xterm. An xterm window opens.

2 Complete the following steps to log on to the xterm window as root user.
a Type su-and press Enter. The password prompt appears.
b Type the root password and press Enter.

3 Type the following command: cd /etc

Open the hosts file using an editor of your choice. The hosts file opens in editor
mode.

[root@wlsdbrmt2 dncs]# vi letc/hosts
127.0.0.1 localhost.localdomain localhost
10.253.0.1 dncsatm dncsatm entry
in fetc/hosts file

Note: This hosts file is a sample that includes the dncsatm entry.

Important: Do not add or remove any entries in your host file unless you are
absolutely certain that they are not required for your environment.

Add the dncsatm entry to your hosts file.
Save the changes to the hosts file and exit the editor.

Remain logged in as root user and go to Run the sdvProvisionKeys Script (on
page 65).
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Run the sdvProvisionKeys Script

Overview

The sdvProvisionKeys script is a script that allows you to synchronize the SDV
server keys used by the download protocol. The script enables an SDV server to
download new software directly from the DNCS.

Important: Run the sdvProvisionKeys script once for each SDV server.

Note: The sdvProvisionKeys script is included in your SDV package.

Running the sdvProvisionKeys Script

Complete the following steps to run the sdvProvisionKeys script for each SDV
server that will require new software.

4024447 Rev C
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From the xterm window where you are logged in as root user, type the following
command: cd /dvs/dncs/bin

Type /sdvProvisionKeys <IP Address of SDV Server> and press Enter. The
script begins to run.

Note: The script will take a few minutes to complete.
Did the script successfully run?

B If yes, the last few lines at the end of the script will resemble the following
output.

setup ssh/scp access from dncs@172.22.0.10 => dncs@dncsatm...

success placing private key (/fexport/home/dncs/.sshisdvKey) in 172.22.0.10:/home/dncs/.ssh/dncsatm.dncs
success placing public key (/lexport/home/dncs/.sshisdvKey.pub) in 172.22.0.10:/home/dncs/.ssh/dncsatm.dncs.pub
success adding key (/lexportthome/dncs/.ssh/sdvKey.pub) to local /exportthome/dncs/.ssh/authorized_keys

B Jf no, contact Cisco Services.

Do you want to run the sdvProvisionKeys script for another SDV server?
B If yes, repeat steps 2-3.

® If no, go to step 5.

Type exit to then press Enter to exit from the root user.

Keep the xterm window open and go to Install the SDV Software on the DNCS
(on page 66).

65



Chapter 3 Downloading New Software to an SDV Server

Install the SDV Software on the DNCS

Overview

This section describes how to install the SDV software from our FTP site or from a
CD. The file is an RPM (Red Hat Package Manager) file.

Installing the SDV Software from Our FTP Server

Access to the FTP server requires current FTP server site access information. Because
many sites do not allow an open Internet connection to the DNCS for security
reasons, the following procedure provides generic instructions to access the FTP
server and download the software onto the DNCS.

66
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From the xterm window, type cd /export/home/dncs. This becomes your
working directory.

Log on to the FTP server.
Notes:
®  The address of the server is ftp.sciatl.com or 192.133.243.133.

Note: The address for the FTP server is subject to change. If you are unable to
reach the FTP server, please contact Cisco Services for the latest address.

®  The username is anonymous.

®  The password is the e-mail address of the person logging in.

Choose one of the following options to navigate to the directory in which the file
is located:

® If you are outside our firewall, type cd /pub/scicare/RELEASED
B If you are inside our firewall, type cd /external_pub/scicare/RELEASED
Type bin and press Enter. The system sets the FTP transfer mode to binary.

Type hash and press Enter. The system configures itself to display hash marks
that show file-transfer progress.

Type prompt and press Enter. The system indicates that interactive mode is off.

Type get sdb-[version number].rpm and press Enter. The system begins copying
the file (or files) from the FTP site to the current directory on your DNCS.

Type bye and press Enter to log out of the FTP server.
Go to Download New Software to an SDV Server (on page 68).
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Installing the SDV Software from a CD

4024447 Rev C

1
2

Insert the SDV CD into the CD-ROM drive of the DNCS.

Did the File Manager window display?

B If yes, the CD mounted successfully. Go to step 4.

B If no, type df -k to determine where the CD is mounted and go to step 3.
Is /cdrom listed in the output?

B If yes, go to step 4.

B If no, call Cisco Services.

From the xterm window where you are logged in as root user, type
cd /cdrom/cdrom0 and press Enter to access the cdrom0 directory.

Type Is -Ir. The output will resemble the following data.

-r—r—r-- 1root root 926380 May 31 14:00 sdb-1.1.7.1.i386
Copy the RPM file to the /export/home/dncs directory on the DNCS.
Example: cp sdb-1.1.7-1.i386.rpm /export/home/dncs

Go to Download New Software to an SDV Server (on page 68).
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Download New Software to an SDV Server

Overview

This section describes how to download or to download and install new software
from the DNCS directly to an SDV server. Procedures are also included that enable
you to verify the status of the download and installation.

Downloading the New Software to an SDV Server

1 From the DNCS Administrative Console, click the Network Element
Provisioning tab, and then click SDV Server. The SDV Server window opens.

Bl [ Yeow (o ek g
& p-HOND
DNCSISOV Server sl
<o
A 1 ovateong SDV Server
Dewmdowd Sefimme
-~ r Server Name 1P Address | Oaline | Generic | Primasy State Secondaey Sarver
o Acthve
s> Servert0! 192 168 100 1 You N Yes F’n:"‘:-hq
r SoSerm 119 N Mo Ofn
SSerart 1.2 ] N, Ol .
asa e
Doew

2 Click the Select box adjacent to the server to which you want to download the
new software, and then click Download Software. The Download Software for

Server <Name of SDV Server> window opens.
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Download New Software to an SDV Server

3 Enter the following in the Software Download for Server <Name of SDV Server>

window.

a Inthe Image Download String and the Image Execute String fields, type the
name for the image file (for example, sdb-[version].rpm)

b In the Host field, type dncsatm.
¢ Inthe User Name field, type dncs.
Example:

Note: The screen on your system may differ slightly from the screen shown here.

> Mozillo Firefox
Ple Edt Vew Go Jools Help

G- HOD

DNCSISDV ServerfSoftware Download alialn
cisco

Help Software Download for Server sdbServer101
(EL)

Image Download String: | sdb-1 4.2-13 el 355 pm

Image Execute String: [epm Uvh 5801 4 213 old G386 rpm

Host: (dm;s.):m
User Name: [dnc';
Software Revision: 142
Last Software Download Status: ]
Current Software Image:

Download | Downloadinstall | Retieve Status |

Dane

Choose one of the following options to download software to an SDV server:

®  Click Download to only download the software to the SDV server, and then
go to step 5.

®  Click Download/Install to download and install the software image
simultaneously, and then go to step 9.

Wait for a “successful download” message and select OK. The Last Software
Download Status remains InProgress unless Retrieve Download Status is
selected.

Click Retrieve Status.

Does the download status state “success”?

B If yes, you have successfully retrieved the software image. Go to step 8.
B Jf no, contact Cisco Services.

Do you want to install the software?

B If yes, click Reset and then go to step 9.

®  If no, you have completed the procedures to retrieve the latest software.

Wait for “InProgress” to appear in Last Software Download Status field and then
click Retrieve Download Status.
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10

11

Did the Software Revision and Current Software Image fields change to reflect
the new software version?

B If yes, you have successfully downloaded and installed the new software.

B Jf no, wait a few minutes and click Retrieve Download Status because the
download and install function may not have completed. If these fields do not
update with the current software, contact Cisco Services.

Repeat this procedure for each SDV server that requires the new software image.
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Customer Information

If You Have Questions

If you have technical questions, call Cisco Services for assistance.
Follow the menu options to speak with a service engineer.

Access your company's extranet site to view or order additional
technical publications. For accessing instructions, contact the
representative who handles your account. Check your extranet site
often as the information is updated frequently.
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Provisioning PPV Services for
SDV

Introduction

This appendix describes how to provision secure pay-per-view (PPV)
broadcasts for SDV services. The procedures duplicate some of the
procedures used to provision clear channels for SDV services;
however, unique procedures exist for PPV broadcasts. These unique
procedures will be described in this appendix.

In This Appendix

B Creating a PPV Service for SDV ........ccccccviiiinniiiiicciincccn, 74
B QOverview of Procedures to Create PPV Service for SDV................. 75
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Provisioning PPV Services for SDV

Creating a PPV Service for SDV

Introduction

74

Provisioning PPV broadcasts requires you to create a source to deliver content to
subscribers, as well as to define and build a session that delivers the data to set-tops.
After you create the source and encrypt it, you will create a SAM Service that
includes the watchtv;SASD URL.

Unlike clear services, you must create a PPV service using the PPV Service feature
on the DNCS GUI. Because the system automatically registers the PPV service with
SAM, the service is defined with the bfs://resapp/ippv application URL. Therefore,
when creating or editing an existing PPV service for SDV, you must link the service
to the SDV SAM service (watchtv;SASD URL) in the Event Use Service field within
the PPV Service GUL

Example: Flowchart to create a new PPV service for SDV

Create a New Create a New
Source

Source Definition

Create/Edit
PPV Service

Create a New
SAM Service
(watchtv;SASD)

Place in IPG
Service List

Add PPV
Service on
Channel Map
(Optional)

*

— PPV Service GUl on DNCS
— Select SDV SAM Service for Event Use Service field
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Overview of Procedures to Create PPV Service for
SDV

Provisioning a PPV Service for SDV

To provision a PPV service for SDV, use the following outline as a guide.
1 Create or edit a source definition that is enabled for SDV.
2 Create a SAM service that includes the watchtv;SASD URL.

3 Using the PPV Service GUI on the DNCS, select the PPV SAM Service (set up for
SDV) from the Event Use Service field.

Lol

Service ID: 241

Service Name: TP _01

Short Description: TPO1

Long Description: IE{I‘P Choice 1

Logo Index: | 242

Default Order Phone Mumber: IEBR—549

Default Cost: |§$2 .98

Default Order Start Interval: l:i) hours l:x)_ minutes

@ent Use Service: ISDVTest |&
Subscription Service: I- none - A
Interstitial Service: I- none - A

’ Save I Cancel | Help
Results:
B After saving this information, a new SAM Service is created with the
bfs:/ /resapp/ippv URL.
®  The newly created SAM Service is placed on the switched digital channel
map.
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Reducing the Number of Shell
Sessions for Existing Service
Groups

Introduction

SDV requires the creation of shell sessions, each of which contains a
session identifier (session ID), a nominal bandwidth (capacity or
throughput), and an RF carrier assignment. You can think of a shell
session as a pipe used to facilitate a program request from the SDV
server by binding it with a desired program stream.

Whenever the system resource manager (SRM) processes are restarted,
no new exclusive sessions can be created (for example, no new VOD
sessions can be created). When there are a large number of shell
sessions, the time in which new exclusive sessions cannot be created is
extended.

Therefore, to reduce the number of shell sessions and expedite this
process we recommend changing the fundamental bandwidth unit to
3.75 Mbps and the session group rate to 37.5 Mbps. This will also
reduce the number of sessions requests from the SDV server to the
DNCS,

This appendix describes the procedures to reduce the number of shell
sessions for existing service groups defined on the DNCS for SDV.

Important: If you are provisioning SDV for the first time, follow the
procedures Provisioning SDV Services on the DNCS (on page 11).

In This Appendix
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Appendix B

Reducing the Number of Shell Sessions for Existing Service Groups

Overview

You will need to perform the following procedures to reduce the number of shell
sessions for existing service groups:

Important: These procedures should be performed during a maintenance window.

®  Change the maximum bandwidth for each SDV service group to zero (tears
down the shell session for the service group)

®  Modify the fundamental bandwidth unit on the DNCS from 1.875 Mbps to 3.75
Mbps

®  Modify the maximum bandwidth, contiguous bandwidth, and rate on the DNCS
for each service group

Example for 1 QAM:

®  Maximum Bandwidth = 37.5 Mbps

®  Contiguous Bandwidth Quantity =1

®  Contiguous Bandwidth Rate = 37.5 Mbps

Stopping SDV Processes

78

1 From the DNCS Administrative Console, click Network Element Provisioning
and then click Service Group. The Service Group Data window opens.

2 Use the Filter to display the SDV-enabled service group(s).
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Note: To filter for a service group(s), select a filter type (ID, Name, Parent ID),

Overview

enter a value for the type you selected and then click Show. The service group(s)

that meet this criteria appear in the Service Group Data window.

Mozl | iretox

e L Vew Go Techs il
G- HF0D

DNCS/Service Group Data

. Service Group Data

-

Filter Totel Rowtx) 1 Bows pergage |10 5] MA puge[T ot WIDM Seercs Q

: Fledd: . e | Paesio Name Chitdron P l::"«
By Value: o

[l GaanRF OUT L (1)

GaanniF OUT Y )
=
Gaam & OUT Y (1)
S
GaanRF OUT ¢
5S¢
GaanBf OUT2 &)
54
GaanRF OUT 2 §B)
54
Gaen8F OUT2 ()

51
— 1 06 SVO CEP § GoaniF OUT2 @ o
e _Sve_GRP_ 54
GaanRF OUT3I @)
=
G B OUT 3 00
54
OgenRF OUT3(11)
S¢
Gawm ¥ CUT IO
54
GqenRE OUT 4 (13)
S4
Gawn RY CUT & (18)
Se

G FF QUT 4 15

Oqen RE OUT & (16)

O

A ) k) oeew | Ame )

o
cisco

e Lol
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Appendix B
Reducing the Number of Shell Sessions for Existing Service Groups

3 When the service group(s) appears in the Select the service group data window,
select the first SDV-enabled service group and click Edit. The Edit Service Group
window opens.

N Sorvioe Group Dats (wiley: B045) - Mazithy Fienfox

Ble (St Vew Go Jools lelp
DNCSIService Group DataEdit Service Group

Welp Edit Service Group
(L]
Service Growp 10: '
Service Growp Name: SO8_SVC_GRP_1
Paremt 1D fu
Children
7 USRM Growp
Por:
Available Perts Selectod Ports
AspenRF =2 QamRF OUT 1 (1)
ASpanRF Add = ) VRF OUT 1 )
AspanFiF mRF OUT1 (3)
AspenRF O v8F OUT L (&)
AspanRF OUT 2 ) ; 5 Remove J SebGeamBF OUT2 5) /
¥ SOV Enabled
Primary SOV Server: @S0l ¥
Mini Carousnl Destination IP Addeosx: 235011
Maximum Bandwidth (Mbpsj: [wo

Bandwidth Release Increment (Mbps): f?fs“

Bandwidth Release lnterval fseconds): |10
Recapture Bandwidth Thieshold (bpsy: (00

Bandwideh:

Name Ouantity Rate (Mbps) Chanael Overhead
Comtiguous Bandwidh 1: IAU o ) [( s [L‘ ]
Contiguous Bandwidt 2: lo [oo [o

Coatiguous Bandwid 3: [o [oo [o

Dene

4 From the Maximum Bandwidth (Mbps) field, type 0 (zero).

Note: Setting the Maximum Bandwidth to zero will tear down the sessions
associated with this service group.

5 Click Save. The Edit Service Group window closes and you are returned to the
Service Group Data window.

6 Select the radio button for the next SDV-enabled service group and click Edit.
The Edit Service Group window opens.

From the Maximum Bandwidth field, type 0 (zero).

8 Click Save. The Edit Service Group window closes and you are returned to the
Service Group Data window.

9 Repeat steps 5 through 8 for each remaining SDV-enabled service group.
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Modifying the Fundamental Bandwidth Unit

1 From the DNCS Administrative Console, click System Provisioning and then
click Sys Config. The DNCS System Configuration window opens.

¥< DNCS System Configuration

DSM-CC 1 SDV Parameters I InstaStaging ] Advanced Parameters] I

]

Reserved Program Numbers:

Starting MPEG Program Number: 2 00

|

Ending MPEG Program Number: 1 000

Configurable Trap Destination Addresses: {

First additional Trap Destination IP Address: I o e

Second Additional Trap Destination IP Address: I X K

Third Additional Trap Destination IP Address: I s ]

i

Session Resource Manager Timeout: | 20000 milliseconds

Fundamental Bandwidth Unit: 3.75 Mbps

;

Highest Program Bandwidth: '| 5.000  mbps

- “emigsion Rate:

4000

Edit Fundamental Bandwidth
Unit to 3.75 Mbps

2 Click the SDV Parameters tab.

3 From the Fundamental Bandwidth Unit field, highlight the current entry and
type 3.75. Click Save.

Modifying the Contiguous Bandwidth Rate

4024447 Rev C

Important: If you have a large number of service groups, you can choose to modify
them all at once during a single maintenance window or over a period of days
during different maintenance windows.

1 From the DNCS Administrative Console, click Network Element Provisioning
and then click Service Group. The Service Group Data window opens.
2 Use the Filter to display the SDV-enabled service group(s).

Note: To filter for a service group(s), select a filter type (ID, Name, Parent ID),
enter a value for the type you selected and then click Show. The service group(s)
that meet this criteria appear in the Service Group Data window.

3 When the service group(s) appears in the Select the service group data window,
select the first SDV-enabled service group and click Edit. The Edit Service Group
window opens.

4 From the Contiguous Bandwidth 1 Quantity field, enter the value that is
appropriate for your system.
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5 From the Contiguous Bandwidth 1 Rate field, highlight the current value and
enter 37.5.

6 Click Save. The Edit Service Group window closes and you are returned to the
Service Group Data window.

7 Select the radio button for the next SDV-enabled service group and click Edit.
The Edit Service Group window opens.

8 From the Contiguous Bandwidth 1 Quantity field, enter the value that is
appropriate for your system.

9 From the Contiguous Bandwidth 1 Rate field, highlight the current value and
enter 37.5.

10 Click Save. The Edit Service Group window closes and you are returned to the
Service Group Data window.

11 Repeat steps 3 through 9 for each remaining SDV-enabled service group.
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Provisioning Services for SDV

in an RNCS Environment

Introduction

Important: This procedures in this appendix pertain to sites that are
running an SDV server software prior to version 1.4.2 and a procedure
for sites that are running version 1.4.2 or later.

This appendix describes how to provision services on the DNCS for
SDV in a Remote Network Control System (RNCS) environment. Use
the procedures in this appendix, along with the comprehensive
procedures for setting up and configuring SDV service on the DNCS
in Provisioning SDV Services on the DNCS (on page 11).

In This Appendix

B Before YOU Begin........ccccoviiiiiiiiiciiicciceeeeeeeeee e 84
B Add Source IDs for SDV Services in an RNCS Environment......... 85
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Before You Begin

Provisioning services for SDV in an RNCS system requires preparation. Before you
begin the provisioning process, please ensure that your system meets specific
prerequisites. Then determine whether you need to add a new service or use an
existing service to set up SDV for the remote sites.

Required Prerequisites

To utilize SDV in an RNCS environment, your system must meet the following
prerequisites:

® The DNCS must be operating at SR 2.8/3.8/4.3 or later.

® Headend components (for example, GQAM, Netcrypt Bulk Encryptor devices)
must include the software versions that are defined in System Release 4.3 Release
Notes (part number 4019358).

® SDV must be enabled and operating on your system.

®  RNCS must be enabled and operating at the main and remote sites for your
system.

Should | Create a New Service or Use an Existing Service?

Before adding services to your system, determine whether you need to create a new
service or use an existing one. The criteria for making your decision is provided in
the following list:

B Adding a New Service: If you are running an SDV server software version prior
to version 1.4.2, you must complete the procedures in Creating a New Source ID
and Source Definition for a Remote Site (on page 85). Procedures include how to
add a new source ID and source definition for SDV at an RNCS site.

® Using an Existing Service: If you are running SDV server software version 1.4.2
or later, have low memory set-tops on your system, and want to associate
individual service groups to unique zones , complete the procedures in Creating
a Source Definition for an Existing Source ID. Using this procedure will help to
eliminate the need for duplicate sources which can cause memory issues.
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Add Source IDs for SDV Services in an RNCS
Environment

This section provides the procedures to add new sources or use existing sources for
SDV in an RNCS environment. Depending on the SDV server software version you
are running, go to Creating a New Source ID and Source Definition for a Remote
Site (on page 85) or Creating a Source Definition for an Existing Source ID

(on page 93).

Creating a New Source ID and Source Definition for a Remote Site

4024447 Rev C

Important: These procedures are written for systems that are running an SDV Server
software version prior to version 1.4.2.

Adding a New Source ID

Refer to the following diagram for an overview of the procedures that must be
completed to add a new SDV multicast source and source ID to your system.
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86

Important: The procedures in the following diagram that are enclosed in the dashed
box are unique for provisioning SDV at remote sites and, therefore, include steps
that differ from provisioning procedures for the main DNCS site.

'— Procedures unique for setting

Croate a Now Create a New up SDV in an RNCS system
Source l

Source Definition

Create a New
ervice? SAM Service
N AT (watchtv;SASD)

w

Add Service
to Channel
Map

Encrypt
Service

Add Service

Add Unlimited to IPG Service
Segment List

(Optional)

Add Segment
to Package

Complete the following steps to set up a new SDV multicast source for SDV services
at a remote site.
1 Click the DNCS tab and then click the System Provisioning tab.

2 Click Source. The Source List window opens.
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Click File and select New. The Set Up Source window opens.

¢ Set Up Source @

Source Name: | RNCS_SDV_PBSHD]

Source ID: | 13005

SDV Status:  ~ None A fctive  « Inactive SDV Parametersl

’ Save | Cancel | Help |

Enter a name in the Source Name field and an ID value in the Source ID field.

Important: Spaces are not permitted in the Source Name field.
From the SDV Status field, click Active to define the source to use SDV services.

Note: Selecting Inactive will set up the source for SDV services, but it will
remain inactive until it is changed to Active. Selecting None will not set up the
source for SDV services.

Click SDV Parameters to set up parameters for the SDV source. The DNCS SDV
Source window opens.

S Mazilla Firefox
file (4t View Go TJools Hep

DNCSIDNCS SDV Source afualig
cisco

olp DNCS SDV Source for D_233 SPEED2 dcm2
m S

Priority: ["/qh =

Recapture Time(minutes): [.‘1:0

Recapture Acknewledy Timefs ds} [»Lb

Classifier: [*sna <

Sawve | Concet |

Deoee

Maintain the default values or change them to different values that are specific to
your system.

Did you make changes to the DNCS SDV Source window?
B If yes, click Save and then click Exit.
B If no, click Exit.

From the Set Up Source window, click Save. The new source is listed in the
Source List window

10 Do you need to create another new source ID?

B If yes, repeat steps 1-9.

®  If no, go to Creating a Source Definition (on page 88).
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Creating a Source Definition

88

A

CAUTION:

You must create new Source IDs for each SDV service. Creating an SDV
Source Definition from an existing Source ID, such as a broadcast service,
causes the system to bind an SDV session even when tuning to the broadcast
session. This may cause the system to run out of SDV bandwidth quickly.

Sessions define and allocate the resources that the network uses to deliver sources.
Complete the following steps to define a new source definition (session) for the SDV
source you just created.

1 From the Source List window, select the new SDV source, click File, and then
select Source Definitions. The Source Definitions window opens.

%{\“ A Y BE}@]
File | View Help

" hew Analog

(New Digital} BSHD |
New non-54 Digital
g e sesioniD | anaiea | DefaE | b wame | v 10| L5 2ot
glose Ctrl+C I I [ ] I I

IDone.

2 From the File menu, select New Digital. The Set Up Digital Source Definition
window opens.

3 For the Session ID field, type the following: 00:00:00:00:00:00 nnnnn, where
“nnnnn” is the source ID that you entered when you added the source to the
Source List.

Example: For source ID 13005, enter 00:00:00:00:00:00 13005.

4 Click Next. The Define Session window opens.

% Set Up Digital Source Definition B =10f x|

—Define Session

Sources for broadcast programming require additional steps to set up
a session. BFS sources dont require session setup.

What is this source for?  Broadcast programming
v BFS
A Multicast through a netcrypt

v Multicast through a GRAM

cancel | <<Back [ Mext>> | Help |
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5 Click Multicast through a netcrypt and then click Next. The Multicast Digital
Session Definition window opens.

¥y Mazilla Firefox

Ble £ View Go Jools Help

S O%

DNCS/Multicast Digital Session Definition

arloaeln
cisco

ety Multicast Digital Session Definition

on
Sowrew 1D: 132
Sussion 1D; 00 00 00 00 00 00 -776558
Bandwideth (Mbps): 15

® 14 SOV-Neterypt »]
Naoterypt Pore: [_1 -__l
I mprS [~ SOV Session
Progras Numbes:
INPUT ouTPuT
Stream Delivery Type: r'du’m ast _-:
Source IP Address1:{optional) | 17216 1517 *— Stream Dolivery Type: (Viokcast =
Source IP Address 7:(optiomal) et —
0 W Addruss: [236 3505
Source IP Addruss 3:(optional) | 2 e e
Destination 1P Addross: [z%015 Hpotopdemar
BOP Port: [12005
Sove | Cancet |
e
Select the Netcrypt device Enter the IP address for the staging
at the remote site. processor at the remote site.

Enter the appropriate values in the following fields:
B Bandwidth (Mbps): Enter the bandwidth rate for the SDV service.

B Netcrypt: Select the Netcrypt device at the remote location that will be
multicasting the content for this service group.

B  Netcrypt Port: Select the Netcrypt GbE port that will be multicasting the
content (the same port that is receiving the content from the staging
processor or other source).

®  MPTS: Leave this option disabled. Enabling MPTS indicates that the
incoming stream to the Netcrypt is a Multiprogram Transport Stream
(MPTS).

Important: In an SDV environment, SPTS (Single Program Transport Stream)
should be the standard; therefore, MPTS should never be enabled.

B SPV Session: Check the SDV Session check box to enable the SDV session.

®  Program Number (is active only when MPTS is selected): You do not need to
enter a program number in an SDV environment. Go to step 7.
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7 Select or enter the following values for the stream delivery type you selected in
step 6:

INPUT
¥ Stream Delivery Type: Select Multicast.

®  Source IP Address 1: (optional): The IP address of the staging processor (for
example, DCM, Mentor, BMR, or Terayon device) interface that is sourcing
the video at the remote site.

®  Source IP Address 2 (optional): The IP address of an additional staging
processor interface that is sourcing the video at the remote site. An additional
staging processor provides redundancy, if needed.

B Source IP Address 3 (optional): The IP address of an additional staging
processor interface that is sourcing the video at the remote site. An additional
staging processor provides redundancy, if needed.

B  Destination IP Address: The destination IP address of the multicast stream
incoming to the Netcrypt device.

®  UDP Port: The destination UDP port number for the incoming content.
OUTPUT

B Stream Delivery Type: Select Multicast.

B Destination IP Address: The multicast IP address for the destination output
source that the Netcrypt device is sending video to.

®  Output (optional): The destination UDP port that the Netcrypt device will
use when sending the content to the network.

Click Save.
Do you need to create an additional source definition for this service ID?
B If yes, repeat steps 1-8.

® If no, you have completed this procedure and should refer to the flow chart
in Adding a New Source ID (on page 85) to complete the remaining
provisioning procedures.
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Creating a Source Definition for an Existing Source ID

This section describes how to create additional source definitions for an existing
source ID when the source definitions are specific to ad zone programming.

Important:

® To set up ad zones, refer to Series D9500 Switched Digital Video Servers Installation
and Operation Guide (part number 4012584).

®  To successfully provision new services for an existing source for SDV at a remote
site (i.e., using the ad zone provisioning feature on the SDV Server), you must be
running SDV Server software version 1.4.2 or later.

Note: For setting up new source definitions for source redundancy, refer to Creating
a Source Definition For an Existing SDV Source (on page 91).

Creating a Source Definition for an Existing SDV Source

Complete the following steps to define a new source definition (session) for an

existing SDV source. Sessions define and allocate the resources that the network uses
to deliver sources.

1 From the Source List window, select the existing SDV source, click File, and then
select Source Definitions. The Source Definitions window opens.

File | wiew Help
" New Analog
(New Digital } BSHD |
New non-5& Digital
s St e sesion1D | fnatod | [ Tt | b wame | rub | et
Close Ctrlsc |22 AM [ 00:00:00:01:30:05 13005 | | | | | Multicast
!

2 From the File menu, select New Digital. The Set Up Digital Source Definition
window opens.

3 For the Session ID field, type the following: 00:00:00:00:00:00 nnnnn, where

“nnnnn” is the source ID that you entered when you added the source to the
Source List.

Example: For source ID 13005, enter 00:00:00:00:00:00 13005.
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92

4 Click Next. The Define Session window opens.

%¢ Set Up Digital Source Definition ) o =] 24

—Define Session

Sources for broadcast programming require additional steps to set up
a session. BFS sources dont require session setup.

What is this source for? ~» Broadcast programming
w BFS
A Multicast through a netcrypt
v Multicast through a GRAM

Cancel | << Back | Next >> | Help |

Click Multicast through a netcrypt and then click Next. The Multicast Digital
Session Definition window opens.

N Mazilla Firotox

Ble Edt View Go JYools Help
HOD
v o Wyl

DNCSMulticast Digital Session Definition

cisco

ety Multicast Digital Session Definition
un

Source ID; 1322

Session 10: 00 00 00.00.00 00 778688

Bandwidth Mbpy): s

Netcrype: SOV-Netcrypt ¥]

® Netcypt Port: =

M mers 7 sovs [

Program Nember: r__..._.

INPUT ourPuT

Stroam Dobivery Type: | Mukicast =]

Souwrce IP Addresst:(optionaly 172 1616 17 ® -
Sousce IP Addeess 2:(optional) |

Stueam Delivary Type: Muticast ¥]

Destination IP Address: [236 3505
Source IP Address 3:(optional) |

P o ». {' 371
Destination 1P Address: [2s015 - -
UDP Port: 72005

Select the Netcrypt device Enter the IP address for Do not select
at the remote site. the staging processor at SDV session.
the remote site.
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Enter the appropriate values in the following fields:

Bandwidth (Mbps): Enter the bandwidth rate for the SDV service.

Netcrypt: Select the Netcrypt device for the remote location that will be
multicasting the content for this service group.

Netcrypt Port: Select the Netcrypt GbE port that will be multicasting the
content (the same port that is receiving the content from the staging
processor or other source).

MPTS: The incoming stream to the Netcrypt is Multi Program Transport
Stream (MPTS).

Important: In an SDV environment, SPTS (Single Program Transport Stream)
should be the standard; therefore, MPTS should never be enabled.

SDV Session: Do not enable this option.

Program Number (is active only when MPTS is selected): You do not need to
enter a program number in an SDV environment. Go to step 7.

Select or enter the following values for the stream delivery type you selected in

step 6:

INPUT

®  Multicast: Select Multicast.

®  Source IP Address 1 (optional): The IP address of the staging processor (for
example, DCM, Mentor, BMR, or Terayon device) interface that is sourcing
the video at the remote site.

®  Source IP Address 2 (optional): The IP address of an additional staging
processor interface that is sourcing the video at the remote site. An additional
staging processor provides redundancy, if needed.

®  Source IP Address 3 (optional): The IP address of an additional staging
processor interface that is sourcing the video at the remote site. An additional
staging processor provides redundancy, if needed.

®  Destination IP Address: The destination IP address of the multicast stream
incoming to the Netcrypt device.

®  UDP Port: The destination UDP port number for the incoming content.

OUTPUT

®  Multicast: Select Multicast.

®  Destination IP Address: The multicast IP address for the destination output
source that the Netcrypt device is sending video to.

®  Output (optional): The destination UDP port that the Netcrypt device will
use when sending the content to the network.

Click Save.
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9 Do you need to create an additional source definition for this service ID?
B If yes, repeat steps 1-8.

® If no, you have completed this procedure and should refer to the flow chart
in Adding a New Source ID (on page 85) to complete the remaining
provisioning procedures.

Provisioning Ad Zones on the SDV Server

Important: To provision ad zones, refer to Series D9500 Switched Digital Video Servers
Installation and Operation Guide (part number 4012584).

You can associate individual service groups to unique ad zones for RNCS zone
functionality. For each offered program in the SDV tier, ad zone versions of the
program can be created. When a client requests an SDV program, the server tests to
see if an ad zone version of the program exists. If it exists, the program is delivered
to the requesting client.

Provisioning ad zones is done on the SDV Server Web UI by an SDV operator who
has administrative privileges.

To provision ad zones, refer to Series D9500 Switched Digital Video Servers Installation
and Operation Guide (part number 4012584).

94 4024447 Rev C



4024447 Rev C

Configuring Sources for
Secondary BFS QAMs in a
Distributed BFS System

Introduction

If you are currently utilizing Distributed BFS and you are upgrading
your system to support SDV, you must add a number of BFS sources
to your BFS source list. These additional sources will need to be added
to all of your secondary BFS QAMs.

This appendix provides procedures for sites using either a BFS BIG or
a Direct ASI model.

In This Appendix
®  Adding BFS Sources - Sites Using a BFS BIG..........ccccccccoviviiinnn, 96
® Adding BFS Sources - Sites Using Direct ASI...........ccccccccovvviinnnnns 98

95



Appendix D
Configuring Sources for Secondary BFS QAMs in a Distributed BFS System

Adding BFS Sources - Sites Using a BFS BIG

Complete the following procedure if your DNCS uses a BFS BIG to distribute the
BFS carousel data.

1 Confirm that the BFS sources are enabled for SDV services. Refer to Confirm the
BFS Source for Switched Digital Services (on page 7) for details.

2 Open the Set Up BIG window by following the quick path:
DNCS Administrative Console > Network Element Provisioning tab > BIG >
File > Open

3 Click PAT Configuration to open the BIG PAT window.
Verify the BIG PAT Session Number and Program Number data, making sure

that your Program Numbers are sequentially in order and in line with the
Session Numbers.

Note: Your DNCS sessions 2 through 22 should not change; however, DNCS
sessions greater than 22 must be deleted and reentered with the correct
sequential Program Number.

Example: BIG PAT Session Number and Program Number Data (Program
Numbers in Sequential Order and in line with Session Numbers)

Session Number Program Number
2 128
4 129
6 130
8 131
10 132
12 133
14 134
16 135
18 136
20 137
22 138
24 139
26 140
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Session Number Program Number
28 141
30 142
32 143
199 144

Important: Cisco recommends that you go ahead and add all SDV sources 24
through 32 to reduce the number of times that the PAT Configuration table has
to be edited.

After the SDV sessions are built, if the sessions are not immediately utilized, then
disable the DNCS ATM source by following the quick path:

DNCS Administrative Console > Application Interface Modules tab > BFS
Admin > select DNCS > File > Select > Sources tab > select source to be
modified > File > Open > set source to Disable > Save

Once the PAT Configuration Table has been modified, update any secondary
BFS QAMs by tearing down any session greater than 22 and rebuilding the
session with the correct Program Number.
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Adding BFS Sources - Sites Using Direct ASI

Complete the following procedure if your DNCS uses the Direct ASI option to
distribute BFS data.

Note: A benefit of using the Direct ASI option is that you only need to build sessions
as you need them on your primary and secondary BFS QAMs. There is no need to tear
down any DNCS sessions greater than 22 as you would do within a BFS QAM
system.

1 Confirm that the BFS sources are enabled for SDV services. Refer to Confirm the
BES Source for Switched Digital Services (on page 7) for details.

2 Manually add your BFS sources by following the quick path:
DNCS Administrative Console > DNCS tab > Source

3 As BFS sources are built, the DNCS automatically retrieves the next available
program number from the source list. As a result, there is no need to update the
PAT Configuration Table by hand.

In the following example, note that Session 22 is Program Number 138, while
Session 199 is Program Number 139, and Session 24 is Program Number 140.

When Session 24 was built, it took the next available Program Number, which
was 140. With the Direct ASI model, you can have Program Numbers out of
sequence in the PAT Configuration table.

Example:

Session Number Program Number
2 128
4 129
6 130
8 131
10 132
12 133
14 134
16 135
18 136
20 137
22 138
24 140
26 141
28 142
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Session Number Program Number
30 143
32 144
199 139

After adding the BFS sources, update any secondary BFS QAMs by adding the
same sessions to the secondary BFS QAMs.

Example: If you added sessions 24 and 26 to the primary BFS QAM, you must
add the same sessions to all secondary BFS QAMs as Continuous Feed sessions.
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EID Conversion Table

Introduction

The Entitlement ID (EID) allows you to control whether subscribers
are authorized for a service. When you create a package, the system
displays the EID in hexadecimal. To use the EID as part of a SAM
service to authorize a service, you must enter the EID as a decimal
value. Use the conversion table in this appendix to convert the EID to
a decimal value.

In This Appendix

B Convert a Package EID to Decimal ..........ccccccevmeeeinniccnniereinnnes 102
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Convert a Package EID to Decimal

Converting a Package EID from Hexadecimal to Decimal

After you determine the package EID, use the following table to convert the EID
from the hexadecimal value that is given to a decimal value that is required.

Convert the hexadecimal value by locating the EID in the HEX (hexadecimal)

column and then finding the value in the adjoining DEC (decimal) column to obtain
the decimal equivalent. For example, if the package EID is 1f, its decimal value is 31.
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Basic Checklist for Network
Connectivity

Introduction

This appendix includes a basic checklist to help ensure that your SDV
network is properly configured and is communicating appropriately
along the network interfaces.

This appendix also includes a sample configuration for a Layer 3 GigE
video switch.

In This Appendix
B Network Connectivity Checklist .........ccocoeueinneiiinnicirieccees 104
B Layer 3 GigE Video Switch Sample Configuration..........c..ccccc...... 105
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Network Connectivity Checklist

Use the following checklist to ensure that you have properly configured your SDV
network.

00  Make sure the SDV server can ping the IP addresses for the following network
elements:

m DNCS
B GOAM mgt port
®  DHCT network
O  Make sure the video switch can ping the IP addresses for the following elements:

B SDV server MiniCarousel interface

Note: The location of this interface varies and is based on the configuration of the
SDV server. Please confirm your configuration by examining the
/opt/sdb/ConfigFiles/interaces.txt file on the SDV server.

B Video port for staging processor (for example, DCM, Mentor, BMR, or Terayon
device)

B Video port Gateway IP address for the Netcrypt device
B Video port for the GQAM modulator

0  Make sure the DNCS can ping the following elements:
B SDV server SNMP port interface

Note: The location of this interface varies and is based on the configuration of the
SDV server. Please confirm your configuration by examining the
/opt/sdb/ConfigFiles/interfaces.txt file on the SDV server.

B Mgt port for the Netcrypt device
® Mgt port for the GQAM modulator
B DHCT network
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Layer 3 GigE Video Switch Sample Configuration

The following SDV network diagram and sample configuration is a basic example
for configuring a Layer 3 GigE video switch.
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CiscoSDV#=sh run
Building configuration. ..

Current configuration: 2976 bytes

!
version 12.2
no service pad
service timestamps debug uptine
service timestamps log uptime
no service password-encryption
service compress-config

]
hostname CiscoSDV

|
boot-start-marker
boot-end-marker

|
enable secret 5 $18ebiF$oV1VWZImnbalU4bITEXKQL/-HEV1
|
no aaa new-mnodel
vtp mode transparent

ip subnet-zero

|

ip multicast-routing ¢« ENABLE MULTICAST ROUTING
|
no file verify auto
spanning-tree mode pvst
spanning-tree extend system—-id
power redundancy-mode redundant

|
vlan internal allocation policy ascending
|

interface GigabitEthernetl- 1l

de=scription SDV Primary server

no switchport

ip address 69.240.192.161 255.255.255.252
ip pim sparse-mnode

|

interface GigabitEthernetl /2

description SDV Backup server

no swvitchport

ip address 69.240.192.165 255.255.255.252
ip pim sparse-mnode

|

interface GigabitEthernetl~ /3

description DCH Primary

no switchport

ip address 69.240.192.141 255.255.255.252
ip pim sparse-mode
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|
interface GigabitEthernetl 4
description DCH Backup
no swvitchport
ip address 69.240.192.145 255.255.255.252
ip pim sparse-mnode
|
interface GigabitEthernetl/S
description Netcrypt Primary
no swvitchport
ip address 69.240.192.149 255, 255,255,252
ip pim sparse-node
ip igmp version 3 ¢« ONLY NEEDED FOR NETCRYPT
CODE 1.2.3 OR LATER
|
interface GigabitEthernetl 6
description Netcrypt Backup
no swvitchport
ip address 69.240.192 153 255.255.255.252
ip pim sparse-node
ip igmp version 3 ¢« ONLY NEEDED FOR NETCRYPT
CODE 1.2.3 OR LATER
|
interface GigabitEthernetl /7
description GQAM video SFP
no swvitchport
ip address 69.240.192.157 255.255.255.252
ip pim sparse-—-mnode
ip igmp version 3
|
interface GigabitEthernetl /8
description GQAM video SFP
no switchport
ip address 69.240.192.161 255.255.255.252
ip pim sparse-mnode
ip igmp version 3
|
interface GigabitEthernetl/9
description GQAM video SFP
no switchport
ip address 69.240.192.165 255.255. 255,252
ip pim sparse-mnode
ip igmp version 3
|
interface Vlanl
no ip address
|
no ip http server
|
ip pim ssa default ¢« ENABLES SOURCE-SPECIFIC MULTICAST
(igmp v3 will use 232-/8)
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