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Executive Summary

Cisco solution for the EMC VSPEX is a pre-validated and modular architecture built with proven best
of-breed technologies to create and complete an end-to-end virtualization solution. The end-to-end
solutions enable you to make an informed decision while choosing the hypervisor, compute, storage and
networking layers. VSPEX eliminates the server virtualization planning and configuration burdens. The
VSPEX infrastructures accelerate your IT Transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk. This Cisco Validated Design document focuses on the
Microsoft Hyper-V architecture for 50 and 100 virtual machines with Cisco solution for the EMC
VSPEX.

Introduction

As part of an effort to improve and enhance the performance and capabilities of its product line, Cisco
and EMC from time to time release revisions of its hardware and software. Therefore, some functions
described in this guide may not be supported by all revisions of the software or hardware currently in

use. For the most up-to-date information on product features, refer to your product release notes.

Target Audience

The reader of this document is expected to have the necessary training and background to install and
configure Microsoft Hyper-V, EMC VNXe series storage, Cisco Nexus 5548UP and 3048switches, and
Cisco Unified Computing System (UCS) C220 M3 rack servers. External references are provided
wherever applicable and it is recommended that the reader be familiar with these documents.

Readers are also expected to be familiar with the infrastructure and database security policies of the
customer installation.

' I l l | l Corporate Headquarters:
' ' ' Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA

c I S c o Copyright 2012 Cisco Systems, Inc. All rights reserved.



Executive Summary

Purpose

This document describes the steps required to deploy and configure a Cisco solution for the EMC
VSPEX for Microsoft Hyper-V architectures. The document covers two types of Microsoft Hyper-V
architectures:

e Microsoft Hyper-V for 50 virtual machines
e Microsoft Hyper-V for 100 virtual machines

The readers of this document are expected to have sufficient knowledge to install and configure the
products used, configuration details that are important to the deployment models mentioned above.

Business Needs

The VSPEX solutions are built with proven best-of-breed technologies to create complete virtualization
solutions that enable you to make an informed decision in the hypervisor, server, and networking layers.
The VSPEX infrastructures accelerate your IT transformation by enabling faster deployments, greater

flexibility of choice, efficiency, and lower risk.

Business applications are moving into the consolidated compute, network, and storage environment. The
Cisco solution for the EMC VSPEX using Microsoft Hyper-V helps to reduce every component of a
traditional deployment. The complexity of integration management is reduced while maintaining the
application design and implementation options. Administration is unified, while process separation can
be adequately controlled and monitored. The following are the business needs for the Cisco solution for
EMC VSPEX Microsoft Hyper-V architectures:

¢ Provide an end-to-end virtualization solution to utilize the capability of the unified infrastructure
components.

¢ Provide a Cisco VSPEX for Microsoft Hyper-V Infrastructure as a Service (IaaS) solution for
efficiently virtualizing 50 or 100 virtual machines for varied customer use cases.

e Provide a reliable, flexible, and scalable reference design.

Solution Overview

The Cisco solution for EMC VSPEX using Microsoft Hyper-V provides an end-to-end architecture with
Cisco, EMC, and Microsoft technologies that demonstrate support for up to 50 and 100 generic virtual
machines and provides high availability and server redundancy.

The following are the components used for the design and deployment:
e Cisco C-series Unified Computing System servers
e Cisco Nexus 5000 series or 3000 series switches depending on the scale of the solution
e Cisco virtual Port Channels for network load balancing and high availability
e EMC VNXe3150 or VNXe3300 storage components as per the scale needs
e Microsoft Windows Server 2008 R2 SP1 Hyper-V
e Microsoft SQL Server 2008 R2 SP1 database
e Microsoft System Center 2012 Virtual Machine Manager

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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M Executive Summary

The solution is designed to host scalable, mixed application workloads. The scope of this CVD is limited
to the Cisco solution for EMC VSPEX Microsoft Hyper-V solutions for 50 and 100 virtual machines
only.

Technology Overview

This section describes the various technologies used in this solution and their benefits.

Cisco Unified Computing System

The Cisco Unified Computing System is a next-generation data center platform that unites computing,
network, storage access, and virtualization into a single cohesive system. The platform, optimized for
virtual environments, is designed using open industry-standard technologies and aims to reduce total
cost of ownership (TCO) and increase business agility. The system integrates a low-latency; lossless 10
Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an
integrated, scalable, multi chassis platform in which all resources participate in a unified management
domain.

The main components of the Cisco UCS are:

Computing—The system is based on an entirely new class of computing system that incorporates
rack mount and blade servers based on Intel Xeon 5500/5600 Series Processors. The Cisco UCS
servers offer the patented Cisco Extended Memory Technology to support applications with large
datasets and allow more virtual machines per server.

Network—The system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization—The system unleashes the full potential of virtualization by enhancing the
scalability, performance, and operational control of virtual environments. Cisco security, policy
enforcement, and diagnostic features are now extended into virtualized environments to better
support changing business and IT requirements.

Storage access—The system provides consolidated access to both SAN storage and Network
Attached Storage (NAS) over the unified fabric. By unifying the storage access the Cisco Unified
Computing System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet
(FCoE), and iSCSI. This provides customers with choice for storage access and investment
protection. In addition, the server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity, and management for increased
productivity.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership (TCO) and increased business agility.
Increased IT staff productivity through just-in-time provisioning and mobility support.
A cohesive, integrated system which unifies the technology in the data center.

Industry standards supported by a partner ecosystem of industry leaders.

r Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Cisco C220 M3 Rack Mount Servers

Building on the success of the Cisco UCS C220 M3 Rack Servers, the enterprise-class Cisco UCS C220
M3 server further extends the capabilities of the Cisco Unified Computing System portfolio in a
1-rack-unit (1RU) form factor. And with the addition of the Intel® Xeon® processor E5-2600 product
family, it delivers significant performance and efficiency gains. Figure 1 shows the Cisco UCS C220 M3
rack server.

Figure 1 Cisco UCS C220 M3 Rack Mount Server

1/0 Adapters

The Cisco UCS C220 M3 also offers up to 256 GB of RAM, eight drives or SSDs, and two 1GE LAN
interfaces built into the motherboard, delivering outstanding levels of density and performance in a
compact package.

The Cisco UCS rack mount server has various Converged Network Adapters (CNA) options. The UCS
P81E Virtual Interface Card (VIC) option is used in this Cisco Validated Design.

This Cisco UCS P81E VIC is unique to the Cisco UCS rack mount server system. This mezzanine card
adapter is designed around a custom ASIC that is specifically intended for virtualized systems. As is the
case with the other Cisco CNAs, the Cisco UCS P81E VIC encapsulates fibre channel traffic within the
10-GE packets for delivery to the Ethernet network.

UCS PS1E VIC provides the capability to create multiple VNICs (up to 128) on the CNA. This allows
complete I/O configurations to be provisioned in virtualized or non-virtualized environments using
just-in-time provisioning, providing tremendous system flexibility and allowing consolidation of
multiple physical adapters.

System security and manageability is improved by providing visibility and portability of network
policies and security all the way to the virtual machines. Additional P§1E features like VN-Link
technology and pass-through switching, minimize implementation overhead and complexity. Figure 2
shows the Cisco UCS P81E VIC.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures g
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Figure 2 Cisco UCS P81e VIC
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Cisco Adapter Fabric Extender

Cisco Adapter FEX extends the Cisco FEX technology into traditional rack servers. The Cisco Adapter
FEX technology enables the server adapter to be logically partitioned into multiple virtual network
interface cards (vNICs). Each vNIC behaves like a physical NIC port and meets the network connectivity
needs for each application, so that security and quality of service (QoS) policies can be applied for each
vNIC and each application.

Figure 3 Network Adapter vNICs as Physical Ports on the Cisco Nexus 5500 Series

The virtual adapters appear as

directly connacted to the switch.

They can be configured and

troubleshooted like any other
Cisco Nexus 5500 physical adapter.

The network adapter is virtualized in
up to 16 virtual hardware instances

Adapter-FEX
Capable Adapter

Figure 3 shows that a server with the virtualized adapters (called vNICs) can offer an operating system
a number of virtual adapters, and with the A-FEX technology, vNICs are presented as directly connected
interfaces to the Cisco Nexus 5500 series switches. All the switching between vINICs occurs on the

r Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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upstream Cisco Nexus 5500 series switches, as though they were interfaces of a remote linecard or fabric
extenders. In addition to this, all the features right from access control lists (ACLs) to private VLANS,
quality of service (QoS), and so on, are available on the remote interfaces.

The redundancy or teaming configuration is not required on the operating system anymore since it is
implemented in hardware and controlled by the Cisco Nexus 5500 series switches.

The provisioning model allows the network administrator to define profiles with specific network
definitions (mode access or trunk, VLAN, and so on). The server administrator has the choice of defining
the number of vNICs and the profile to map them with.

Cisco Nexus 5548UP Switch

The Cisco Nexus 5548UP is a IRU 1 Gigabit and 10 Gigabit Ethernet switch offering up to 960 gigabits
per second throughput and scaling up to 48 ports. It offers 32 1/10 Gigabit Ethernet fixed enhanced Small
Form-Factor Pluggable (SFP+) Ethernet/FCoE or 1/2/4/8-Gbps native FC unified ports and three
expansion slots. These slots have a combination of Ethernet/FCoE and native FC ports. The Cisco Nexus
5548UP switch is shown in Figure 4.

Figure 4 Cisco Nexus 5548UP Switch
e | ——" |
Cisco Nexus 3048 Switch

The Cisco Nexus® 3048 Switch is a line-rate Gigabit Ethernet top-of-rack (ToR) switch and is part of
the Cisco Nexus 3000 Series Switches portfolio. The Cisco Nexus 3048, with its compact one-rack-unit
(1RU) form factor and integrated Layer 2 and 3 switching, complements the existing Cisco Nexus family
of switches. This switch runs the industry-leading Cisco® NX-OS Software operating system, providing
customers with robust features and functions that are deployed in thousands of data centers worldwide.
The Cisco Nexus 3048 switch is shown in Figure 5.

Figure 5 Cisco Nexus 3048 Switch
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Microsoft Windows Server 2008 R2 SP1 Hyper-V

Microsoft Hyper-V is an integral part of Windows Server and provides a foundational virtualization
platform that enables you to transition to the cloud. With Windows Server 2008 R2 you get a compelling
solution for core virtualization scenarios — production server consolidation, dynamic datacenter,
business continuity, VDI, and test & development.

Microsoft Hyper-V provides you better flexibility with features like live migration and cluster shared
volumes for storage flexibility.

Microsoft Hyper-V also delivers greater scalability with support for up to 64 logical processors, 2 TB of
RAM, NUMA awareness, and improved performance with support for dynamic memory and enhanced
networking support.

Microsoft System Center 2012 Virtual Machine Manager

Microsoft System Center 2012 Virtual Machine Manager (VMM) is a management solution for the
virtualized datacenter. This solution enables you to configure and manage your virtualization host,
networking, and storage resources in order to create, deploy, and manage virtual machines and services
to private clouds that you have created.

EMC Storage Technologies and Benefits

The EMC VNX™ family is optimized for virtual applications delivering industry-leading innovation and
enterprise capabilities for file, block, and object storage in a scalable, easy-to-use solution. This
next-generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today’s enterprises.

The EMC VNXe™ series is powered by Intel Xeon processor, for intelligent storage that automatically
and efficiently scales in performance, while ensuring data integrity and security.

The EMC VNXe series is purpose-built for the IT manager in smaller environments and the VNX series
is designed to meet the high-performance, high-scalability requirements of midsize and large
enterprises. The EMC VNXe and VNX storage arrays are multi-protocol platform that can support the
iSCSI, NFS, and CIFS protocols depending on the customer’s specific needs. The solution was validated
using NFS for data storage.

The EMC VNXe series storage arrays have the following customer benefits:
e Next-generation unified storage, optimized for virtualized applications

e Capacity optimization features including compression, deduplication, thin provisioning, and
application-centric copies

e High availability, designed to deliver five 9s availability
e Multiprotocol support for file and block

e Simplified management with EMC Unisphere™ for a single management interface for all
network-attached storage (NAS), storage area network (SAN), and replication needs

Software Suites

The following are the available EMC software suites:

e Remote Protection Suite—Protects data against localized failures, outages, and disasters.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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e Application Protection Suite—Automates application copies and proves compliance.

e Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious activity.

Software Packs

Total Value Pack—Includes all protection software suites, and the Security and Compliance Suite.

This is the available EMC protection software pack.

EMC Avamar

EMC’s Avamar® data deduplication technology seamlessly integrates into virtual environments,
providing rapid backup and restoration capabilities. Avamar’s deduplication results in vastly less data
traversing the network, and greatly reduces the amount of data being backed up and stored; resulting in
storage, bandwidth and operational savings.

The following are the two most common recovery requests used in backup and recovery:

¢ File-level recovery—Object-level recoveries account for the vast majority of user support requests.
Common actions requiring file-level recovery are—individual users deleting files, applications
requiring recoveries, and batch process-related erasures.

¢ System recovery—Although complete system recovery requests are less frequent in number than
those for file-level recovery, this bare metal restore capability is vital to the enterprise. Some of the
common root causes for full system recovery requests are—viral infestation, registry corruption, or
unidentifiable unrecoverable issues.

The Avamar System State protection functionality adds backup and recovery capabilities in both of these
scenarios.

Architectural Overview

This Cisco Validated Design discusses the deployment model for the following two Microsoft Hyper-V
server virtualization solutions:

e Microsoft Hyper-V solution for 50 virtual machines
e Microsoft Hyper-V solution for 100 virtual machines

Table 1 lists the mix of hardware components, their quantities and software components used for
different solutions:

Table 1 Hardware and Software Components for Various Solutions

Components Hyper-V 50 VMS Hyper-V 100 VMs

Servers Three Cisco C220 M3 Four Cisco C220 M3 servers
servers

Adapters 2 Cisco GigE 1350 LOM 2 Cisco GigE 1350 LOM

1 Broadcom NetXtreme II 1 Cisco UCS P81E VIC per
5709 quad-port per server server

Network Switches Two Cisco Nexus 3048 Two Cisco Nexus 5548UP
switches switches

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Table 1 Hardware and Software Components for Various Solutions
Components Hyper-V 50 VMS Hyper-V 100 VMs
Storage EMC VNXe3150 EMC VNXe3300
Network Speed 1 GE 10 GE

Hypervisor

Microsoft Windows Server
2008 R2 SP1 Hyper-V

Microsoft Windows Server
2008 R2 SP1 Hyper-V

Table 2 lists the various hardware and software components which occupies different tiers of the Cisco

solution for EMC VSPEX using Microsoft Hyper-V architectures under test.

Table 2 Hardware and Software Components of Hyper-V Architectures
Scope of VSPEX
Vendor Name Version solution
Cisco C220 M3 servers 1.4(4a).1 - CIMC Both Microsoft
C220M3.1.4.4¢.0 - ﬁy,Per‘VfSIg VMS\i‘nldOO
BIOS 1crosoft Hyper-
VMs
Cisco Cisco Nexus 5548UP 5.1(3)N1(1a) Only Microsoft
Switches Hyper-V 100 VMs
Cisco Cisco Nexus 3048 5.0(3)U2(2b) Only Microsoft
Switches Hyper-V 50 VMs
EMC EMC VNXe3150 2.2.0.16150 Only Microsoft
Hyper-V 50 VMs
EMC EMC VNXe3300 2.2.0.16150 Only Microsoft
Hyper-V 100 VMs
EMC EMC Avamar 6.0.0-592 Both Microsoft
Hyper-V 50 VMs and
Microsoft Hyper-V 100
VMs
EMC Data Domain OS 5.1.0.9-282511 Both Microsoft
Hyper-V 50 VMs and
Microsoft Hyper-V 100
VMs
Microsoft Windows Server 2008 {2008 R2 SP1 Both Microsoft
R2 Hyper-V 50 VMs and
Microsoft Hyper-V 100
VMs
Microsoft System Center VMM SCVMM 2012 with Both Microsoft

update Rollupl

Hyper-V 50 VMs and
Microsoft Hyper-V 100
VMs

r Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Table 2 Hardware and Software Components of Hyper-V Architectures
Scope of VSPEX

Vendor Name Version solution

Microsoft Microsoft Windows 2008 R2 SP1 Both Microsoft

Server 2008 R2 Hyper-V 50 VMs and

Microsoft Hyper-V 100
VMs

Microsoft Microsoft SQL server {2008 R2 SP1 Both Microsoft
Hyper-V 50 VMs and
Microsoft Hyper-V 100
VMs

Table 3 outlines the C220 M3 server configuration details (per server basis) across all the Microsoft
Hyper-V architectures.

Table 3 Cisco UCS C220 M3 Server Hardware Configuration

Component Capacity

Memory (RAM) 64 GB (8X8 MB DIMM)

Processor 2 x Intel® Xenon ® E5-2650 CPUs, 2
GHz, 8 cores, 16 threads

Network Adapter 2 x Cisco 1GigE 1350 LOM (LAN on
Motherboard)

Local Storage 2 x 600 GB SAS 15k RPM hard disk.

Storage Guidelines

The architecture diagrams in this section show the physical disk layout. Disk provisioning on the EMC
VNXe series is simplified through the use of wizards, so that administrators do not choose which disks
belong to a given storage pool. The wizard may choose any available disk of the proper type, regardless
of where the disk physically resides in the array

The reference architecture uses the following configuration:
e Disk allocations for different architectures. The following are the different architectures:

- 50 VMs—Forty-five 600 GB SAS disks are allocated to a single storage pool as nine 4+1 RAID
5 groups (sold as 5-disk packs).

- 100 VMs—Seventy-seven 600 GB SAS disks are allocated to a single storage pool as eleven
6+1 RAID 5 groups (sold as 7-disk packs) for 100 virtual machines architecture.

e E MC recommends that in addition to the above numbers at least one hot spare disk is allocated for
each 30 disks of a given type.

The EMC VNX/VNXe family is designed for five 9s availability by using redundant components
throughout the array. All of the array components are capable of continued operation in case of hardware
failure. The RAID disk configuration on the array provides protection against data loss due to individual
disk failures, and the available hot spare drives can be dynamically allocated to replace a failing disk.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 6 Storage Architecture for 50 VMs on EMIC VNXe3150
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Figure 7 Storage Architecture for 100 VMs on EMC VNXe3300
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Table 4 provides the datastores size details for the two types of architectures laid out in Figure 6 and
Figure 7.

r Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Table 4 Datastores Details for the Microsoft Hyper-V Architectures
Parameters 50 Virtual Machines 100 Virtual Machines
Disk capacity & type 600 GB SAS 600 GB SAS
Number of disks 45 77

RAID type 4 + 1 RAID 5 groups 6 + 1 RAID 5 groups
Number of RAID Groups 9 11

Both reference architectures assume that there is an existing infrastructure / management network
available where a virtual machine or physical machine hosting SCVMM server, Database server, and
Microsoft Windows Active Directory / DNS server are present. Figure 8 and Figure 9 show high level
solution architecture for up to 50 and up to 100 virtual machines, respectively.

Figure 8 Reference Architecture for 50 Virtual Machines
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Figure 9 Reference Architecture for 100 Virtual Machines
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As it is evident in the above diagrams, following are the high level design points of Microsoft Hyper-V
architectures:

Only Ethernet is used as network layer 2 media to access storage as well as TCP/IP network
Infrastructure network is on a separate 1GE uplink network

Network redundancy is built in by providing two switches, two storage controllers and redundant
connectivity for data, storage, and infrastructure networking.

This design does not dictate or require any specific layout of infrastructure network which hosts the
SCVMM, Database, and Active Directory servers. However, design does require accessibility of certain
VLANSs from the infrastructure network to reach the servers.

Microsoft Windows Server 2008 R2 SP1 Hyper-V is used as hypervisor operating system on each server
and is installed on local hard drives. Typical load is 25 virtual machines per server.

Architecture for 50 Microsoft Hyper-V Virtual Machines

Figure 10 shows the logical layout of 50 Microsoft Hyper-V virtual machines. Following are the key
aspects of this solution:

Three Cisco C220 M3 servers are used.

The solution uses two Cisco Nexus 3048 switches, dual-port Cisco 1GigE 1350 LOM and quad-port
Broadcom 1Gbps NIC. This results in the 1Gbps solution for the storage access.

Virtual port-channels on storage side networking provide high-availability and load balancing.

NIC teaming of the adapters on the host provide load balancing and redundancy as shown in
Figure 10. Team 1 has two LoM ports for host management and VM access, separated via VLANSs.
Team 2 has two Broadcom ports for all cluster traffic.

EMC VNXe3150 is used as a storage array.

Figure 10 Cisco Solution for 50 Virtual Machines Using Microsoft Hyper-V
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Architecture for 100 Microsoft Hyper-V Virtual Machines

Figure 11 shows the logical layout of 100 Microsoft Hyper-V virtual machines. Following are the key
aspects of this solution:

Four Cisco C220 M3 servers are used.

The solution uses two Cisco Nexus 5548UP switches and 10 Gbps Cisco VIC adapters. This results
in the 10Gbps solution for the storage access and network and makes live migration and storage
access much faster compared to the 1 Gbps solution.

Virtual port-channels on storage side networking provide high-availability and load balancing.

Cisco VIC P81E supports Adapter-FEX feature of Cisco Nexus 5500 series switches. It provides
NIC level redundancy at the adapter level. On the switch side the ports are set to vantag mode. Each
vNIC carved out of NIV enabled Cisco VIC P81E creates a corresponding virtual ethernet interfaces
on the switch with unique virtual links or channels. 2 vNICs allow storage traffic, 1 vNIC allows
cluster traffic and one vNIC allows VM traffic.

NIC Teaming of Cisco 1GigE 1350 LOM port provides load balancing and redundancy as shown in
the Figure 11. This teamed NIC allows management VLAN traffic. The EMC VNXe3300 is used as
a storage array.

Figure 11 Cisco Solution for 100 Virtual Machines Using Microsoft Hyper-V
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Sizing Guidelines

It is important to define a reference workload in virtual infrastructures. Not all servers perform the same
tasks, and it is impractical to build a reference that takes into account every possible combination of
workload characteristics.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures g
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Defining a Reference Workload

To simplify the discussion, we have defined a representative reference workload. By comparing your
actual usage to this reference workload, you can extrapolate which reference architecture to choose.

For the VSPEX solutions, the reference workload was defined as a single virtual machine. Table 5
provides the characteristics of the virtual machine:

Table 5 Virtual Machine Characteristics
Characteristics Value
Virtual machine operating system Microsoft Windows Server 2008 R1 SP1
Virtual processor per virtual machine 1
(vCPU)

RAM per virtual machine 2 GB
Available storage capacity per virtual 100 GB
machine

I/0 operations per second (IOPS) per VM |25

I/0 pattern Random
I/O read/write ratio 2:1

This specification for a virtual machine is not intended to represent any specific application. Rather, it
represents a single common point of reference to measure other virtual machines.

Applying the Reference Workload

When considering an existing server that will move into a virtual infrastructure, you have the opportunity
to gain efficiency by correctly sizing the virtual hardware resources assigned to that system.

The reference architectures create a pool of resources sufficient to host a target number of reference
virtual machines. It is entirely possible that your virtual machines may not exactly match the
specifications above. In that case, you can say that a single specific virtual machine is the equivalent of
some number of reference virtual machines, and assume that the number of virtual machines have been
used in the pool. You can continue to provision virtual machines from the pool of resources until it is
exhausted. Consider these examples:

Example 1 Custom Build Application

A small custom-built application server needs to move into this virtual infrastructure.
The physical hardware supporting the application is not being fully utilized at present. A
careful analysis of the existing application reveals that the application can use one
processor, and needs 3 GB of memory to run normally. The IO workload ranges between 4 IOPS
at idle time to 15 IOPS when busy. The entire application is only using about 30 GB on
local hard drive storage.

Based on these numbers, following resources are needed from the resource pool:

- CPU resources for 1 VM

- Memory resources for 2 VMs

- Storage capacity for 1 VM

- IOPS for 1 VM

In this example, a single virtual machine uses the resources of two of the reference VMs.
If the original pool had the capability to provide 100 VMs worth of resources, the new
capability is 98 VMs.
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Example 2 Point of Sale System

The database server for a customer’s point-of-sale system needs to move into this virtual
infrastructure. It is currently running on a physical system with four CPUs and 16 GB of
memory. It uses 200 GB storage and generates 200 IOPS during an average busy cycle.

The following are the resources needed from the resource pool to virtualize this
application:

- CPUs of 4 reference VMs

- Memory of 8 reference VMs

- Storage of 2 reference VMs

- IOPS of 8 reference VMs

In this case the one virtual machine uses the resources of eight reference virtual
machines. If this was implemented on a resource pool for 50 virtual machines, there are 42
virtual machines of capability remaining in the pool.

Example 3 Web Server

The customer’s web server needs to move into this virtual infrastructure. It is currently
running on a physical system with two CPUs and 8GB of memory. It uses 25 GB of storage and
generates 50 IOPS during an average busy cycle.

The following are the requirements to virtualize this application:

- CPUs of 2 reference VMs

- Memory of 4 reference VMs

- Storage of 1 reference VMs

- IOPS of 2 reference VMs

In this case the virtual machine would use the resources of four reference virtual
machines. If this was implemented on a resource pool for 100 virtual machines, there are
96 virtual machines of capability remaining in the pool.

Summary of Examples

The three examples presented show the flexibility of the resource pool model. In all the three cases the
workloads simply reduce the number of available resources in the pool. If all the three examples were
implemented on the same virtual infrastructure, with an initial capacity of 100 virtual machines they can
all be implemented, leaving the capacity of eighty six reference virtual machines in the resource pool.

In more advanced cases, there may be trade-offs between memory and I/O or other relationships where
in increasing the amount of one resource decreases the need for another. In these cases, the interactions
between resource allocations become highly complex, which is out of the scope of this document.
However, once the change in the resource balance has been examined, and the new level of requirements
is known; these virtual machines can be added to the infrastructure using the method described in the
examples. You can also use the Microsoft Assessment and Planning (MAP) toolkit to assist in the
analysis of the current workload. You can download the toolkit from the following Microsoft link:

http://www.microsoft.com/map

Networking Configuration Guidelines

This document provides details for setting up a redundant, highly-available configuration. As such,
references are made as to which component is being configured with each step whether that be A or B.
For example, SP A and SP B, are used to identify the two EMC VNXe storage controllers that are
provisioned with this document while the Nexus A and Nexus B identify the pair of Cisco Nexus
switches that are configured. Additionally, this document details steps for provisioning multiple UCS
hosts and these are identified sequentially, M100N1 and M100N2, and so on. Finally, when indicating

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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that the reader should include information pertinent to their environment in a given step, this is indicated
with the inclusion of <italicized text> as part of the command structure. See the following example for
the VLAN create command on the Cisco Nexus Switch:

switchA (config)# vlan {vlan-id | vian-range}

switchA(config)# vlan <storage VLAN ID>

This document is intended to allow the reader to fully configure the customer environment. In order to
do so, there are various steps which will require you to insert your own naming conventions, IP
addresses, and VLAN schemes, as well as record appropriate iSCSI IQN or MAC addresses. Table 8
details the list of VLANSs necessary for deployment as outlined in this guide.

VSPEX Configuration Guidelines

To configure the Cisco solution for EMC VSPEX Microsoft Hyper-V architectures, follow these steps:
1. Pre-Deployment Tasks, page 22

Cabling Information, page 23

Prepare and Configure the Cisco Nexus 5548UP Switch, page 26

Infrastructure Servers, page 37

Prepare the Cisco UCS C220 M3 Servers, page 38

Prepare the EMC VNXe3300 Storage, page 73

Microsoft Windows Failover Cluster Setup, page 90

Microsoft System Center-2012 VMM Configuration, page 104

Validating Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures, page 136

© e N o e B~ w N

The above steps are described in the following sections.

Pre-Deployment Tasks

Pre-deployment tasks include procedures that do not directly relate to environment installation and
configuration, but whose results will be needed at the time of installation. Examples of pre-deployment
tasks are collection of hostnames, IP addresses, VLAN IDs, license keys, installation media, and so on.
These tasks should be performed before the customer visit to decrease the time required onsite.

¢ Gather documents—Gather the related documents listed in the Preface. These are used throughout
the text of this document to provide detail on setup procedures and deployment best practices for the
various components of the solution.

e Gather tools—Gather the required and optional tools for the deployment. Use following table to
confirm that all equipment, software, and appropriate licenses are available before the deployment
process.

e Gather data—Collect the customer-specific configuration data for networking, naming, and required
accounts. Enter this information into the Customer Configuration Data worksheet for reference
during the deployment process.

Customer Configuration Data

To reduce the onsite time, information such as IP addresses and hostnames should be assembled as part
of the planning process.
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The Customer Configuration Data section provides a table to maintain a record of relevant information.
This form can be expanded or contracted as required, and information may be added, modified, and
recorded as deployment progresses.

Additionally, complete the EMC VNXe Series Configuration Worksheet, available on the EMC online
support website, to provide the most comprehensive array-specific information.

VSPEX M100 Configuration Details

Cabling Information

The following information is provided as a reference for cabling the physical equipment in a VSPEX
M100 environment. The tables in this section include both local and remote device and port locations in
order to simplify cabling requirements.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site.

Follow the cabling directions in this section. Failure to do so will result in necessary changes to the
deployment procedures that follow because specific port locations are mentioned.

Before starting, ensure that the configurations match the cabling details provided in the tables and
figures in this section.

Figure 12 shows the VSPEX M100 cabling diagram. The alphabets labeled indicate connections to the
end points rather than port numbers on the physical device. For example, connection A is a 10 Gb target
port connected from EMC VNXe3300 SP B to Cisco Nexus 5548 A and connection R is a 10 Gb target
port connected from Cisco VIC P81E uplink port 1 on Server 2 to Cisco Nexus 5548 B. Connections U
and V are 10 Gb vPC peer-links connected from Cisco Nexus 5548 A to Cisco Nexus 5548 B.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 12
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Cabling Details for VSPEX Microsoft Hyper-V 100 Virtual Machines

Table 6 and Table 7 show that there are five major cabling in these architectures:

e Inter switch links

e Data connectivity for servers (trunk links)
e Management connectivity for servers

e Storage connectivity

e Infrastructure connectivity

Table 6 provides the Cisco Nexus 5548 A Ethernet Cabling Information Local Device Local Port

Connection Remote.

Table 6 Cabling details for 100 VMs on Cisco Nexus 5548UP A
Switch Speed Port

Cable ID Interface  |VLAN Mode (Gbps) Channel Remote Device port

E Ethl/1 1 Access 1(D) 2 C220 Serverl- 1GE
LOM 1

F Eth1/2 1 Access 1(D) 3 C220 Server2- 1GE
LOM 1

G Eth1/3 1 Access 1(D) 4 C220 Server3- 1GE
LOM 1

H Eth1/4 1 Access 1(D) 5 C220 Server4- 1GE
LOM 1
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Table 6 Cabling details for 100 VMs on Cisco Nexus 5548UP A
Switch Speed Port

Cable ID Interface |VLAN Mode (Gbps) Channel Remote Device port

U Eth1/7 1,40,45,46 |Trunk 10(D) 7 VPC peer link

A\ Eth1/8 1,40,45,46 |Trunk 10(D) 7 VPC peer link

M Eth1/9 1,40,45,46 |vntag 10(D) - C220 Serverl-
P81E VIC Port 0

N Eth1/10 1,40,45,46 |vntag 10(D) - C220 Server2-
P81E VIC Port 0

0] Ethl1/11 1,40,45,46 |vntag 10(D) - C220 Server3-
P81E VIC Port 0

P Eth1/12 1,40,45,46 |vntag 10(D) - C220 Server4-
P81E VIC Port 0

(not Eth1/15 1,40,45,46 |Trunk 10(D) 15 Uplink to

shown) Infrastructure
network

(not Eth1/17 1,40,45,46 |Trunk 10(D) 17 Uplink to

shown) Infrastructure
network

A Eth2/1 40 Access 10(D) 21 EMC VNXe3300
(eth10) - SPB

C Eth2/2 40 Access 10(D) 22 EMC VNXe3300
(eth10) - SP A

Table 7 Cabling details for 100 VMs on Cisco Nexus 5548UP B

Switch Speed Port

Cable ID Interface  |VLAN Mode (Gbps) Channel Remote Device port

1 Eth1/1 1 Access 1(D) 2 C220 Serverl- 1GE
LOM 1

J Eth1/2 1 Access 1(D) 3 C220 Server2- 1GE
LOM 1

K Eth1/3 1 Access 1(D) 4 C220 Server3- 1GE
LOM 1

L Ethl/4 1 Access 1(D) 5 C220 Server4- 1GE
LOM 1

U Eth1/7 1,40,45,46 |Trunk 10(D) 7 VPC peer link

\" Eth1/8 1,40,45,46 |Trunk 10(D) 7 VPC peer link

Q Eth1/9 1,40,45,46 |vntag 10(D) - C220 Serverl-
P81E VIC Port 0

R Eth1/10 1,40,45,46 |vntag 10(D) - C220 Server2-
P81E VIC Port 0

S Eth1/11 1,40,45,46 |vntag 10(D) - C220 Server3-

P81E VIC Port 0
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Table 7 Cabling details for 100 VMs on Cisco Nexus 5548UP B
Switch Speed Port

Cable ID Interface |VLAN Mode (Gbps) Channel Remote Device port

T Eth1/12 1,40,45,46 |vntag 10(D) - C220 Server4-
P81E VIC Port 0

(not Eth1/16 1,40,45,46 |Trunk 10(D) 15 Uplink to

shown) Infrastructure
network

(not Eth1/18 1,40,45,46 |Trunk 10(D) 17 Uplink to

shown) Infrastructure
network

A Eth2/1 40 Access 10(D) 21 EMC VNXe3300
(eth10) - SPB

C Eth2/2 40 Access 10(D) 22 EMC VNXe3300

(eth10) - SP A

Prepare and Configure the Cisco Nexus 5548UP Switch

Note

The following section provides a detailed procedure for configuring the Cisco Nexus 5548 switches for
use in EMC VSPEX Microsoft Hyper-V 100 VMs.

Figure 13 shows two switches configured for vPC. In vPC, a pair of switches acting as vPC peer

endpoints looks like a single entity to port-channel-attached devices, although the two devices that act
as logical port-channel endpoint are still two separate devices. This provides hardware redundancy with
port-channel benefits. Both switches form a vPC Domain, in which one vPC switch is Primary while the

other is secondary.

The configuration steps detailed in this section provides guidance for configuring the Cisco Nexus 5548

UP running release 5.1(3)N1(1a).
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Figure 13 Networking Configuration for Microsoft Hyper-V 100 Virtual Machines
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Initial Setup of Cisco Nexus Switches

These steps provide details for the initial setup on both Cisco Nexus 5548 switches.

For Cisco Nexus A and Cisco Nexus B

After booting and connecting to the serial or console port of the switch, the NX-OS setup should

automatically start.

1. Enter yes to enforce secure password standards.

2. Enter the password for the admin user.

3. Enter the password a second time to commit the password.

4. Enter yes to enter the basic configuration dialog.

5. Create another login account (yes/no) [n]: Enter.

6. Configure read-only SNMP community string (yes/no) [n]: Enter.

7. Configure read-write SNMP community string (yes/no) [n]: Enter.

8. Enter the switch name: <Nexus A Switch name> Enter.

9. Continue with out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter.
10. MgmtO IPv4 address: <Nexus A mgmtO IP> Enter.

11. Mgmt0 IPv4 netmask: <Nexus A mgmt0 netmask> Enter.

12. Configure the default gateway? (yes/no) [y]: Enter.

13. IPv4 address of the default gateway: <Nexus A mgmt0 gateway> Enter.
14. Enable the telnet service? (yes/no) [n]: Enter.

15. Enable the ssh service? (yes/no) [y]: Enter.
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16. Type of ssh key you would like to generate (dsa/rsa):rsa.

17. Number of key bits <768-2048> :1024 Enter.

18. Configure the ntp server? (yes/no) [y]: n Enter

19. NTP server IPv4 address: <NTP Server IP> Enter.

20. Enter basic FC configurations (yes/no) [n]: Enter.

21. Would you like to edit the configuration? (yes/no) [n]: Enter.
22. Be sure to review the configuration summary before enabling it.
23. Use this configuration and save it? (yes/no) [y]: Enter.

24. Configuration may be continued from the console or by using SSH. To use SSH, connect to the
mgmt0 address of Nexus A or B.

25. Log in as user admin with the password previously entered.

Enabling Features and Global Configuration

For Cisco Nexus A and Cisco Nexus B
1. Type config t to enter the global configuration mode.
Type feature lacp.

Type feature interface-vlan

&« D

Type feature vpc.

Set Global Configurations

These steps provide details for setting global configurations.
For Cisco Nexus A and Cisco Nexus B

1. From the global configuration mode, type spanning-tree port type network default to make sure that,
by default, the ports are considered as network ports in regards to spanning-tree.

2. Type spanning-tree port type edge bpduguard default to enable bpduguard on all edge ports by
default.

3. Type spanning-tree port type edge bpdufilter default to enable bpdufilter on all edge ports by default.

Configure VLANs

The steps in this section provide details for creating the VLANS as per the below given reference Table 8.

Table 8 VLANSs for EMC VSPEX Microsoft Hyper-V M100 Setup
ID used in this
VLAN Name VLAN Purpose Document Host NICs in VLANs
storage For iSCSI traffic 40 2 Cisco VNICs
VM _traffic For VM data 45 1 Cisco VNIC
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Table 8 VLANSs for EMC VSPEX Microsoft Hyper-V M100 Setup
ID used in this
VLAN Name VLAN Purpose Document Host NICs in VLANs
cluster For live migration 46 1 Cisco VNIC
default For management and 1 2 Cisco 1 GigE 1350
cluster LOM in team

Note  For details on network addresses, see the section Customer Configuration Data Sheet, page 138. This
section provides tabulated record of relevant information (to be filled at the customer’s end). This form
can be expanded or contracted as required, and information may be added, modified, and recorded as the
deployment progresses.

For Nexus A and Nexus B

1.

© 08 N & o B W D
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Type config-t.

Type vlan <storage VLAN ID>.
Type name storage

Type exit.

Type vlan <cluster VLAN ID>.
Type name cluster

Type exit.

Type vlan <vm_trafficr VLAN ID>.
Type name VM_traffic

Type exit.

Configure Port-Channels

Create Port-Channels

For Cisco Nexus 5548 A and Cisco 5548 B

1.

-
[
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From the global configuration mode, type interface Po7.

Type description vPC peer-link.
Type exit.

Type interface Eth1/7-8

Type channel-group 7 mode active.
Type no shutdown.

Type exit.

Type interface Po2.

Type description <Cisco 1GigE LOM 1 on UCS Server 1 — For Nexus A>/<Cisco 1GigE LOM 2 on

UCS Server 1 — For Nexus B>
Type exit.
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11. Type interface Eth1/1.

12. Type channel-group 2 mode active.
13. Type no shutdown.

14. Type exit

15. Type interface Po3.

16. Type description<Cisco 1GigE LOM 1 on UCS Server 2 — For Nexus A>/<Cisco 1GigE LOM 2 on
UCS Server 2 — For Nexus B>.

17. Type exit.

18. Type interface Eth1/2.

19. Type channel-group 3 mode active.
20. Type no shutdown.

21. Type exit.

22. Type interface Po4.

23. Type description <Cisco 1GigE LOM lon UCS Server 3 — For Nexus A>/<Cisco 1GigE LOM 2 on
UCS Server 3 — For Nexus B>.

24. Type exit.

25. Type interface Eth1/3.

26. Type channel-group 4 mode active.

27. Type no shutdown.

28. Type exit

29. Type interface Po5.

30. Type description <Cisco 1GigE LOM lon UCS Server 4>.
31. Type exit.

32. Type interface Eth1/4.

33. Type channel-group 5 mode active.

34. Type no shutdown.

35. Type exit

36. Type interface PolS5.

37. Type description <Infrastructure Network>.
38. Type exit.

39. Type interface Eth1/15.

40. Type channel-group 15 mode active.

41. Type no shutdown.

42. Type exit

43. Type interface Pol7.

44. Type description < Infrastructure Network>.
45. Type exit.

46. Type interface Eth1/17.
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Type channel-group 17 mode active.

Type no shutdown.

Type exit

Type interface Po21.

Type description <VNXe Storage Processor B>
Type exit.

Type interface Eth2/1.

Type channel-group 21 mode active.

Type no shutdown.

Type exit

Type interface Po22.

Type description <VNXe Storage Processor A>
Type exit.

Type interface Eth2/2.

Type channel-group 22 mode active.

Type no shutdown.

Type exit

Add Port Channel Configurations

These steps provide details for adding Port Channel configurations.

For Cisco Nexus A and Cisco Nexus B

1.
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From the global configuration mode, type interface Po7.

Type switchport mode trunk.

Type switchport trunk allowed vlan <storage VLAN ID, cluster VLAN ID, vm_traffic VLAN ID >.
Type spanning-tree port type network.

Type no shutdown.

Type exit.

Type interface Pol5.

Type switchport mode trunk.

Type switchport trunk allowed vlan < mgmt. VLAN ID vm_traffic VLAN ID >.
Type spanning-tree port type network.

Type no shut.

Type exit.

Type interface Pol7.

Type switchport mode trunk.

Type switchport trunk allowed vlan < mgmt. VLAN ID, vm_traffic VLAN ID >.
Type spanning-tree port type network.

Type no shut.
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18. Type exit.

19. Type interface Po2.

20. Type switchport mode access.

21. Type spanning-tree port type edge.
22. Type no shut.

23. Type exit.

24. Type interface Po3.

25. Type switchport mode access.

26. Type spanning-tree port type edge.
27. Type no shut.

28. Type exit.

29. Type interface Po4.

30. Type switchport mode access.

31. Type spanning-tree port type edge.
32. Type no shut.

33. Type exit.

34. Type interface Po5.

35. Type switchport mode access.

36. Type spanning-tree port type edge.
37. Type no shut.

38. Type exit.

39. Type interface Po21.

40. Type switchport mode access.

1. Type switchport access vlan <storage VLAN ID>
42. Type spanning-tree port type edge.
43. Type no shut.

44. Type exit.

45. Type interface Po22.

46. Type switchport mode access.

47. Type switchport access vlan <storage VLAN ID>
48. Type spanning-tree port type edge.
49. Type no shut.

Configure Virtual Port Channels

These steps provide details for configuring virtual Port Channels (vPCs).
For Cisco Nexus A and Cisco Nexus B

1. From the global configuration mode, type vpc domain <Nexus vPC domain ID>.
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2. Type peer-keepalive destination <Nexus B mgmt0 IP> source <Nexus A mgmtO IP>.
3. Type exit.

4. Type interface Po7.
5. Type vpc peer-link.
6. Type exit.

7. Type interface Pol5.
8. Type vpc 15.

9. Type exit.

10. Type interface Pol7.
11. Type vpc 17.

12. Type exit.

13. Type interface Po2.
14. Type vpc 2.

15. Type exit.

16. Type interface Po3.
17. Type vpc 3.

18. Type exit.

19. Type interface Po4.
20. Type vpc 4.

21. Type exit.

22. Type interface Po5.
23. Type vpcs.

24. Type exit.

25. Type interface Po21.
26. Type vpc 21.

27. Type exit.

28. Type interface Po22.
29. Type vpc 22.

30. Type exit.

31. Type copy run start

At this point of time, all ports and port-channels are configured with necessary VLANSs, switchport mode
and vPC configuration. Validate this configuration using the “show port-channel summary” and “show
vpc” commands as shown in Figure 14.
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Figure 14 Show VLAN Brief Output

EMC-5548B# sh vlan brief

VLAN MName

S5tatus Ports

1 default

40 storage

45 vm_traffic

46 cluster

active P02, P03, Po4, P05, PO7, POlS
pPol7, Ethl/5, Ethi/6, Ethl/13
ethl/14, ethli/15, ethl/17
Ethl1/19, Ethl1/20, Ethl/21
Eth1/22, Ethl1/23, Ethl/24
Ethl/25, Ethl/26, Ethl/27
Ethl1/28, ethl1/29, Ethl/30
Ethl/31, ethl/32, eth2/3, Eth2/4
eth2/5, eth2/6, eth2/7, eth2/8

active Po7, Pol5, Pol7, P021, P022
Eth2/7, veth32773, veth32775
veth32778, veth32781

active Po7, Pol5, Pol7, Eth2/7
veth32769, veth32770, veth32771
veth32772

active Po7, Pol5, Pol7, Eth2/7
veth32776, veth32779, veth32782
veth32784

Ensure that on both switches, all required VLANS are in “active” status and right set of ports and
port-channels are part of the necessary VLANSs.

Port-channel configuration can be verified using “show port-channel summary” command. Figure 15
shows the expected output of this command.

Figure 15 Show Port Channel Summary Output

EMC-5548B# sh port-channel summary
Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s - suspended r - Module-removed

5 - switched R - Routed

U - up (port-channel)

M - Not in use. Min-links not met
Group Port- Type protoco]l Member Ports

Channel

2 Po2(su) Eth LACP ethl/1(P)
3 Po3({5U) Eth LACP Ethl/2(P)
4 Pod(sU) Eth LACP Ethl,/3(P)
5 PO5(SU) Eth LACP Ethl/4(P)
7 Po7(5U) Eth LACP Ethl/7(P) Ethl/8(P)
15 PO15(SU) Eth LACP ethl/16(P)
7 Pol7 (su) Eth LACP Ethl,/18(P)
21 pPo21(su) Eth LACP eth2/1(pP)
22 Po22(5U) Eth LACP Eth2/2(P)

In this example, port-channel 7 is the vPC peer-link port-channel, port-channels 2, 3, 4 and 5 are
connected to the Cisco 1GigE 1350 LOM on the host, port-channels 15 and 17 are connected to the
infrastructure network, and port-channels 21 and 22 are connected to the storage array. Make sure that
state of the member ports of each port-channel is “P” (Up in port-channel). Note that port may not come
up if the peer ports are not properly configured. Common reasons for port-channel port being down are:

e Port-channel protocol mis-match across the peers (LACP v/s none)

¢ Inconsistencies across two VPC peer switches. Use “show vpc consistency-parameters {global |
interface {port-channel | port} <id>} command to diagnose such inconsistencies.

vPC status can be verified using “show vpc” command. Example output is shown in Figure 16.
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EMC-5548B# sh vpc brief
Legend:
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Show vPC Brief Output

(*) - local vpC is down, forwarding via vPC peer-link

vPC domain id
Peer status
vPC keep-alive status :

o111
: peer adjacency formed ok
peer is alive

configuration consistency status: success

per-vlan consistency status ! success

Type-2 consistency status I success

vPC role : oprimary

Number of wvPCs configured :

Peer Gateway : Disabled

pual-active excluded VLANs e

Gcraceful Consistency Check : Enabled

vPC Peer-1ink status

id  Port  sStatus active vlans

1 Fo7 up 1,20-22,40,42-46

vPC status

id POrt 5tatus Consistency Reason Active vlans

2 Po2 up success success 1

3 Po3 up success success 1

4 Pod4 up success success 1

5 Po5 up success success

15 POL15 up SUCCess suUCCess 1,20-22,40,
42-46

17 POL17 up success success 1,20-22,40,
42-46

21 Po2l up success success 40

22 Po22 up success success 40

Ensure that the vPC peer status is “peer adjacency formed ok™ and all the port-channels, including the
peer-link port-channel, have their status as “up”.

Configure Adapter FEX

The Cisco NX-OS Adapter-FEX feature combines the advantages of the FEX link architecture with
server I/O virtualization to create multiple virtual interfaces over a single Ethernet interface. This allows
you to deploy a dual port NIC on the server and to configure more than two virtual interfaces that the
server sees as a regular Ethernet interface. The advantage of this approach is that it allows you to reduce
power and cooling needs and to reduce the number of network ports.

Adapter-FEX can be thought of as a way to divide a single physical link into multiple virtual links or
channels. Each channel is identified by a unique channel number and its scope is limited to the physical
link.

The physical link connects a port on a server network adapter with an Ethernet port on the switch. This
allows the channel to connect a vNIC on the server with a vEthernet interface on the switch.

Packets on each channel are tagged with a VNTag that has a specific source virtual interface identifier
(VIF). The VIF allows the receiver to identify the channel that the source used to transmit the packet.

For more information on Adapter-FEX, check the below URLs:
Cisco Nexus 5000 Series NX-OS Adapter-FEX Software Configuration Guide, Release 5.1(3)N1(1)

http://www.cisco.com/en/US/docs/switches/datacenter/nexus5000/sw/adapter-fex/513_nl1_1/b_Config
uring_Cisco_Nexus_5000_Series_Adapter-FEX_rel_5_1_3_N1.pdf

Cisco Adapter Fabric Extender
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9670/data_sheet_c78-657397.html
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This section provides information about how to enable and configure the Cisco Nexus 5500 series for
Adapter-FEX. After completing the following steps in this section you will carve out vNICs on Cisco
VIC P81E adapter (explained in the later section “Creating and configuring vNICs on Cisco P§1E VIC”)

using the below created port-profiles.

Enabling Switch for Adapter-FEX

Following steps show enabling the virtualization feature on both the Cisco Nexus switches.

For Cisco Nexus A and Cisco Nexus B

1.

& @« N

Type Configure terminal
Type install feature-set virtualization
Type feature-set virtualization

Type vethernet auto-create

Configuring the Switch for Adapter-FEX

Following steps show creation of port-profiles on both the switches and put the FEX interfaces into vntag

mode for NIC.

For Cisco Nexus A and Cisco Nexus B

1.

O e e N N S g §
N o a & w N = 2

© S8 N & e B W N

Type Configure terminal

Type port-profile type vethernet <port-profile name- storage>
Type switchport access vlan <storage VLAN ID>

Type state enabled

Type exit

Type port-profile type vethernet <port-profile name- cluster>
Type switchport access vlan <cluster VLAN ID>

Type state enabled

Type exit

Type port-profile type vethernet <port-profile name- vm_traffic>
Type switchport access vlan <vm_traffic VLAN ID>

Type state enabled

Type exit

Type interface ethernet1/9-12

Type switchport mode vntag

Type exit

Type copy run start
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Figure 17 Port-Profile Brief Output

Profﬁ?e con; Eva? Ass;gned child

POFL

profile State Items Items Intfs profs
cluster 1 1 1 4 0
storage 1 1 1 4 0
vm_traffic 1 1 1 4 0

Enable Jumbo Frames

Cisco solution for EMC VSPEX Microsoft Hyper-V architectures require MTU set at 9000 (jumbo
frames) for efficient storage and live migration traffic. MTU configuration on Cisco Nexus 5000 series
switches fall under global QoS configuration. You may need to configure additional QoS parameters as
needed by the applications.

The following commands enable jumbo frames on the Cisco Nexus switches.

For Cisco Nexus A and Cisco Nexus B

switch(config) #policy-map type network-gos jumbo
switch(config-pmap-ng) #class type network-gos class-default
switch(config-pmap-c-nqg) #mtu 9216
switch(config-pmap-c-nq) #exit

switch(config-pmap-ng) #exit

switch(config) #system gos

switch(config-sys-gos) #service-policy type network-gos jumbo

Figure 18 Validate Jumbo Frames Support in the Storage Processors

EMC-5548B% ping 10.10.40.60 packet-size c 10
PING 10.10.40.50 (10.10.40.60): 8972 data bytes

8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from
8980 bytes from

--- 10.10.40.860

40.60: icmp_seq=0 ttl=254 time=3.859 ms

L40.60: icmp_segq=1 ttl=254 time=2.396 ms
L40.60: icmp_seq=2 ttl=254 time=2.462 ms
.40.60: icmp_seq=3 ttl=254 time=2.461 ms
.40.60: icmp_segq=4 ttl1=254 time=2.463 ms
.40.60: icmp_seq=53 ttl=254 time=2.461 ms
.40.60: icmp_seq=6 ttl=254 time=2.463 ms
.40.60: icmp_seq=7 ttl=254 time=2.466 ms
L40.60: icmp_seq=8 ttl=254 time=2.459 ms
L40.60: icmp_segq=9 ttl1=254 time=2.463 ms

ping statistics ---
10 packets transmitted, 10 packets received, 0.00% packet loss
round-trip min/avg/max = 2.396,/2.595/3. 859 ms

Infrastructure Servers

Most environments will already have an Active Directory in their infrastructure either running on a
virtual machine or on a physical server. This section will not cover the installation of an Active Directory
Domain Controller, however it will cover the brief installation of standalone SQL Server 2008 R2 SP1
and System Center VMM 2012 on Microsoft Windows Server 2008 R2 SP1. The following infrastructure
servers were used to validate the VSPEX Microsoft Hyper-V architectures.
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~

Note

Table 9 Infrastructure Server Details Used for the VSPEX Solution

Server Name Role 0s

MS0AD.M50VSPEX.COM |Domain Controller, DNS Microsoft Windows Server
and DHCP 2008 R2 SP1

M50DB.M50VSPEX.COM |SQL Server for SCVMM Microsoft Windows Server

2008 R2 SP1
M50SCVMM.M50VSPEX. [SCVMM - 2012 Microsoft Windows Server
COM 2008 R2 SP1

For details on network addresses, see the section Customer Configuration Data Sheet, page 138.

Prepare the Cisco UCS C220 M3 Servers

Preparing the Cisco C220 M3 servers is a common step for all the Hyper-V architectures. Firstly, you
need to install the C220 M3 server in a rack. For more information on mounting the Cisco C220 servers,
see the installation guide on details about how to physically mount the server:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/C220/install/install.html

To prepare the servers, follow these steps:

1. Configuring Cisco Integrated Management controller (CIMC), page 38
2. Enable Virtualization Technology in BIOS, page 39

3. Configuring RAID, page 40

These steps are discussed in detail in the following sections.

Configuring Cisco Integrated Management controller (CIMC)

This section describes procedures to prepare the Cisco UCS C220 M3 servers.

Connecting and Powering on the Server (Standalone Mode)

For connecting and powering on the server (Standalone Mode), follow these steps:
1. Attach a supplied power cord to each power supply in your server.
2. Attach the power cord to a grounded AC power outlet.

3. Connect a USB keyboard and VGA monitor using the supplied KVM cable connected to the KVM
connector on the front panel.

Press the Power button to boot the server. Watch for the prompt to press F8.
During bootup, press F8 when prompted to open the BIOS CIMC Configuration Utility.
Set the “NIC mode” to Dedicated and “NIC redundancy” to None.

Choose whether to enable DHCP for dynamic network settings or to enter static network settings.

®© N o a =

Press F10 to save your settings and reboot the server.
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Figure 19 CIMC Configuration Utility

CIMC Configuration Utilit

Propert
MNIC made

Factory Defaults

Default U (Basic)

OO

Once the CIMC IP is configured, the server can be managed using the https based Web GUI or CLI.

~

Note  The default username for the server is “admin” and the default password is “password”. Cisco strongly
recommends changing the default password.

Enable Virtualization Technology in BIOS
Microsoft Hyper-V requires an x64-based processor, hardware-assisted virtualization (Intel VT
enabled), and hardware data execution protection (Execute Disable enabled).
To enable Intel ® VT and Execute Disable in BIOS, follow these steps:
1. Press the Power button to boot the server. Watch for the prompt to press F2.
2. During bootup, press F2 when prompted to open the BIOS Setup Utility.

3. Choose Advanced > Processor Configuration.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 20 Cisco UCS C220 M2 KVM Console

0.28.150.151 - KVM Console (=B8] &

File View Macros Tools Help

tup Utility - Cop ‘ht (C) 2011 American Megatre

or Information

4. Enable Execute Disable and Intel VT as shown in Figure 20.

Configuring RAID

The RAID controller type is Cisco UCSC RAID SAS 2008 and supports 0, 1, 5 RAID levels. We need
to configure RAID level 1 for this setup and set the virtual drive as boot drive.

To configure RAID controller, follow these steps:

1. Using a web browser, connect to the CIMC using the IP address configured in the CIMC
Configuration section.

2. Launch the KVM from the CIMC GUI.
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Cisco UCS €220 M2 CIMC GUI

Figure 21

CIMC Hostname:
Logged in as:

Overall Server Status

l]Guod

& £

Server

Server Summary
Actions

Server Properti

_ - Product Name: UCS C220 M35
Summary i e
I Serial Number; FCH1535V1D29
Inventory ¥, Power Off Server
5 PID: UCSC-C220-M35
ENsSors '
~ 2 Shut Down Server : s o = 2
System Event Log = UuID: 9FDADAGE-40A2-4480-AF99-ED9BI1G6ELIS65
P P x_J Power Cycle Server BIOS Version: C220M3.1.4.4c.0 (Build Date: 02/22/2012)
BIOS m Hard Resat Server Dlescription: I
Power Falicies B Launch KM Console
s Server Status
S UMY ) Tum On Locator LED
Power State: O On
Owverall Server Status: @Good
Temperature: aGood
Power Supplies: aGDDﬂ

Fans: | Good
Locater LED: O OFf

Cisco Integrated Management Controller (CIMC) Information

Hostname: wcs-c220-m3
IF &ddress: 10.29.150.151
MAC Address: 50:3D:E5:9D:49:38

1.4(4a)
Fri Jul 6 04:39:03 2012

Firmware Version:
Current Time (UTC):

3. During bootup, press <Ctrl> <H> when prompted to configure RAID in the WebBIOS.

Figure 22 KVM Console Showing Cisco UCS C220 M2 Server Booting

File View Macros Tools Help
KM | virtual Media
FC1 SLOT ID LU

FRODUCT

4. Choose the adapter and click Start.
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Figure 23 Adapter Selection for RAID Configuration

(& 10.29.150.151 - KVM Consel =

File View Macros Tools Help
KVM | Virtual Media

[Lr
's%

Adapter Selection rjl

Firmware Version

5. Choose the “New Configuration” radio button and click Next.

Figure 24 MegaRAID BIOS Config Utility Configuration

MegaRAID BIOS Config Utility ConfigurationWizard

L5132

Configuration Mizard guides you through the steps for configuring the HegaRAID
?s'ten easily and efficiently. The steps are as follous:

1. Drive Group definitions Groupdrives into Drive Groups.

2. Vircual brive definicions Define virtual drives using those drive groups-
3. Configuration Preview Previev configuration before it is saved.
Pleass imre guration type:

[f7] Clear Configuration Allows you toclear existing configuration cnly.

= NewConfiguration Clears the existing configuration. If you have any existing data

in the earlier defined drives, the data will be Lost.

6. Click Yes and then click Next to clear the configuration.

Figure 25 Confirmation Window for Clearing the Configuration
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If you choose the “Automatic Configuration” radio button and the “Redundancy when possible”

option from the “Redundancy” drop-down list and if only two drives are available, the WebBIOS
creates a RAID Iconfiguration.

Figure 26

Selecting the Configuration Method

MegaRAlID BIOS Config Utility Configuration Wizard

]
513"

Select Configuration Method :

' Manual Configuration

Auntomatic Configuration

Redundancy:

Manually create drive groups and virtual drives and set their parameters as desired.

Aatomatically create the most efficient configuration.

Redundancy when possikble

x, Cancel I 4n Back | g BEXE

5

8. Click Accept when you are prompted to save the configuration.

Figure 27

Configuration Preview

MegaRAID BIOS Config Utility Config Wizard - Preview

M
5137

Configuration Preview: This is the configuration defined. Click ACCEPT to save

this configuration.

| L{K. Slot: 1, LS, HOD, 67.054 GB, Online

%

Kl >

Drives Virtual Drives

B

1]

Virtual Drivel: RAIDI:67.054 GE:

ip O

>

¥ Cancel

4n Back § ALooept |

9. Click Yes when you are prompted to initialize the new virtual drives.

10. Choose the “Set Boot Drive” radio button for the virtual drive created above and click Go.
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Figure 28 Setting the Boot Option for Virtual Drives
MegaRAID BIDS Config Utility Virtual Drives 3 SI.@,
Oui

pr RO T<ed

Virtual Drives:

Fast Initialize
Slow Initialize

Check Consistency

ia Bie B Bie |

Properties

Zet Boot Drive (current= NONE]

%y GO | ey Reset |

11. Click Exit and reboot the system.

Figure 29 Virtual Drive Configuration in WebBIOS
MegaRAID BIOS Config Utility Virtual Configuration SI.@,
Oui

) B | 2

Logical View

L@ virtual Drives
L@ virtual Drive: 0, 67.054 GE, Optimal
L irives
4 Backplane, 2lot:0, 345, HDD, 67054 GE, Online
I_{K. Backplane, 3lot:l, 345, HDD, 67.054 GE, Online
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SQL Server Installation

This document will not go into details and best practices for SQL server installation and configuration.
Consult your DBA team to ensure your SQL deployment is configured for best practices according to
your corporate standards. For more information on the system requirements for the VMM database, see
the Microsoft TechNet link:

http://technet.microsoft.com/en-us/library/gg610574
1. Run setup, choose Installation > New Installation...
1. When prompted for feature selection, install ALL of the following:
2. Database Engine Services
3. Management Tools — Basic and Complete (for running queries and configuring SQL services)

4. On the Instance configuration, choose a default instance, or a named instance. Default instances are
fine for testing and labs. Production clustered instances of SQL will generally be a named instance.
For the purposes of the POC, choose default instance to keep things simple.

5. On the Server configuration screen, set SQL Server Agent to Automatic. Click “Use the same
account for all SQL Server Services, and input the SQL service account and password (see the
section Customer Configuration Data Sheet, page 138).

6. On the Collation Tab — make sure SQL_Latinl_General_CP1_CI_AS is selected, as that is the
ONLY collation supported.

1. On the Account provisioning tab — add a domain user account or a group you already have set up for
SQL admins.

8. On the Data Directories tab — set your drive letters correctly for your SQL databases, logs, TempDB,
and backup.

9. Setup will complete.
10. Apply any service pack or update for SQL 2008 R2 SP1.

11. Once the installation is complete, configure a remote instance for of SQL server for VMM as given
in the below URL:

http://technet.microsoft.com/en-us/library/cc764295.aspx

12. If you are using a domain administrator account or the local system account, SPN (Service Principal
Name) for the server is registered in the Active Directory directory service. See the link on
Microsoft KB article to register the SPN:

http://support.microsoft.com/kb/909801

Microsoft System Center VMM

System Center 2012 - Virtual Machine Manager (VMM) is a management solution for the virtualized
datacenter. It enables you to configure and manage your virtualization host, networking, and storage
resources in order to create and deploy virtual machines and services to private clouds that you have
created. For an overview of System Center 2012 - VMM, see the Microsoft TechNet link:

http://technet.microsoft.com/en-us/library/gg671827

This section deals with the installation of the System Center Virtual Machine Manager 2012 on a virtual
machine running Microsoft Windows Server 2008 R2 SP1 OS. However, this section does not cover how
to create and build a Microsoft Windows Server 2008 R2 with SP1 in a virtual environment.
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Before installing a VMM management server, ensure that the computer meets the minimum hardware
requirements and that all the prerequisite software is installed. For information about hardware and
software requirements for VMM, see the link:

http://technet.microsoft.com/en-us/library/gg610592

Installing the VMM Server and VMM Administrator Console

To install the VMM Server and VMM administrator console, follow these steps:

1. Join the Microsoft Windows Server 2008 R2 virtual machine to the Active Directory domain and
login with the domain administrator credentials.

2. To start the Microsoft System Center 2012 Virtual Machine Manager Setup Wizard, on your
installation media, right-click setup.exe, and click Run as administrator.

3. In the main setup page, click Install. If you have not installed Microsoft .NET Framework 3.5 SP1,
VMM prompts you to install it now.

4. In the “Select features to install” page, choose the VMM management server check box and click
Next.

Figure 30 Selecting Feature in Microsoft SCVMM 2012 Setup Wizard

Getting started Report a problem

Select features to add

Expand all »

v VMM management server v
@ VMM console -
[~ VMM Self-Service Portal v

Previous | Next = I Cancel I

5. In the “Installation location” page, use the default path or type a different installation path for the
VMM program files and click Next.

6. Inthe “Database configuration” page, enter the database “Server name” and provide the appropriate
credentials (See the section Customer Configuration Data Sheet, page 138). Choose the “New
database” radio button and click Next.
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Figure 31 Database Configuration in Microsoft SCVMM 2012 Setup Wizard

Database configuration

Provide information about the database that you would like to use for vour YMM management server.

Server name: |M5CDB Browse |
Port: I

[V Use the following credentials

User name and domain: I m5dvspexiadministrator

Format: Domain|Userilame

Paszsword: I (TTTITITT]

Instance name: | MssQLSERVER =

Select an existing database or create a new database.

(= Mew database: I'-.fir—_ualb’ar'agerDE!

" Existing database: | =1

Previous I Mext > | Cancel I

1. In the “Configure service account and distributed key management” page, specify the account that
will be used by the Virtual Machine Manager Service.

Figure 32 Configuring Service Account in Microsoft SCVMM 2012 Setup Wizard

B! Microsoft System Center 2012 ¥irtual Machine Manager Setup Wizard

Configuration Report a problem

e E——— 00

Configure service account and distributed key management

Virtual Machine Manager Service Account

Select the account to be used by the VMM semvice. Highly available VMM installations requirs the use of 2 domain account.
‘Which type of account should T use?

" Local System account
' Domain account

User name and domain: Password:

| M30VSPEX\vmmadmin sssnesse Select...

Distributed Key Management

Select whether to store encryption keys in Active Directory instzad of on the local machine. Highly available VMM installztions require the
keys be stored in Active Directory.

[~ store my keys in Active Diractory
Provide the location in Active Directory. For example, CN=DKM,DC=contoso, DC=com.

How do I configure distributed key management?

Previous | Mext > Cancel
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For more information about which type of account to use, under “Specifying a Service Account for
VMM?”, see the link:

http://technet.microsoft.com/library/gg697600.aspx

8. In the “Port configuration” page, provide unique port numbers for each feature and that are
appropriate for your environment and click Next.

9. In the “Library configuration” page, choose whether to create a new library share or to use an
existing library share on the computer.

10. In the “Installation summary” page, review your selections and click Install to install the VMM
management server.

11. In the “Setup completed successfully” page, click Close to finish the installation.
For more information on installing the System Center 2012 - VMM, see the TechNet article:

http://technet.microsoft.com/en-us/library/gg610617.aspx

Install Microsoft Windows Server on Cisco UCS C220 M3 Servers

This section describes installation of Microsoft Windows Server 2008 R2 SP1 along with driver
installation.

Installation of Microsoft Windows Server 2008 R2 SP1

To install Microsoft Windows Server 2008 R2 Sp1 on all the Cisco UCS C220 M3 bare metal server
using the virtual media, follow these steps:

1. Find the drivers for your installed devices on the Cisco UCS C-Series Drivers DVD that came with
your C-Series server or download them from: http://www.cisco.com/cisco/software/navigator.html
and extract them to a local machine such as your laptop.

2. Login to CIMC Manager using your administrator user ID and password.

Figure 33 CIMC Manager Login Page

Cisco Integrated Managem - Wrndows l%ﬁ !xplorer provided...
GU-[e

File Edit View Favorites Tools Help

5¢ Favorites | (& Cisco Integrated Management Controller Login

CiscoTntegrated

il Controller Password:

CISCO  ucsc220-m3

Version: 1.4{4a)

ystems, Inc. All rights resenved.

3. Enable the Virtual Media feature, which enables the server to mount virtual drives:

a. In the CIMC Manager Server tab, click Remote Presence.
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b. In the “Remote Presence” pane, choose the Virtual Media tab and check the Enable Virtual

Media Encryption check box.
c. Click Save Changes.

Figure 34 Enabling Virtual Media in CIMC

CIMC Hostname: ucs-c22

Logged in as: admin@
Log Out

e | L AE @ 0
Remote Presence

Server Admin

Virtual Media

Virtual KvM Serial over LAN

Summary
Inventory

Sensors

System Event Log
Remote Presence
BIOS

Power Policies

Fault Summary

sl Cisco Integrated Management Controller

€isco

|4 Good

Enabled: [&f
Active Sessions: 0

Enable Virtual Media Encryption:

4. In the “Remote Presence” pane, choose the Virtual KVM tab and click Launch KVM Console.

Figure 35 Setting Virtual KVM Properties in CIMC

Overall Server Status

CIMC Hostname: ucs-c22
Logged in as: admin@
Log Cut

¢ LILE o0

Remote Presence

Server

Summary
Inventory

Sensors

Systemn Event Log

Remote Presence

BIOS

Power Policies

Fault Summary

virtual KM | virtyal Media | Serial aver LAN |

Actions
ELaunch KVM Console

vKVM Properties

Enabled: [&

Max Sessions: | 4 a

Active Sessions: 0

Remote Port: I 2068

Enable Video Encryption: [&]

Enable Local Server Video: [

[Sayg Changﬁ] [ Reset \._"alua]

5. When the “Virtual KVM Console” window launches, choose the Virtual Media tab.

6. Inthe “Virtual Media” window, provide the path to the Windows installation image by clicking Add
Image. Use the dialog to navigate to your Microsoft Windows 2008 R2 SP1 ISO file and choose it.
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The ISO image is displayed in the “Client View” pane.

Figure 36 Adding an ISO Image in CIMC

E‘ 10.29.150.151 - K¥M Console

File Help
KVM | Virtual Media |

Client View
Mapped | Read Only | Drive =
C ~ =) F: - Removable Disk el
r W & E - CDDVD Create Image
r = ) D: - CDIDVD Add Image...
r = ;_11 CiSanjeeviVSPEX-M100Win7x64 _W2KB_R2.img - Floppy Image File Remove Image...
r = = CSanjeeviVSPEX-M100ucs-cxxx-drivers.1.4.3.iso - 1ISO Image File
Details *
S C:SanjeeviVSPEX-M100%en_windows_server_2008_r2_standard_enterprise_datacent]
. I | [»]
Details i
Target Drive |Mapped To |Read Bytes |write Bytes |Duratinn
Virtual CDOVD &) CiSanjeeviVSPEX-M... 83968 0 00:00:32 USE Reset

Remavable Disk  Not mapped
Floppy Not mapped

1. When the mapping is complete, power cycle the server so that the BIOS recognizes the media that
you just added.

8. In the “Virtual KVM Console” window, watch during bootup for the F2 prompt and then press F2
to enter the BIOS setup. Wait for the setup utility screen to appear.

9. In the “BIOS Setup utility” screen, choose the Boot Options tab and verify that the virtual DVD
device that you added in the step 6 is listed as a bootable device.

10. Move the device to the top under “Boot Option Priorities” as shown in Figure 37.
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Figure 37 Cisco UCS C220 M3 BIOS Setup Utility

Aptio Setup Utility - Copuright (C) 2011 American Megatrends, Inc.

Setup Prompt Timeout

11. Exit the BIOS Setup utility.
The Microsoft Windows installation begins when the image is booted.

12. Press Enter when prompted to “boot from CD”.

Figure 38 prompt to Boot from CD

13. Observe the Windows installation process and respond to prompts in the wizard as required for your
preferences and company standards.

14. When Windows prompts you with “Where do you want to install Windows?”, install the drivers for
your mass storage device.

To install the drivers, follow these steps:
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Figure 39 Load Drivers for Installing Microsoft Windows

[ [=5c=)

@ £ Install Windows

Where do you want to install Windows?

| Name | Total Size Free Space | Type

*¢ Refresh Drive options (advanced)

& * Load Driver

I, Mo drives were found. Click Load Driver to provide a mass storage driver for installation.

a. In the “Install Windows” window, click Load Driver.

You are prompted by a “Load Driver” dialog to choose the driver to be installed. In the next
steps, you first define a virtual device with your driver ISO image.

Figure 40 Selecting Drivers for Installing Microsoft Windows

@ B Install Windows =

Select the driver to be installed.

, ;
Load Driver Lﬁ

To install the device driver needed to access your hard drive, insert the installation
media containing the driver files, and then click CK.

Mote: The installation media can be a floppy disk, CC, DVD, or USE flash drive.

Browse | [ QK I | Cancel

p Hidéu?l\'ErE'[ITHL dTE TTUL COTTTEELIITE WWILTT T TOvETE UTT LTS CUTTTOTET, e T

Browse | ERescan Iext

b. If not already open, open a KVM Virtual Media window as you did in Step 5.
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Figure 41

(B8] 10.29.150.151 - K¥M Console
File Help

::: Virtual Media
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In the “Virtual Media” window, unmount the virtual DVD that you mapped in Step 6 (uncheck
the check box under Mapped).

In the “Virtual Media” window, click Add Image.

Use the dialog to navigate to the location where you saved the Cisco driver ISO image for your
mass storage device in Step 1 and choose it.

The ISO appears in the “Client View” pane.

In the “Virtual Media” window, check the check box under “Mapped” to mount the driver ISO
that you just chose. Wait for mapping to complete, as indicated in the “Details” pane. After
mapping is complete, you can choose the device for Windows installation.

Adding an ISO Image in CIMC

I[=] B3

Client View
Mapped | Read Only | Drive | Exit |
- - =5 &: - Floppy
Create | |
r W (= F-Removable Disk | MG
| = 2 E: - CDDVD | Add Image... |
r & &} D: - CDIDYD | Remove Image... |
- 2 1£ CiSanjeeviVSPEX-M100WWin7x64_W2KE_R2.imyg - Floppy Image File | Detail |
ails £
n ClSanjeeviVSPEX-M100Wcs-cxxx-drivers.1.4.3.iso - ISO Image File
| 2 @' CSanjeeviVSPEX-M100en_windows_server_2008_r2_standard_enterprise_
4] i | [»
Details
Target Drive |Mapped To |Read Bytes |W‘rite Bytes |Duration

Removable Disk

Floppy

Virtual CD/DVD &2 CiSanjeevVSPEX-M... 173.193M 0

Hot mapped
Hot mapped

00:19%:17

USB Reset

In the “Load Driver” dialog that you opened in Step a, click Browse.
Use the dialog to choose the virtual DVD device that you just created.
Navigate to the location of the drivers, choose them, and click OK.

Windows loads the drivers and when finished, the driver is listed under the prompt “Select the
driver to be installed”.

Driver Path - CDROM Drive:\ \Windows\Storage\LST\2008 M\W2K8R2\x64

After Windows loads the drivers, choose the driver for your device from the list in the “Install
Windows” window and click Next. Wait while the drivers for your mass storage device are
installed, as indicated by the progress bar.
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Figure 42 Selecting Drivers for Microsoft Windows Installation

L)

@ £7 Install Windows

Select the driver to be installed.

L5 MegaRAID SAS Adapter (( indx04_W \oemsetup.inf)

¥ Hide drivers that are not compatible with hardware on this computer.

l Browse Rescan et

| d

15. After driver installation finishes, unmap the driver ISO and map the Windows installation image.
To unmap the driver ISO and map the Windows installation image, follow these steps:

a. In the “Virtual Media” window, uncheck the check box under “Mapped” that corresponds to the
driver ISO.

b. In the “Virtual Media” window, check the check box under “Mapped” that corresponds to your
Windows installation image (the same one that you defined in Step 6).

Wait for the mapping to complete. Observe the progress in the “Details” pane.

c. In the “Install Windows” window, choose the disk or partition where you want to install
Windows from the list, and then click Next.
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Figure 43 Allocating Disk Space for installing Microsoft Windows

||

@ £ Install Windows

Where do you want to install Windows?

| Name |

Total Size

Free Space | Type

‘__ y,, Disk 1 Unallocated Space

600 GB

60.0 GB

#4 Refresh

Drive options (advanced)

&% Load Driver

16. Complete the Windows installation according to the requirements and standards of your company.
Continue to observe the Windows installation process and answer prompts as required for your
preferences. Verify that Windows lists the drivers that you added.

17. After the Windows installation is complete, Windows reboots the server again and you are prompted
to press Ctrl-Alt-Del and to log in to access the Windows desktop. Use the login that you supplied
during the Windows installation process.

Device Driver Installation

The Cisco UCS C220 M3 in VSPEX M100 solution contains two Cisco 1GigE 1350 LOM
(LAN-on-motherboard) and a Cisco VIC P81E adapter for which you need to install the drivers. This
section explains how to locate and install the chipset and adapter drivers for Microsoft Windows Server
2008 R2 SP1.
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Figure 44

Device Manager
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/- "y Mice and other pointing dev
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[E]-fag Other devices

-7y Base System Device
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-5y Base System Device
=y Base System Device
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1+ Base System Device

v+ Base System Device
-5y Base System Device
-y Ethernet Controller
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To locate and install the chipset and adapter drivers for Microsoft Windows Server 2008 R2 SP1, follow
these steps:

1. Use a Windows File Manager to navigate to the folder where you extracted the Cisco driver package
that you got from the Cisco UCS C-Series Drivers DVD or downloaded from Cisco.com in Step 1
of the Installation of Microsoft Windows Server 2008 R2 SP1 section. Drivers for all of the devices
are included in the folders named for each device.
2. Install Intel chipset drivers from the ...\Windows\ChipSet\Inte\C220\W2K8R2\setup.exe and
reboot the server.
3. Install the LAN on motherboard (LOM) drivers from
..A\Windows\Network\Inte\[350\W2K8R2\x64\PROWinx64.exe and reboot the server if prompted.
Figure 45 LOM Dirive Installation
Installing network drivers for:
Cisco 1GigE 1350 LOk
4. Install the drivers for Cisco P81E VIC from ...\D:\Windows\Network\Cisco\P8 1E\W2K8R2\x64
folder.
5. Repeat the driver installation process for each device that still needs drivers, as indicated by yellow

flags in the Microsoft Windows Server 2008 R2 SP1 Device Manager.
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Network Configuration

This section provides steps to configure the NICs and assign IP addresses on all the Windows host
Servers.

As shown in Figure 46 (for complete diagram, see Figure 13, the two Cisco 1GigE 1350 LOM are
connected to different switches and teamed at the host side for redundancy and load balancing.

At the Cisco VIC P81E adapter with two 10 GigE uplink ports, four vNICs are created. Cisco Nexus
5500 series switches with Adapter-FEX feature and Cisco VIC P81E in NIV mode provides redundancy
at the adapter level. In Figure 46, the vNIC in purple and the vNIC in green shown as solid lines
connecting to uplink ports 0 and 1, respectively, indicate active links. The dotted line connection to
uplink ports 2 and 1 for these VNICs indicate standby links. It failovers to standby link in the event of
active link failing, thus providing redundancy at the adapter level.

Figure 46 Cisco UCS C220 M3 Network Adapters Configuration

NIC Teaming of Cisco 1 Gige LOM

Teaming of the Cisco 1 GigE LOMs provides redundancy and doubles the available bandwidth. This
teamed adapter is used for Microsoft Hyper-V host management.

For NIC teaming of Cisco 1 GigE LOMs, follow these steps:
1. Open Server Manager > Diagnostics > Device Manager.

2. Right-click the Cisco 1gigE I350 LOM. Choose the Teaming tab in the “Cisco 1GigE 1350 LOM
Properties” window.

3. Check the “Team this adapter with other adapters” check box and click New Team.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 47 Cisco 1GigE 1350 LOM Properties
" General | Link Speed I Advanced I FPower M anagement |

Teaming | WLAN I Boot Options I Crriveer I Details I

( intel) &dapter Teaming

1 Team this adapter with other adapters

[ew Tiear... |
Team:
IND teams available j Froperties... |

Team with other adapters

Alloves you to specify whether a network connection will :I
participate in a team. For an overvievy of teaming, click here.

If not checked this adapter is not part of & team.

]

oK I Cancel |

4. Check the “CiscolGigE I350 LOM # 2” check box in the “New Team Wizard” window.

Figure 48 Selecting Adapters for Teaming
revreamicars &
i L]

Select the adapters to include in this team:

Cisea 1GigE 1350 LOM

Cisco 16GigE 1350 LOM #2
4| | E

-
-

This list shows the adapters that are svailsble for Advanced j
[

Metwiorking Services (ANS) teaming. Adapters that do naot
suppart ANS teaming, are alresdy members of another team,
of are atherwise unable ta join a tean, are not listed.

Check the adapters you wish to include in the team.

Some non-Intel adapters are supported in ANS teams. For

< Back. I ek = I Cancel |

5. Choose “IEEE 802.3ad Dynamic Link Aggregation” from the “Select a team type:” list and click
Next.
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Figure 49 Selecting the Type of Adapter Teaming

X
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fault-tolerance in the event of switch port, cable, or adapters
failLre. LI

TEAM : InfraTeam - Cisco 1GigE I350 LOM Propetties TEAM : InfraTeam Properties
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FPower M anagement Teaming | Boot Options I Diriver I Details

intel' Team Type: |EEE 802 3ad Dynamic Link Aggregation
( i ntel ) Adapter Teaming L_’

Team:

% Team this adapter with other adapters

< Back I Mext = I Cancel |

A new team will be created as shown in Figure 50.

Figure 50 Cisco 1GigE 1350 LOM Team Properties

Link 5peed I Advanced I General  Settings IAdvancedI \-"LANSI Ciriver I Detailsl

T — | Adapters in team | Status

Cizco 1GigE 1350 LOM #2 Active

Cisco 1GigE 1350 LOM Active

Team with other adapters

4| | ©i

Allowes you to specify whether a network connection wil ;I

participate in & tesm. For an overview of teaming, click here. T Suiich.. bt Pl ..

If not checked thiz adapter iz not part of ateam.

Femove Team | Dretails... | Madify Team... I

indicates their current state.

Status
Column

Lists the adapters that are members of the selected team and ﬂ

» Active: The adapter is used to pass traffic.
» Dizabled: The adapter iz inthe team, but
;l does not have link, is disabled in Device
hanager or the Network Control Panel, or
iz experiencing driver izsues.

Ok I Cancel |
oK I Cancel |

6. Choose the teamed adapter, right-click and choose Properties.
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Figure 51

Network Connections page after NIC teaming

etwork Connections
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Mame = Skatus Device Mame |
;‘i Local Area Connection Enabled TEARM : Team-Mgmt - Cisco 1GigE L.,
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7. Choose Internet Protocol Version 4 (TCP/IPv4) > Properties and assign an IP address from the

TEAM : Team-Mgmk

management VLAN (VLAN 1) subnet.

Figure 52
Local Area Connection 3 Properties
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-
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oK I Cancel |

Assigning IP Address to the Teamed Adapter

Internet Protocol ¥ersion 4 (TCP,/IP¥4) Propetties

General |

‘fou can get IP settings assigned aukomatically if your network supports
this capability. Otherwise, vou need to ask your network administrator
for the appropriate IP settings.

= (Obtain an IP address aukomaticalky

—{* Use the Following IP address:

IP address: 10 . 29 180 .171
Subnet mask: I 255 .255.255 . 0
Defaulk gateway: 0,29 150, 1

=) Gbbain BIE server address automatizally:
—i{% Use the following DMS server addresses:

Preferred DS server: 10 . 29 . 150 . 105

171 . 70 . 168 | 183

Advanced, .. |

Alcernate DNS server:

[ walidate settings upon exit

o ]

Cancel |

8. Repeat the above steps to complete the configuration of Cisco 1GigE 1350 LOM on all the Cisco

UCS C220 M3 servers.

After completion of the above steps successfully, the status of the port-channel summary output on

both Cisco Nexus A and B looks like the one shown in Figure 53.
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Figure 53 Show Port Channel Summary Output

EMC-5548B# sh port-channel summary
Flags: D - Down
Individual

P - uUp in port-channel (members)
H - Hot-standby (LACP only)

r - Module-removed

R - Routed

up (port-channel)
NOT in use. Min-1inks not met

Group Port-

~

Note

Type Protoco]l Member Ports
Channel
2 Po2(sU) Eth LACP Ethl/1(P)
3 Po3(su) Eth LACP Ethl/2(P)
4 Po4 (suU) Eth LACP ethl/3(P)
5 Po5(sU) Eth LACP Ethl/4(P)
7 Po7 (sU) Eth LACP Ethl/7(P) Ethl,/8(P)
15 Pol5(suU) Eth LACP Ethl/16(P)
17 Pol7(sU) Eth LACP Ethl/18(P)
21 P021(s5U) Eth LACP Eth2,/1(P)
22 Po22(su) Eth LACP eth2/2(P)

This Cisco LOM teamed adapter will be used for the host management.

Before enabling the Microsoft Hyper-V role, NIC teaming must be completed.

Creating and Configuring vNICs on Cisco P81E VIC

Cisco PS1E VIC supports the Adapter FEX feature and functionality that is enabled on both the Cisco
Nexus 5500 series switches. Adapter-FEX can be thought of as a way to divide a single physical link
into multiple virtual links or channels. Each channel is identified by a unique channel number and its
scope is limited to the physical link. The physical link connects a port on a server network adapter with
an Ethernet port on the switch. This allows the channel to connect a vNIC on the server with a Ethernet
interface on the switch. Packets on each channel are tagged with a VNTag that has a specific source
virtual interface identifier (VIF). The VIF allows the receiver to identify the channel that the source used
to transmit the packet.

Table 10 Mapping of Port Profiles on Cisco Nexus Switches with vNICs on Server Adapter
vNIC MTU Uplink Port-profile Name Channel Number  |Uplink Failover
ethO 9000 Uplink_0 storage 1 Disabled

ethl 9000 Uplink_1 storage 2 Disabled

eth2 1500 Uplink_0 vm_traffic 5 Enabled

eth3 9000 Uplink_1 cluster 6 Enabled

Referring to Table 10, the following steps explain how to modify the existing vINICs properties and
create two additional vNICs on Cisco P§1E VIC for the VSPEX M 100 configuration.

To modify the existing vNICs properties and create the additional vNICs, follow these steps:

1. Using a web browser, connect to the CIMC using the IP address configured in the CIMC
Configuration section.

2. Click Inventory on the left pane under the Server tab and choose the Network Adapters tab on the
right pane.

3. Choose UCS VIC P81E under the “Adapter Cards”.
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4. Click Modify Adapter Properties under the General tab and enable the Network Interface
Virtualization (NIV) mode on the network adapter as shown in Figure 54.
Figure 54 Enabling NIV Mode for Adapter Cards

alialn i -
o Cisco Inte

grated M

" CIMC Hostname: ucs-c220-m
anagement Controller Logged in as: admin@10.§

Log Oy

UCS VIC PBIE QCI1606A1B1

N2XX-ACPCI01 Cisco Systems Inc

Power Policies
Fault Summary

Adapter Card 1 Modify Adapter Properties

-

Sagacl Description: |
Actions

Enable FIP Mode: [
Iglludlyaduphrllupurhul Enable NIV Mode: f |

@. Export Configuration
Mumber of VM FEX Interfaces: Iu

i Import Configuration

e (e o] (o)

Reboot the server.

Once the server is up, repeat the above steps 1 -3. Now choose the vNICs tab. Choose eth( and click
Properties.

Set the MTU size as “9000”, uplink port as “0”, channel number as “1” in the MTU, Uplink Port,
and Channel Number fields respectively. Choose “storage” from the “Port-Profile” drop-down list.
Do not “Enable Uplink Failover” for the port-profile name storage.
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Figure 55 vNIC Properties
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CIMC Hostname:

¢c L ALE e
vNIC Properties

7=

Summary
Inventory
Sensors
System Event Log
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Fault Summary

Adapter Cards Name: etho
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MAC Address: @ auTo @ |Fo:F7:55:48:8A:32

Class of Service: NfA
Trust Host CoS: [l
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Adapter Card 1 Default VLAN: (1 - 4p24) N/fA
] acs | VLAN Mode: N/A

Rate Limit: - N/A
Host Ethernet Interfaces —— ate Limit: (1 - 10000 Mbps) N/
Enable PXE Boot: [

Channel Number: ll {1 - 1000)

Port Profile: | storage ]H

| dluster
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8. Choose ethl and click Properties.

9. Set the MTU size as “9000”, uplink port as “1”, and channel number as “2” in the MTU, Uplink
Port, and Channel Number fields respectively. Choose “storage” from the “Port-Profile” drop-down
list. Do not “Enable Uplink Failover” for the port-profile name storage.

Figure 56 CIMC- vNIC Properties 1

vNIC Properties

General

Name:

MTU:

Uplink Port:
MAC Address:
Class of Service:
Trust Host CaS:
PCI Order:
Default WLAN:
VLAN Mode:
Rate Limit:

Enable PXE Boot:

Channel Number:

ethl

IBUUU (1500 - 5000)
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@ auto @ IFU:F?:SS:AA:AA:SS

N/A

=

@ Ay @ | (0-17)
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10. Create a third vNIC eth2 for the vm_traffic port-profile by clicking Add. Enter a name for the vNIC
in the Name field. Set the MTU to “1500”, uplink port to “0” in the MTU and Uplink Port fields
respectively. Enter a unique channel number in the Channel Number field.

Figure 57 Adding vNIC

Add vNIC
General []
Mame: r
MTU: Igooo— (1500 - 9000)
Uplink Port: 1] d

MAC Address: @ AUTO @

Class of Service: N/SA
Trust Host CoS: [l

PCI Order: @ ANY @ (0-17)

Default VLAN: (1 - 4094) MN/A

WLAN Mode: N/SA

Rate Limit: (1 - 10000 Mbps) MN/A
Enable PXE Boot: [

Channel Number: IS (1 -1000) =

(Add vNic] [ Reset values | | cancel]

11. Scroll down and choose “vm_traffic” from the “Port-Profile” drop-down list. Check the Enable
Uplink Failover check box. Enter a value for “Failback Timeout”. Click Add vNIC. This vNIC will
be used to create virtual switch in Microsoft Hyper-V virtual network manager.
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Figure 58 Adding vNIC 1

Add vNIC
Default VLAN: (1 - 4094) MN/A E
WLAN Mode: N/fA
Rate Limit: (1 - 10000 Mbps) MN/A
Enable PXE Boot: [l
Channel Number: |5 (1 - 1000)
Port Profile: | vm_traffic u
Enable Uplink Failover: [ ul
Failback Timeout: (0 - 800) |5
Ethernet Interrupt
Interrupt Count: |8 (1-514)
Coalescing Time: |125 (0 - 65535 us)
Coalescing Type: MIN s
[Add vNICJ [Reset Valum] [Camel]

12. Similarly, create a fourth vNIC eth3 with the parameters as defined in the Table 10. Eth3 vNIC will
be used for live migration in failover cluster setup.

13. Repeat the steps 1 -12 to complete the task on other Cisco UCS C220 M3 Servers.

The switches respond by creating a VevEthernet interface for each vNIC on the server network adapter
and associate the port-profile and channel number to the VevEthernet interface. Figure 59 shows the
Cisco Nexus switch's partial running-config output showing the veEthernet interfaces created for each
vNICs on the four Cisco UCS C220 M3 servers.
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Figure 59 Running-config Showing veEthernet Interfaces on Cisco Nexus Switch

interface vethernet32769
inherit port-profile vm_traffic
bind interface ethernetl/9 channel 5

interface vethernet3277
inherit port-profile vm_traffic
bind interface ethernetl/11 channel 5

interface vethernet3277
inherit port-profile vm_traffic
bind interface ethernetl/12 channel 5

interface vethernet3277
inherit port-profile vm_traffic
bind interface Ethernetl/10 channel 5

interface vethernet3277
inherit port-profile storage
bind interface Ethernetl/9 channel 2

interface vethernet3277
inherit port-profile storage
bind interface Ethernetl/10 channel 2

interface vethernet3277
inherit port-profile cluster
bind interface Ethernetl/10 channel 6

interface vethernet3277
inherit port-profile storage
bind interface ethernetl/11 channel 2

interface vethernet3277
inherit port-profile cluster
bind interface ethernetl/11 channel 6

interface vethernet32781
inherit port-profile storage
bind interface ethernetl/12 channel 2

interface vethernet32782

inherit port-profile cluster

bind interface Ethernetl/12 channel 6
interface vethernet32784

inherit port-profile cluster
_ . bind interface Ethernetl/9 channel 6

14. Assign static IP addresses to the NICs as per their VLAN participation. Ping to verify if the assigned
IP addresses are working properly. (Optionally, rename the NICs on all the other servers for easy
identification and make sure they are consistent to avoid any problems with clustering.

Figure 60 Renaming the NICs for Easy Identification

I Network Connections =]

S )v = Conkrol Panel = Metwark and Internet  Nebwork Connections - @ lml I Search Metwork Connections 2
Crganize * == -
Mame ~ Status Device Nams | Conneckivity | MNetwark Categary
U Lacal Area Connectian Enabled TEAM : Team-Mamt - Cisca 1GigE 1350 LOM
;‘i Local Area Connection 2 Enabled TEAM : Team-Mgmt - Cisco 1GIgE 1350 LOM #2
;‘i Local Area Connection 3 - Mgmt-Cluster MSOVSPEX.COM  TEAM @ Team-Mgmk Internet access Domain network,
':' Local Area Connection 3 - eth - iSCSI1 MNetwork, ¢ Cisco WIC Ethernet Interface Mo Inkernet access  Private networlk
U Lacal Area Connection 4 - sthi - iSCSI2 Metwark 4 Cisco WIC Ethernet Interface #2 Mo Internet access  Private network
U Lacal Area Connection 5 - sth3 - Cluster Metwark 2 Cisco WIC Ethernet Interface #3 Mo Internet access  Private network
U Lacal Area Connection & - sthz - YM_Traffic  Enabled Cisco WIC Ethernet Interface #4

15. Ping to validate if the assigned IPs are working properly. Figure 61 shows ping status from a host to
both storage processors SP A (10.10.40.50) and SP B (10.10.40.60) with jumbo frames.
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Figure 61 Jumbo Frame Validation from Source Switch to Destination Storage

mmand Prompt

icrosoft Windows

[Version 6.1.76811
Copyright <{c?> 2889 Microsoft Corporation.

All rights reserved.

C:sUseprssadministrator M5BUSPEX >hostname

M1iBBN1

C-sUzserssadmninistrator MS5BUSPER >ping 160.18.40.58 —f -1 8972

Pinging 18.18.48.5%58 with 8972 hytes of data:s
Reply from 18.18_48_.58: bhytes=8972 time<{ims TTL=25L5

Reply from 168.168.48.5
Reply from 1A.168.48.5
Reply from 18.18_48.58: bytes=8972 timed{lims

bhytes=8972 time<{lims
hytes=8972 time<ims

TTL=255
TTL=255
TTL=255

Ping statistics for 10.18.40.58:

Packets: Sent

= 4, Received = 4, Lost = B {Bx loss>,

Approximate round trip times in milli-seconds:

Minimum = Bms.

Maximum = Bms.

Average = Bms

C:sUserssadministrator .MSBUSPER >ping 18.18.468.68 —f -1 8972

Pinging 18.168.48. Gg I.GJlt]l 8972 bytes of data:

Reply from 18
Reply from 18.
Reply from 16.

Reply from 18. 13 43 6B: bytes=8972 time<{ims

hytes=8972 time<ims TTL=255
bhytes=8972 time{ims TTL=255
bhytes=8972 time<ims TTL=255
TTL=255

Ping statistics for 18.10.408.68:

Packets:

Sent = 4, Received = 4, Lost = 8
Approximate round trip times in milli-seconds:

(@x loss).

Hinimum = Bms, Maximum = Bms,. Average = Bms

C:sUserssadmninistrator MSBUSPER >

Host Rename and Domain Join

This section covers step-by-step instructions to rename and join the hosts to a domain.

To rename and join the hosts to a domain, follow these steps:

1. Rename the Windows hostname on all the servers as per your naming convention. The four servers'
hostnames are in this document are M100N1, M100N2, M100N3, and M100N43.

2. Open the Server Manager and click Change System Properties.

Figure 62 Changing System Properties in Server Manager Window
E=5erver Manager (O}
File  Action Wiew Help
&= H

# 5 Roles

+ | Features

+ 7 Diagnostics
# i} Configuration
=5 Storage

7

:'—g_v;l Server Manager (WIN-X9L8YE"

=
? | Get an overview of the status of this server, perform top management. tasks, and
§om add or remove server roles and Features,

il

-~ Server Summary

-
E Server Summary Help :1

#! Computer Information 1A Change System Properties

Full Computer  WIN-KOLBY2TYAIG S ieplNet e riiconnection:
Mame: s Configure Remote Deskbop
Workarouo: WORKGROUP

3. Click Change under the Computer Name tab in the “System Properties” window.
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Figure 63 System Properties Window

Computer Mame | Hardwarel Advancedl Hemotel

[ L Windows uses the following information to identify your computer
ST onthe netwark.

Computer description: ||

For example: "115 Production Server'' or
“Accounting Server''.

Full computer name: M50K2

‘workgroup: WORKGROUP

To rename thiz computer or change it domain or Change... |
workgroup, click Change.

QK I Cancel | Apply |

4. Under “Member of’, choose the “Domain” radio button. Type the name of the domain you want your
servers to join and click OK.

5. Provide the appropriate credentials in the “Windows Security” pop-up screen and click OK.

Figure 64 Specifying the Domain
Computer Name,/Domain Changes E

*f'ou can change the name and the membership of this
computer. Changes might affect access to network, resources. computer
More information

Computer name:
1001

Full computer name:
100N 1. MBS PER.COM

Mare... | angTI

Member of
& Domain:
IMSDVSPEX

[@l"] Computer Name /Domain Changes [ %] I

) welcome ta the MSOYSPEX domain.

Apply |

6. Click OK in the “Welcome” screen and then restart the server to apply these changes.
7. Login to the server and apply/update any latest hotfixes on all the Windows Server 2008 R2 SP1.

8. Repeat the above steps on all other servers to rename the host and join to the domain.
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Install Roles and Features

To install roles and features, follow these steps:
1. Click Start > Server Manager.

2. In the Features selection page of the “Add Features Wizard”, check the “Failover Clustering” and
“Multipath I/0” check boxes. Click Next.

3. In the “Confirmation selection” page, click Install.

Figure 65 Adding Features to the Server

hddreotwes vz @
=
&

Select Features

Select one or more Features ko install on this server.

Confirmation Features: Drescription:
FfoniEss ackground Intelligent Trans| Installed Y B
" " . Service (BITSY asynchronously
Results [ EitLacker Drive Encryption transfers files in the Foreground or
[[] BranchCache background, throttles the transfers to
[7] Connection Manager Administration Kit preserve the responsiveness of other

network applications, and
automatically resumes File transfers
after netwark disconnects and

"] Desktop Experience
l: DirectAccess Management Console

[¥] Failover Clustering T A
l: Group Policy Management

[ 1nk and Handwriting Services The server components (below) allow
[ Internet Printing Client files to be hosted for BITS client ta

download as well as provide the path

[] Inkernet Storage Mame Server to upload files,

] LPR Port Monitar
[] Message Queing
[¥] Multipath 1fo
[ Metwark Load Balancing
[] Peer Mame Resolution Protocol
[ Guality Windows Audin Yideo Experisnce
l: Remote Assistance
[ Remote Cifferential Compression

Iﬂ |5 Remote Server Administration Tools (Tnstalled) | _ILI
4 3

More about festures

= Preyious | Mexk = I Inistall | Cancel

4. Click Start > Administrative Tools > MPIO.

5. Choose the Discover Multi-Paths tab, check the “Add support for iSCSI devices” check box, and
click Add. You will be prompted to reboot the server.

Figure 66 Enabling iSCSI Support in MPIO Properties Window

A, Areboot is required to complste the operation. Reboot Now?
SPC-3 compliant

Device Hardwere i

] |

I #dd support For 531 devices

6. After rebooting, if you open the MPIO Control Panel applet, you should see the iSCSI bus listed as
a device.
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Figure 67 MPIO Properties Window

MPIO Properties x

MPIO Devices |Disc0ver Mulki-Paths I [SM Install I Configuration Snapshot I

To add support For a new device, click Add and enter the Vendor and
Product Ids as a string of & characters followed by 16 characters, Multiple
Devices can be specified using semi-colon as the delimiter.,

Ta remove support For currently MPIO'd devices, select the devices and
then click Remove.

Devices:

Device Hardware Id ;I
DEC RAID 3
DEC RAIDS
DGC WRAID
EMC  SY¥MMETRIX
HF  HSY300
MSFTZ005i5C5IBus Type_0x9
METAPP LN
Yendor 8Product 16

~
l

Add | Remove |

More about adding and removing MPIO support

[8]4 I Cancel |

1. Click Start > Server Manager.

8. In the “Roles Summary” view of the “Server Manager” window, click Add Roles.
Figure 68 Adding Roles in the Server Manager Window
E,: Server Manager =] I
File  Action Wiew Help
e=|*mH

5. * Roles

Eﬂ Features ;K
3 Diagnostics &
jﬁ’j Configuration

=5 Storage

Wiew the health of the roles installed on your server and add or remove roles and
features,

+ | Roles Summary E Raoles Summary Help

~ Roles: 2 of 17 installed iﬁ Add Roles

T Remove Roles
File Services

9. In the “Server Roles” selection page, check the “Hyper-V” check box and click Next.
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Figure 69 Selecting Roles for the Server
Add Roles Wizard [ ]
Eg}' Select Server Roles
Before You Begin Select ane ar mare rales to install an this server,
Roles: Description:
Hyper- ] active Directory Certificate Services Hyper-V provides the services that
N . ) ) wou can use ko create and manage
Wirtual Metworks L] Active Directary Domain Services wirtual machines and their resources,
Feama— [] Active Directory Federation Services Each wirtual machine is & virtualized
Onfirmation [] Active Directory Lightweight Directory Services computer system that operates in an
Progress [7] Active Directory Rights Management Services |s"0Iated EX?CUUU” enlt\f'lrlonment.t_Thls
- allows wou ta run multiple operating
Resulks E gapc'l:fzt;::rewer systems simultaneously,
[ DMS Server '\i\' This is & pre-release version of
[ Fax Server Hyper-¥. Go ko the Hyper-\n' :
File Services (Installed) TechCenter For more information.
v
[ Metwaork Policy and Access Services
l: Prink Services
[] Terminal Services
l: UDDI Services
[] web Server (115)
[ windows Deployment Services
More about server roles
< Previous | Mexk = I Inistall | Cancel |
10. In the Hyper-V > Virtual Networks page, click Next without choosing any Ethernet cards.
11. In the “Confirmation Selection” page, click Install and reboot the server when prompted.
12. Login to the server and click Start > Administrative Tools > Hyper-V Manager.
13. In the “Hyper-V Manager”, choose the server and click Virtual Network Manager.
14. In “New virtual network”, choose External from the “What type of virtual network do you want to
create” list and click Add.
Figure 70 Adding New Virtual Networks
53 File  Achion  View Window Help | oy [T |
&= | i
33 Hyper-¥ Manager Actions
33 minons Virtual Machines — a
E 3¥irtual Network Manager L _—
#_¥irtual Networks TR Creste virtual netwark [mport Yirtual Machine. ..
5. \-M_Trafﬁ - What bype of virbual netwark do you swant to create? Hyper-V Settings. .
=00 VIC Erhernet Interface #4 irtual Metwork Manager...
% Global Network Settings Internal —
U MAC Address Range Frivate "
10-15-50-96-45-00 ko 00-15-50-9,, [nspexct Cisk. ..
Stop Service
Remove Server
Add Refresh
Creates 3 virtual network that binds to the physical network adapter so that virtusl Vi 4
machines can access a physical network.
Hewe Windaow From Here
More sbouk creating virbusl networks Help
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15. Type a name and choose the “External” radio button. From the drop-down list, choose the NIC
assigned to vm_traffic VLAN and click Next.

Figure 71 Add Virtual Networks in Virtual Network Manager 1

E 2 virtual Network Manager M= B3

# ¥irtual Networks
A Mew virtual network
ot ¥M_Traffic
Cisco VIC Ethernet Interface #4
g?g wm_kraffic
Cisco YIC Ethernet Interface #4 Hates:
# Global Network Settings LI
',-;' MAC Address Range — Connection bype
00-15-50-96-46-00 to 00-15-50-9..,

o Mew virbual Network

Mame:  [vm_traffic

L]

‘What do you want ko connect this network bo?
& External:

ICisco WIC Ethernet Interface #4 j
™ Allow management operating system to share this network adapter
" Internal only

7 Private virtual machine network,

™| Enable vittual La identification For, management operating system
—WLAMN I0

The YLAN identifier specifies the wirtual LAN that the management operating
syskem will use For all network communications through this network adapter, This
setting does not affect virkual machine networking,

—

Remave |

More about managing virtual networks

16. Repeat the above steps on all other servers to install the roles and features.

Enable iSCSI Initiator

To enable iSCSI initiator, follow these steps:
1.

Enable the ISCSI Initiator by clicking Start > Administrative Tools > iSCSI initiator. Click Yes
to start the Microsoft iSCSI service.

Repeat the above step on all other servers and note down the initiator name. This is required to create
the hosts.
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Figure 72 Configuring iSCSI Initiator

Targets I Discavery I Favorite Targets I Yolumes and Devices I RADIUS Configuration |

Configuration settings here are global and will affect any Future connections made with
the initiakor,

Any existing connections may continue to work, but can Fail if the system restarts or
the initiator otherwise tries ko reconnect to a target.

‘When connecting to a target, advanced connection Features allow specific control of a
particular connection,

Initiator Mame:

ign. 1991-05, com. microsoft:m100n1 .m50vspex.com|

To modify the initiator name, click Change.
Ta set the initiakor CHAP secret For use with mutual CHAR, CHAP... |
click CHAP.
To set up the IPsec tunnel mode addresses for the initiakor, IPsec, .. |
click IPsec,

To generate a report of all connected targets and devices on Repart |
the system, click Report,

More about Configuration

Prepare the EMC VNXe3300 Storage

This section explains the following topics:
e Preparing the storage array
e Aggregating data ports for high-availability
e Creating storage pools for Hyper-V datastores

e Creating iSCSI server and assigning host access privileges

Initial Setup of EMC VNXe

To configure the initial setup of the EMC VNXe, follow these steps:

1. Connect the eEthernet cables from the management and data ports to the network as shown in
Figure 72.

2. Assign an IP address to the management interface or Download and run the Connection Utility to
establish an IP address for managing the EMC VNXe storage system. The Connection Utility can
be downloaded directly from the product support page:

http://www.emc.com/support-training/support/emc-powerlink.htm

3. Connect to the EMC VNXe system through a web browser using the management IP address.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 73 EMC Unisphere GUI
{2 EMC Unisphere - Windows Internet Explorer
m = [ hitps:/j10.29.150. 135 #id=HoME =]\ certificate Bor | 47 X | [5o00e L=
$F 4R ESENC Unisphers I | J 3 - ) - - [pPage - () Tedls - 7
EMC Unisphere ]l @.

Settings

Welcome 7 Common Tasks 71~

v Common storage tasks

ED Create storage for Microsoft Exchange g Create a shared folder
! )

m Create storage for VMware 1‘3‘/ Create storage for generic iSCSI
e Create storage for Hyper-V

B Free space avallable

B Generic Storage

[l Shared Foldersigre. ..

System Alerts

! | Dal Message | *

0... |Storage

Servers Ci Y tasks
configurad
; for SPA < i&
. have View system capacity details .. Change management settings
stopped il H
and will be | 7|

View system health = Manage user roles

Note  The SP A and SP B network data ports must be connected to the same subnet. In general, both SPs should
have mirrored configurations for all front-end cabling (including VLLANS) in order to provide Failover.

Create Storage Pools

Create a pool with the appropriate number of disks as shown in the EMC storage layout in Figure 74.

1. In Unisphere, choose System > Storage Pools.

2. Choose Configure Disks.

3. Manually create a new pool by Disk Type for SAS drives in the “Select Configuration Mode” screen

of the “Disk Configuration Wizard”.
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Figure 74 Selecting the Disk Configuration Mode

.;Q‘?’-'Z Select Configuration Mode
“‘j_‘ C/ =
v‘_— Step 1 of 7

Select the disk configuration mode:

|_J Automatically configure pools

Configure disks into the system's pools and hot spares

(O] Manually create a new pool

Create a new pool by disk type or for a specific application

*l Pool created for Hyper-V Storage - Datastore. L J

) Mar Pool created for Generic Storage - Backup.
)

ad Pool created for Generic Storage - General Purpose.
Pool created for Hyper-V Storage - Database.
Pool created for Hyper-V Storage - Datastore.

Pool created for Hyper-V Storage - General Purpose. -

Cancel Help

4. Choose “Pool created for Hyper-V Storage - Datastore”.

5. Specify a name for the pool in the “Name” field.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 75 Specifying Pool Name in the Disk Configuration Wizard

sﬁ;"'—-’; Specify Pool Name

Nys A >
= Step 2 of 6

Specify a name and optional description.

MName: s WSPEXM100

Description:

< Back Cancel Help

6. Choose “Balanced Perf/Capacity” in the “Select Storage Type” window. The validated configuration
uses a single pool with 77drives.
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Figure 76 Selecting Storage Type in the Disk Configuration Wizard

{J‘-’p Select Storage Type
‘\ _"

v
= S
v = Step 3 of 6 C -

Please select the type of disks you want to use for this new pool.

The disks and their storage types have been rated according to their suitability to the
selected application / usage.

Rating Disk Type Max Capacity Storage Profile
e SAS 0 GB (Mone Available Balanced Perf/Capac
Wi SAS 0GB (Mone Available High Performance
w EFD 0 GB (Mone Available Best Performance

ML SAS 0GB (Mone Available High Capacity

Uses SAS disks to provide a balanced level of storage performance and capacity. This
pool type does not offer performance as high as High Performance pools, but it can be
adequate for databases with low-to-average performance requirements.

Hyper-V SAS storage pool using RAID 5(6+1).

< Back Mext = Cancel Help
< Back |  Cance! J | Hele |

Figure 77 shows the details of the storage pool you have created.

Figure 77 Window Showing Storage Pools Details

EMC Unisphere 1 G

50 . = .
ystem a Storage i;; Settings ' Hosts | 6 Support

Foo

Status: gy Ok Subscription:  43%
Name: Perfarmance Pool Alert Threshold: 70%
Remaining Space: 9.367 TB
Total Space:  16.921 TB

Name:  Performance Pool n

Description:

Type: SAS =
Number of Disks: 77
Disk Speed: 6 Gbps

Pool Type:  RAID 5

[«

| Add Disks
J J

SQL Server Installation
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Figure 78 Window Showing Storage Pools in EMC Unisphere

EMC Unisphere

n Storage | i : Hosts 0 Support

Storage Pools:

5. Name Total Space Current Allo.., Percent Used Remaining 5... Subscription Disks
&  Performance Pool 16,921 7B 7554 7B — 44% 9367 TR 43% 77 used /0 unuse
o Hat Spare Poal Mot Applicable Mot applicable Mot Applicable Hat Applicable Mot Applicable 3
[~ Unconfigured Disk Mot Applicable Mot Applicable Mot Applicable Net Applicable Mot Applicable i
Current Allocation: [l remaining Space: [l Alert Threshold: |
L Configure Disks | | Refresh J

Note  You should also create your Hot Spare disks at this point.

Note  As a performance best practice, all the drives in the pool should be of the same size.

Configure Advanced Features—Link Aggregation and Jumbo Frames

To configure advanced features — link aggregation and jumbo frames, follow these steps:

1.

> @« DN

In Unisphere choose Settings > More Configuration > Advanced Configuration.
Choose eth10 and set the MTU size to “9000” in the MTU field.

Choose eth11 and set the MTU size to “9000” in the MTU field.

Check the “Aggregrate with eth10” check box.
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EMC Unisphere
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Advanced Configuration Window in EMC Unisphere

YSPEX3300
Advanced Configuration
10 Modules Ethernet Port
¥ 10 Module 0
Port Name: ethll
¥ sthi0/ethll o
sthio @ w Aggregation: [JJ Aggregate with eth1d
ethil L] L] Maximum Transmission Unit (MTU) Size: v
¥iBass Ports Port Speed: 10 Gbps
eth2
v v Link State: 5P A (Link Up), SP B (Link Up)
eth3 [x] %]
Il Network Addresses:  Not configured
eth4 o ]
eths ] [}
Create iSCSI Servers

To create iSCSI servers, follow these steps:

1.

In Unisphere, choose Settings > iSCSI Server Settings > Add iSCSI Server.

2. Type the server name, IP address, subnet mask and default gateway for the new iSCSI server in the
Server Name, IP address, Subnet Mask and Default Gateway fields respectively. Choose “SP A”
from the “Storage Processor” drop-down list and choose the aggregated ports from the “Ethernet
Port” drop-down list as shown in Figure 80.
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Figure 80 Adding iSCSI Server for Storage Processor - A

%« = |SCSI Server

Step 1 of 4 L/ ==

Specify the Network Interface for the new iSCSI Server:

Server Mame: # iSCSIServerd0

IP Address: # 1p .10 .40 . 50
Subnet Mask: # 255 . 255 . 255 .o
Default Gateway: 10 .10 .40 .1
Hide advanced
Storage Processor: SP A v

Ethernet Port: ethl10/ethll (Link Up}) v

VLAN ID: 0 =click to edit>

3. Click Add iSCSI Server again. Type the server name, IP address, subnet mask and default gateway
for the new iSCSI server in the Server Name, IP address, Subnet Mask and Default Gateway fields
respectively. Choose “SP B” from the “Storage Processor” drop-down list and choose the aggregated
ports from the “Ethernet Port” drop-down list as shown in Figure 81.
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Figure 81 Adding iSCSI Server for Storage Processor - B
%« = |SCSI Server

Step 1 of 4 L/ ==

Specify the Network Interface for the new iSCSI Server:

Server Name: # iSCSIServer(l

IP Address: # 1p .10 .40 . B0
Subnet Mask: # 255 . 255 . 255 .o
Default Gateway: 10 .10 .40 .1
Hide advanced
Storage Processor: SP B v

Ethernet Port: ethl10/ethll (Link Up}) v

VLAN ID: 0 =click to edit>

Note  Inthe EMC VNXe storage systems, for fail safe networking (FSN) and high availability features to work,
the peer ports on both the storage processors must belong to the same subnet. For more information about
high availability in the EMC VNXe storage systems, see:
http://www.emc.com/collateral/hardware/white-papers/h8178-vnxe-storage-systems-wp.pdf

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures g



I SOL Server Installation

Figure 82 iSCSI Server Settings Window in EMC Unisphere

EMC Unisphere G

i Dashboard
-~

¥SPEX3300
iISCSI Server Setlings 7
@ iscst servers 2]
Name IP Address Target Storage Processor |Ethernet Port  Status
iSCSIServerld  10.10.40.50  ign.1992-05.com.emc:apmoD... SP A eth10/eth11 ok
iSCSIServer§l  10.10.40.60 ign.1992-05.com.emc:apmoD... SP B cth10/eth1l ok

| Add ISCSI Server ]

1& iSNS Configuration ‘I'fk\ CHAP Security

|| Enable iSNS Server setting Require CHAP Secrat -]
L

[+1 i s |

Create Microsoft Hyper-V Datastores

To create Hyper-V datastores, follow these steps:
1. In Unisphere, choose Storage > Hyper-V> Create.
2. Specify a name for the Hyper-V datastore in the Name field and click Next.

Figure 83 Specifying Hyper-V Datastore Name

Hyper-V Storage Wizard

e Specify Name
Step 1 of 7 C =

Enter a name for the Hyper-\ datastore.

Name: >r| ClusterWitness Disk

Description:

3. Choose the pool and iSCSI server. Enter “10GB” in the Size field. Do not enable Thin Provisioning
and click Next.

~

Note  The default size of the Hyper-V datastore is 100 GB. The maximum size possible is 1.999 TB
and the minimum size required is 10 GB.
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Hyper-V Storage Wizard

Configure Storage

B
Step 2 of 7 C,

Configure the storage pool and size for this Hyper-V datastore:

Type Fool Server Available Percent Used Subscription

- Performance Pool

SAS Performance Pool ISCSIServerol 3.973TB — 45%  43%

Percent Used: . Percent Available: . Alert Threshold: |

Size: % GB | v

Thin: | | Enabled

< Back Cancel Help

SOL Server Installation 1l

4. Change protection by choosing the “Do not configure protection storage for this storage resource”
radio button. If you need additional protection, then additional storage would be required. For more

information, see the EMC VNXe Storage Configuration Guide.
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Figure 85 Setting Configure Protection

Hyper-V Storage Wizard

Configure Protection

: e
Step 3 of 7 Q,'

Configure protection storage for replication and snapshots:
|#) Do not configure protection storage for this storage resource.
Replication and snapshots can be supported by allocating protection space at a later time.
|_J Configure protection storage, do not configure a snapshot protection schedule.
An automated snapshot protection schedule may be configured at a later time.

|_J Configure protection storage, protect data using snapshot schedule: A

Mote: Times are displayed in Local Time (UTC-0700) in 24-hour format

l < Back ]l Next = | Cancel H Help J

5. Click Next in the “Configure Host Access” screen as no host are connected. “Configure Host
Access” will be completed in the EMC VNXe3300 Deployment Procedure in the later section.

6. Repeat the above steps and create 10 Hyper-V datastores for Cluster Shared Volumes of 750GB size.

~

Note  We recommend 750 GB size Hyper-V datastore for CSV. You can create bigger size datastores.
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Figure 86 Hyper-V Datastores for Cluster Shared Volume
EMC Unisphere ]l @
I — - S = o
[=m| Dashboard System i - Storage L. » Seltings Hosts . Support
- L
VSPEX3300 > Storage > Microsoft Hypery
Hyper-¥ Storage 3
Allocated Hyper-\ Datastores: m
! Name Drescription Size Protection Schedule
W MLO0-WitnessOisk 10.000 GB
@  ML00-CsvOS 750,000 GB
W  ML00-CSVOe 750,000 GB
W  Mioo-csvoz? 750,000 GB
W ML00-CsW0S 750,000 GB
@ Mio0-Csvog 750,000 GB
W | Mioo-cswin 750,000 GB
W  Mioo-csvol 750,000 GB
W  Mioo-csvoz 750,000 GB
W  Mio0-Csvo3 750,000 GB
W  ML00-Csvo4 750,000 GB
l Create || | l Refresh

Create Hosts and Provide Host Access

To create hosts and provide host access, follow these steps:
1. In EMC Unisphere, click the Hosts tab and click Create Host.
The “Host Wizard” page appears.
2. In the Name and Description fields, type the name and description of the new host. Click Next.

The “Operating System” page appears.
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Figure 87 Specifying Name for Host Configuration

Host Wizard

Specify Name
Step 1 of 6 Q, =

Enter a name and optional description for the host configuration:

Mame: = [gW{l

Description: Hyper-W Cluster Node 1

3. Choose the host OS from the “Operating System” drop-down list. Click Next.
The “Network Address” page appears.
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Figure 88 Specifying Host Operating System

Operating System

5 YRS
Step 2 of 6 C,

Specify the host operating system.

While this information is not required, providing this information will allow for more specific setup and
troubleshooting instructions.

Operating System: Microsoft Hyper-V -
Movell Suse Enterprise Linux *
Windows 7 r
Microsoft Hyper-V

Solaris 10 SPARC

Other [~]

< Back Cancel Help

4. Choose the “Network Name” or “IP Address” radio button to enter the details of the host.

Figure 89 Specifying the Host Network Address

Host Wizard

Network Address
Step 3 of 6 C, =

Specify the host network address.

“fou can specify the network address of the host as either a network name or IP Address.

MNetwork Address: (#) MNetwork Name:

(_) IP Address:

Advanced Storage Access (ASA): Allow Access

) System-wide ASA: Disabled

This setting is only effective if ASA is set to "Enable access on
a per-host basis".

i y

< Back Cancel Help
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5. Enter the IQN of the Hyper-V host in the IQN field. The host IQN can be found in the Configuration
tab of the iSCSI initiator. Enter the CHAP secret password if required in your environment in the
CHAP Secret field.

The “Summary” page appears.

Figure 90 Specifying iSCSI Unique Number (IQN)

Host Wizard

iSCSI Access

> .
Step 4 of 6 Q,'

If this host is connected to iISCSI storage, you must specify a valid iSCSI address (IQN). You can enter up to two
IQNs, each with an optional CHAP secret, now:

The iSCSI Initiator Node Name (IQN) is a unique name used to
identify a host using the iSCSI protocol. To use CHAP (optional), specify
a CHAP Secret when adding an IQN.

IQN: | ign.1991-05.com. microsaft:m100n1.m50vspex.cor
CHAP Secret:
Confirm CHAP Secret:

Add Ancther ION

< Back Cancel Help

6. Review the host details and click Finish.
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Figure 91 Host Configuration Summary

Host Wizard

Summary

e
Step 5 of 6 O

Confirm the following Host configuration:

Mame:  M100NS
Description: Hyper-V Cluster Node 5
Operating System: Microsoft Hyper-W
Network Name: M100M5. MSOVSPEX.COM
Advanced Storage Access (ASA): Mot Allowed

IQNs:  ign.1991-05.com.microsoft:m100nS. mS0vspex.com
CHAP Secret: Mot Specified

< Back Finish Cancel Help
— ! )

1. Repeat the above steps to create Host list for all Hyper-V hosts.

Figure 92 Hosts Window Listing All the Hyper-V Hosts

EMC Unisphere 1 G

— SG. '
=m| Dashboard . System a Storage s » Settin Hosts 6 Support

Hosts 7
Hosts: E
Name Description Network Address Advanced Stor... 1N Operating System
M1i00M1 10.29.150.171 Disabled 1gn.1991-05.com.mi Micrasoft Hyper-y
M100M2 10.29.150.172 Disabled ign.1991-05.com.mic Micrasoft Hyper-i
M100N3 10.29.150.173 Disabled ign.1931-05.com.min Microsoft Hyper-v
M100M4 10.29.150.174 Disabled 1gn.1991-05.com.mi Micrasoft Hyper-V

I Create Host I[ Create Subnet “ Create Netgroup | |_Refresh |

8. Click Storage > Microsoft Hyper-V.
9. Choose an Allocated Hyper-V Datastore and click Details.
10. Click the Host Access tab.
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11. From the “Access” column drop-down list, choose “Hyper-V Datastore” for all the hosts

participating in a Microsoft Windows Hyper-V cluster.

Figure 93

EMC Unisphere

YSPEX3300 >

Hyper-¥ Storage Details

Summary

Status: gy Ok

Name:  M100-WitnessDisk
Description:

Hyper-V Datastore Details Window

Storage Server:  iSCSIServer00 (10.10.40.50)

Storage Pool:  Performance Pool

ISCSI Target:

Hunar! AMILIM. D

Ign.1992-05.com.emc:apmO01 203006930000

Marme Metwork Address pLall) fAcoess
M100NL L 10.29.150.171 L iqr.1991-05,.com .mlcrosuft:m:lﬂl Hyper-¥ Datastore v 2]
M100HZ A 10.29.150.172 # ign.1991-05 com.microsoft:m10| Hyper-¥ Datastore X
M100NZ L 10.29.150.173 L iuﬂ.1991-05.00m.michS—Oﬁ:n’\lUL Hyper-¥ Datastore v i
M100NS i 10.29.150.174 L ign.1991-05, com .mlcrosuft.'m:lﬂl Hyper-¥ Datastore L4
BATANKS ' WANOME MEAUSDEY SO # ian 100105 mamn rmiceacafbred 0l M ferace -7

Note: Datastore access is granted to multiple hosts. That can cause the data corruption unless No Access

(1 A e
Create Host |

A 0

Hyper-\ Datastore
Snapshot

Hyper-i Datastore and Snapshot
aamin System iime:

® Name:

VSPEX3300 Alerts:

User:

12. Repeat the above steps to provide Host Access for all the Hyper-V datastores created earlier.

Microsoft Windows Failover Cluster Setup

iSCSI Initiator Configuration

To connect iSCSI targets and configure advanced settings, follow these steps:
1. Login to the Microsoft Windows Server 2008 R2 Hyper-V host.
2. Click Start > Administrative Tools > iSCSI initiator.

3. In the “iSCSI Initiator Properties” dialog box, click Discovery and then click Discover Portal.
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Figure 94 Adding Target Portal in iSCSI Initiator Properties Window

iSCSI Initiator Properties E

.Targets Discavery |Fav0rite Targets I Wolumes and Devices I RADILS I Configuration I

—Target portals

The system will look For Targets on Following portals:

Address | Fork | Adapter | IP address I
10.10.40.50 F260 Microsoft iSCSI Initiakor 10.10.40.4
10.10.40.60 F260 Microsoft iSCSI Initiakor 10.10.40.5

To add a target portal, click Discover Portal, Discover Portal... |
To remove a target portal, select the address above and e |
then click Remove.

4. In the “IP address” or “DNS” name field, enter the EMC VNXe iSCSI Server IP for SP A created
earlier in the EMC VNXe3300 Deployment Procedure and click Advanced.

Figure 95 Changing the Default Settings of Target Portal

Discover Target Portal E

Enter the IP address or DMS name and port number of the portal you
want ko add.

Ta change the default settings of the discovery of the target portal, click
the Advanced button,

IP address or DMS name: Port: (Default is 3260.)

| 10,10,40,50] |326D

Advanced. .. | [8]4 I Cancel |

5. The Advanced Settings dialog box appears. Complete the following in the Advanced Setting
window:

a. Choose “Microsoft iSCSI Initiator” from the Local adapter list box.

b. Choose the “IP address” of the first NIC connected to the iSCSI server from the Initiator IP list
box.

c. If you are required to use the CHAP, enter the details else ignore and click Ok.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
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Figure 96 Advanced Settings Window
fdvanced setings T g

General | IPsec |

—Connect using

Local adapter: IMicrosoFt iSCSI Initiatar j

Initiator IP:

Target portal IP: I j
—CRC | Checksum

" Data digest " Header digest

™ Enable CHAP log on

— CHAF Log on information

CHAP helps ensure connection security by providing authentication between a target and
an initiatar,

To use, specify the same name and CHAP secret that was configured on the target for this
initiakar, The name will default to the Initiator Mame of the system unless another name is
specified,

[ame: I ign. 1991-05, com. microsoftim100n1 . mS0vspes:, com

Target secreb: I

™| Perfarm mutusl suthentication

T use mutual CHAR, either specify. an initiator secret om the Configuration page or use
RADTIIS,

™| Use RADIUS to generate user authentication credentials

™| Use RADILS bo authenticate target credentials

OF I Cancel | Apply |

6. In the “iSCSI Initiator Properties” dialog box, verify the “Target Portals” details that are displayed
in the “Discovery” window.

1. Choose the Targets tab, and then choose the VNXe as the target name.
8. Click Connect.
The “Connect To Target dialog box” appears.
9. Complete the following in the Targets Window:
a. Choose “Add this connection to the list of Favorite Targets”.

b. Clear Enable multi path and click OK. In the Targets tab of the iSCSI Initiator Properties dialog
box, verify that the status of the target shows connected.

r Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures



Figure 97 Window Displaying Discovered Targets

Targets |Disc0very I Favorite Targets I Wolumes and Devices I RADILS I Configuration I

r—Quick Connect

DNS name of the target and then click Quick Connect.,

Target:

To discover and log on to a target using a basic connection, type the IP address or

Guick Conmect, ., |

r~Discovered targets

Refresh |

iqn, 1992-05, corn,emc: apm001 203006930000-3-vhxe

To connect using advanced options, select a target and then
click Connect.

To completely disconnect a target, select the target and
then click Disconneck,

For target properties, including configuration of sessions,
select the target and click Properties,

For configuration of devices associated with a target, select
the taraet and then click Devices.

Connecked

Connecked

Connect |
Disconnect |
Properties... |
Devices... |

SQL Server Installation

10. Repeat steps from 2-7 to add target portal IP of the VNXe iSCSI Server IP for SP B using the second
NIC configured for iSCSI.

11. Choose the Targets tab, and then choose the first “VNXe” target name.
12. Click Properties and in the Properties dialog box click Add Session.

Figure 98 iSCSI Initiator Properties Displaying Session Identifiers

Sessions | Portal Groups I

Refresh I

Identifier

[ frffFa30388b51£5-400001 3700000002

To add a session, click Add session,

Add session |
To disconnect one or more sessions, select each [FiaeErmee: |
session and then click Disconnect.
To view devices associated with a session, select BEiiEEE, . |
a session and then dlick Devices,

13. Choose “Add this connection” to the list of Favorite Targets and click Advanced.

The Advanced Settings dialog box appears.

14. Complete the following in the Advanced Settings window:

a. Choose “Microsoft iSCSI Initiator” from the Local adapter list box.

b. Choose the “IP address” of the second NIC connected to the iSCSI server from the Initiator IP
list box.
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c. Choose the “Target portal IP” of the VNXe iSCSI Server IP for SP A in the Target portal IP list
box. Click Ok.

Figure 99 Advanced Settings Window
General | IPsec |
—Connect using
Local adapter: IMicrosoFt iSCSI Initiatar j
Initiator IP: |10.10.4D.5 j
Target portal IP: IDeFauIt j
—CRC | Checksum
" Data digest " Header digest
15. Choose “Targets” and then enter the second “VNXe” target name.
16. Click Properties and in the Properties dialog box click Add Session.
Figure 100 Status of the Discovered Targets

Targets |Disc0very I Favorite Targets I Wolumes and Devices I RADILS I Configuration I

r—Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then click Quick Connect.,

Target: Quick Conmect, . |

r~Discovered targets

Refresh |

Marme | Stakus |
Connecked

Connecked

To connect using advanced options, select a target and then Connect |
click Connect.

To completely disconnect a target, select the target and Disconnect |
then click Disconneck,

For target properties, including configuration of sessions, Properties. .. |
select the target and click Properties,

For configuration of devices associated with a karget, select Devices. .. |
the target and then click Devices,

17. Choose “Add this connection” to the list of Favorite Targets and click Advanced.

The Advanced Settings dialog box appears.
18. Complete the following in the Advanced Settings window:
a. Choose “Microsoft iSCSI Initiator” from the Local adapter list box.

b. Choose the IP address of the first NIC connected to the iSCSI server from the Initiator IP list
box.

c. Choose the Target portal IP of the VNXe iSCSI Server IP for SP B in the Target portal IP list
box. Click Ok.
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Figure 101 Advanced Settings
General | IPsec |
—Connect using
Local adapter: IMicrosoFt iSCSI Initiatar j
Initiator IP: IID.ID.4D.4 j
Target portal IP: IDeFauIt j
—CRC | Checksum
" Data digest " Header digest

Figure 102 shows the partial output of command mpclaim.exe -b captured in a file.

Figure 102

| config_b.txt - Motepad
File Edit Format Yiew Help

mpclaim.exe Configuration Output

registered DsMs: 1

varsion

006, 0001, 07601

path ID

State

SCSI Address

MPIC Storage Snapshot on Monday, 0% July 2012, at 0Z2:44:37.565

[-—-|
[PVP| PVE |

o Ry [l (B P
L17514 | 0020|0003 | 0001 | 030|False]
by

000000007 7010003 Activeoptimized
0000000077 0L0002 Activeoptimized
MPIO DiskS: 02 Paths, round Robin, ALUA

path ID

State

00l 000|003 | 001
00l| 000|002 |00l

Mot Supported

SCSI Address

000000007 7010003 Activeoptimized
0000000077 0L0002 Activeoptimized
MPIO Disk8: 02 Paths, round Robin, ALUA

path ID

State

001|000 | 003|000
001|000 | 002|000

Mot Supported

SCSI Address

00000000770L0001 Activeoptimized
0000000077 0L0000 Activeoptimized

MPIO Disk7: 02 Paths, round Robin, ALUA

path ID state

001|000 | 001 | 008
001|000 | 000|008

Mot Supported

SCSI Address

00000000770L0001 Activeoptimized
0000000077 0L0000 Activeoptimized
MPIO Disk&: 02 Paths, round Robin, ALUA

path ID

State

001|000 | 001|007
001|000 | 000|007

Mot Supported

SCSI Address

weight

00000000770L0001 Activeoptimized
0000000077 0L0000 Activeoptimized

001|000 | 001 | 006
001|000 | 000 | 006

9]
o]

19. Login to the “Windows Hyper-V host” and open “Server Manager”.

20.
21.

and initialize them.

In “Server Manager”, expand “Storage” and click Disk Management.

In the “Disk Management” right window pane, choose and right-click all the SAN disks to online

Once all the disks are initialized, format with the NTFS file system and assign drive letters to them.
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22. Login to other Hyper-V hosts to which the same above SAN disks are provisioned and bring them

online.

Cluster Validation

Table 11 Microsoft Windows Failover Cluster Details

Cluster Node Name

Node IP Address

Cluster IP Address

Cluster Name

M100N1.M50VSPEX.COM

10.29.150.171

M100N2.M50VSPEX.COM

10.29.150.172

M100N3.M50VSPEX.COM

10.29.150.173

M100N4.M50VSPEX.COM

10.29.150.174

10.29.150.175

M100Clus

For cluster validation, follow these steps:

1. Login to MI0OON1 host using a domain administrative account with local privileges.

2. Open Server Manager and browse to Features > Failover Cluster Manager.

3. Validate cluster feasibility:

Choose “Validate a Configuration”, and click Next.

a.
b. Add all the nodes one at a time into the Enter server name text field, and click Next

(1

d. Click Next > Next.

Choose “Run all tests” and click Next.

e. Review the report and resolve any issues found by the validation wizard before continuing.

Note The warning in Figure 103 is expected because the iSCSI NICs are on the same subnet. For
failsafe and HA feature of the EMC VINXe storage to work, the peer ports on both storage
processors must be on the same subnet and that is the reason for iSCSI NICs to be on same

subnet.

f. Click Finish.
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Figure 103 Failover Cluster Validation Report

i validate a Configuration Wizard

Tesling has deted Iy, The fi ioh appears ho be suitable for chestering.
l However, you should review the ieport becauss it may contain wainings which vou should
addrass to attain the highest availabliy.

Failover Cluster Validation Report

Node: mi00nl.mS0vspex.com
Mode: m100n2.mS0vspesx.com
Node: m100n3.mS0vspex.com
Mode: m100nd.mS0vspes.com

i i
-@Inventnr}'

Mame Result Description
i 5 Infarmation = uccess
Lisk BIOS Inf i J_‘a 5
isk Environment Varisbles = uccess
List Envi k warisbl J_‘a 5
Lizt Fibre Channel Host Bus Adsphers _‘:a Success
igk iSCST Host Bus Adapbers 4 uccess
List iSCST Host Bus Adapt J_‘a 5
Lizk Memory Infarmation _‘:a Success
Lisk Opersting System Inforrmation _‘:a Success
List Plug and Play Deviees J:.-. Success 2
To wiew the repont created by the wizad, cick View Repait i
A 3 - iew Report... |
To chose this wzard, cck Finish, i

Cieate the chister now wsing the validated nodes...

Moie about chuster validabion bests

Failover Cluster Setup

To setup a failover cluster, follow these steps:
1. In the Failover Cluster Manager, choose Create a Cluster.

2. In the “Welcome” screen, click Next.

Cluster Validation

3. Add all the nodes one at a time into the Enter server name text field and click Next.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures g



I Cluster Validation

Figure 104 Selecting Servers for Adding into the Cluster

E¥ Create Cluster Wizard E

1 Select Servers

Before You Begin Add the names of all the servers that you want to have in the cluster. You must add at least one server.

Access Paint for

Adminiztering the
Cluster Enter server name: || Browse... |

Confirmation Selected zervers: 1 00n1. mB0vzpex. com Aidd
Creating Mew Cluster m100nZ. mE0vepes. com
g il 00n3.mE0vspes, com e |

Summary 1 00nd. m50vspex. com

< Previous | Mext > I Cancel |

4. Enter the “Cluster Name”, “Cluster IP”, and click Next.

Figure 105 Cluster Details

&P Create Cluster Wizard X

4°9 Access Point for Administering the Cluster

#

Before You Begin Type the name pou want to uze when administering the cluster.

Select Servers

Cluster Mame:
One or more IPvd addresses could not be configured automatically. For each network to be uzed, make
sure the network is selected, and then type an address.

Confirmation

Creating Mew Cluzster

Metworks Address
. 7 10.29.150.0/24
[ 1010.46.0/24 Click here to type an address
- 1010 40 01424 Click here b hine an addre

More sbout the administrative Access Point for a cluster

< Previous | Mext > I Cancel |

5. In the “Confirmation” page, review and click Next.
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Figure 106 Confirmation Window for Creating Cluster

443 Confirmation

EF

Before You Begin

“Y'ou are ready to create a cluster.

Y S— The wizard will create your cluster with the following settings:
Access Paint for d
Adminigtering the Cluster: M100Clus
Cluster Node: ml00nl.mS0vspex.com
Canfirmatian Node: ml00n2.m50vspex.com
Greating M Clsier Node: ml00n3.m50vspex.com

Node: ml00nd.m50vspex.com
SR IP Address: 10,29.150.175

To continue, click Next.
< Previous | Mext > I Cancel
6. In the “Summary” window click Finish.
Figure 107 Window Showing Summary of the Created Cluster
Summary

Before ou Begin You have successfully completed the Create Cluster Wizard.

Select Servers

Access Paint for

Adminiztering the "
Cluster
o Create Cluster
Confirmation
Creating Mew Cluzster
Cluster: M10aclus
Node: ml00nl.m50vspex.com
Node: ml00n2.m50vspex.com
Node: ml00n3.m50vspex.com
Node: ml00nd.m50vspex.com
Quorunm: Mode Majority
IP Address: 10.29.150.175
=l
To view the report created by the wizard, click View Report. Vi B " |
To close this wizard, click Finish. e

7. In the “Failover Cluster Manager”, right-click the cluster name, choose More Actions, Configure
Cluster Quorum Settings and click Next.
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Figure 108 Failover Cluster Manager

lover Cluster Manager !E E
File  Action Wiew Help

€= | 2[n|H=

3;"'3' Failover Cluster Manager

Cluster M100Clus. MGOVSPEX. COM =] [Lictions

B § . I
Services and applic Configure a Service or Application. .. . i
= i § ster M100Clus =
4 Nodes Vfalldate.Thls. Cluster. .. 3;, Configure a Ser...
Lu5‘ gluster Shared wol,  Yiew Yalidation Report bations/services and 4 nodes & validate This Clu...
4 Storage

Enable Cluster Shared Yalumes. ..

=5 Metworks ik Metworks: Cluster Metwork 1, Clush ﬁ Wiew Validation ...
Cluster Events Add Node. .. ] Subnets: 31Pv4 and 0 IPvE B Enable Cluster 5.
Close Connection and Dizk. Majority [ Cluster Disk 11 ] =
' addhode... I
Configure Cluster Quorum Settings. .. :J Close Connection
Wit 3 Migrate services and applications. .. More Actions »
Refresh Shut down Cluster. .. View »
zervers [
Properties Destray Cluster... 03, Wind il Refresh
T SO T T, =
Hell [ . : " i
B — lication... E Services and applications yo D Froperties
| ‘ """ configure for high availabiliby E Help
L _Ed ol T L = T T S O

8. Inthe “Select Quorum Configuration” page, choose the “Node and Disk Majority” radio button and
click Next.

Figure 109 Configure Quorum Configuration

?%Ql Select Quorum Configuration

Before You Begin Fead the descriptions and then select a quorum configuration for your cluster. The recommendations are
bazed on praviding the highest availability for your cluster.

" Mode Majority [nat recommended far your curent number of nodes)

Configure Storage
Withess

Can sustain failures of 1 node(z].

' Mode and Disk Majority recommended far your curent number of nodes)

Can sustain failures of 2 node(z] with the dizk withess online.
Can sustain failures of 1 node(z] if the disk witheszs goes offline o fails.

Confirmation

Configure Cluster
Quorum Settings

Summary " Mode and File Share Majority [for clusters with special configurations)

Can sustain failures of 2 node(z] if the file share withess remains available.
Can sustain failures of 1 node(z] if the file share withess becomes unavailable.

Mo Majority: Disk Only (not recommended)

Can sustain failures of all nodes except 1. Cannot sustain a failure of the quorum digk. This
configuration iz not recommended because the disk is a single point of Failure.

More about quorum confiqurations

< Previous | Mext > I Cancel |

9. In the “Configure Storage Witness” page choose the 10GB disk and click Next.

10. In the “Confirmation” page review and click Finish.
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Figure 110 Failover Cluster Manager Online Status

B Failover Cluster Manager

File  Action Wiew Help
€= sm|

&5 Faiaver Cluster Manager Cluster M100Clus. M50VSPEX.COM
=l 55 M100Clus MSOVSPEX, COM

@ Services and applications

; 23=n Summary of Cluster M100Clus
= L5 Modes ‘ﬁl Ty
= M100M1 M100CIus has O applications/services and 4 nodes
M100M2
M100M3 Name: t4100CIus.ME0VSPEX.COM Metworks: Cluster Metwork 1, Cluster Metwark ...
§ M10004 Current Host Server: k1001 Subnets: 3IPv4 and 0 1PvE
_u Cluster Shared Yol
LS Sharsd volmes Quorum Configuration: Mode and Disk Majority [ Cluster Disk 11 ]
o Storage
= iﬂ Mebworks Recent Cluster Events: Mone in the last 24 hours

iﬂ Cluster Metwark 1

iﬂ Cluster Netwark 2

iﬂ Cluster Netwark 3
Cluster Events

| - Configure |

| - Naviqtal.a |

+ Cluster Core Resources
— SRR

Mame | Statuz | |
Cluster Name

1 1% Name: M100CIus (®) Orline
j“ IP Address: 10.25.150.175 @ Orline

Disk Drives

- More Information |

11. To enable the Cluster Shared Volume, open “Failover Cluster Manager” from the node that currently
owns the cluster.

12. In the “Configure Section” choose Enable Cluster Shared Volumes.

13. Check the check box “I have read the above notice” and click OK.
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Figure 111 Enabling Cluster Shared Volumes (CSV)
7 Fallover Chuster Manager Cluster M100Clus. M50VSPEX COM REE
ES %ogms.rﬁnv:wxilcon M100Clus M50VSPEX....
) Services and applications s
5 (55 Nodes ]?i' Summary of Cluster M100Clus 25 Confiours & Service...
3 mx; M100Clus has 0 applications/services and 4 nodes & validate This Cluste...
g 10003 Name: M100Chis MS0VSPEX.COM Networks: Cluster Network 1. Cluster Netwark .. | *M view validation Rep...
. B Mioon4 Current Host Server: M100N1 Subnets: 3|Pv4 and 01Pv6 &9 Enable Cluster Shar...
% Storage T =
1 3 Networks Quorum Configuration: Mode Majority F add Node...
.¥ Cluster Mebwork 1 Recent Cluster Events: Mone in the last 24 houss == =
& Cluster Network 2 & Close Connection
55 Cluster Network 3 - i Mare Actions. ., »
[4] Chuster Everts emnconGquIE
Configure high avalability for a specific service or application, add one or more servers [nodes), o oen b
migrate seraces and apphcations from a cluster running Windows Server 2003, Windows Server al Refresh
2008, o Windows Server 2008 R2. B
) Corfiquie a Service or Apphcation... E Services and applications you can | Propeties
configuire for high avalability H rel
B Yalidate This Cluster,., Understanding chuster validation tests
) Enable Cluster Shared Yolumes... [ Understanding Cluster Shared m
Enable Cluster Shared Yolumes Rl
) ke this resource ...
The Cluzster Shared Volumes feature is only supported for uze with Windows Server 2008 R2 Hyper role. the critical
Creation, repraduction and storage of files on Cluster Shared Volumes that were not created by the Hyperdy/ e TR oY
role, including any user or apphcation data stored undes the ChusterStorage directory of the spstem drive on i Desiandeii
every node, are not supported and may result in unpredictable behavior, including data comuption or data P sk
lozs on these shared volumes. & Actions. . »
For information regarding support services, please see hitp://qo. mictosolt comAwlink/ L inkld=137158, perties
P
M | have read the above notice.
[a]3 I Cancel
4
14. Right-click “Cluster Shared Volumes” and choose Add Storage.
Figure 112 Adding Storage to CSV
% ilover Cluster Manager

File  Action Wiew Help

ol ] ] B 7 ) [

_.gg Failawer Cluster Manager
= %y 1M1100CIus, MS0VSPER,. COM

% Services and applications
= _Eﬁ Modes I

M100M1

| M10anz Storage: Total Capacity:

| MLO0NS Mo disks Total: 0 Bytes

1 M100M4 Free Space: 0 Bytes

Cluster Shared ¥Yolumes

L

Summary of Cluster Shared Volumes

|

A Cluster Shared Yolyz - 0%
2 o add storage Percent Free: 0%
= 'iﬂ I§Ix_atw0rks Wigw 3
.iﬂ Cluster Metwor
._i?l Cluster Metwor  Refresh | Statuz | Current Dwner |
.iﬂ Cluster MNetwaor
Cluster Events Help

15. Choose all the volumes under “Available disks” and click OKk.
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Figure 113 Select Available Disks For CSV Storage

Select the disk or disks that pou want to add.

Available disks:

Mame | Statuz | Capacity
o Cluster Disk 1 l@) Orline
©w Cluster Disk 10 (%) Drlire
i Cluster Disk 2 l@) Orline
i Cluster Disk 3 l@) Orline
i Cluster Disk 4 l@) Orline
i Cluster Disk 5 l@) Orline
i Cluster Disk 6 l@) Orline
i Cluster Disk 7 l@) Orline
o Cluster Disk 8 (2 I
@ Cluster Disk 9

()8 I Cancel |

4

16. Once all the disks are added successfully, the status shows Online.

Figure 114 Window Showing CSV Disk Status
=l 58 M100Clus MSOVSPER, COM
ﬁ Services and applications — Summary of Cluster Shared Yolumes
El L5 Modes =
j M100m1 -
j M100M2 Storage: Total Capacity:
g Moons 10 Total Disks - 10 online Total 7.32 TE
- M100M4 Free Space: 7.32 TB
[ Clust Percent Free: 100%
o Storage
=] ifl Mebworks
iﬂ Cluster Metwark 1
.i? Cluster Network 2 Dizk | Status | Current Dwner |
éﬂ sf;“rs:re:;twmk 3 9 Cluster Disk 1 (@ Onine MT00N1
= + % Cluster Digk 10 (#) Orilire M100M2
o Cluster Disk 2 l@) Orline M100M3
o Cluster Disk 3 l@) Orline M100M4
o Cluster Disk 4 l@) Orline M100M1
o Cluster Disk 5 l@) Orline M100M2
o Cluster Disk 6 l@) Orline M100M3
o Cluster Disk. 7 l@) Orline 1004
o Cluster Disk. 8 l@) Orline M100M1
o Cluster Disk 9 l@) Orline M100M2

17. Rename the cluster networks (optional).
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Figure 115 Live Migration Summary in Failover Cluster Manager

B Failover Cluster Manager
File  Action Wiew Help

e AalGall 7|
= f_a_llover Cluster Manager Live_Migration
=l 58 M100Clus MSOVSPER, COM =

ﬁ Services and applications

=1 Modes ) o
[# Cluster Shared valumes ' Live_Migration haz 1 subnet(s).
= Subnets:

= 53 Metwarks Status: Up :

* i:‘l Mgk Cluster Use: Internal 10.10.46.0424 [IP4)
iﬂ Live_Migration
iﬂ Storage

Cluster Events

-5 Summary of Live_Migration

Mame | Statuz | Current Dwner
Metwork Connections

-] M100M1 - Local &rea Connectio... M100M1
= B8 M100M2 - Local Area Connectio.. Up mM100M2
Adapter: Cizco VIC Ethemet Inte...
IP Address: 10.10.46.5
= B8 t100M3 - Local Area Connectio..

M100M3
Adapter: Cizco VIC Ethemet Inte...
IP Address: 10.10.46.6
= B8 t100M4 - Local Area Connectio.. w100r4

Adapter: Cizco VIC Ethemet Inte...
IP Address: 10.10.46.7

Microsoft System Center-2012 VMM Configuration

This section provides configuration details of Microsoft System Center Virtual machine Manager
(VMM).

Add Microsoft Hyper-V Hosts and Cluster

To add Microsoft Hyper-V hosts and cluster, follow these steps:
1. Create a “Host Group” and click Add Hyper-V Hosts and Clusters.
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Figure 116 Create a Host Group in SCVMM
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1 move

74 Delete
@Rﬂnﬁme

=] Properti

2. In the “Resource location” page of the “Add Resource Wizard”, choose the radio button “Windows
server computers in a trusted Active directory domain” and click Next.

Figure 117 Selecting Resource Location

'E Add Resource Wizard X

‘£ Resource location

| | Indicate the Windows computer location

Credentials = Windows Server computers in a trusted Active Directory domain
. " Windows Server computer in an untrusted Active Dirsctory domain
Discovery scope
" Windows Server computers in a perimeter network
Target resources If you select this option, before you continue, use VMM Setup to install the YMM agent locally on the targeted
computers, Ensure that you configure the perimeter network settings during the agent setup.

Host settings
€ Physical computers to be provisioned as virtual machine hosts

Summary Select this option to add bare-metal computers with baseboard management controllers.

Previous | Next I Cancel
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3. In the “Credentials” page of the “Add Resource Wizard”, provide the appropriate credentials and
click Next.

4. In the “Discovery” page of the “Add Resource Wizard”, choose the radio button “Specify Windows
Server Computer by Name” and enter the cluster name created in the previous sections and click
Next.

Figure 118 Specifying Discovery Scope for VM Hosts

“E Add Resource Wizard

+ -
£ Discovery
Resource location Specify the search scope for virtual machine host candidates
Credentials Search for computers by whole or partial names, FQDNs, and IP addresses. Altemnatively, you may generate an

Active Directory query to discover the desired computers,

| % Specify Windows Server computers by names

Target resources (' Specify an Active Directory query to search for Windows Server computers
Host seftings Enter the computer names of the hosts or host candidates that you want VMM to manage. Each computer name
must be on a separate line.
Summary
Computer names:
M100CLUS. MSOVSPEX. COM
[ skip AD verification

Examples:  serverl
sarverl.contoso.com
10.0.1.1
2a01:110:1e:3:f3ffcfed4:23

Previcus | Next | Cancel |

5. In the “Target Resources” page of the “Add Resource Wizard” choose the “cluster name” and click
Next.
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Resource location

Select the computers that you want to add as hosts

Target Resources to Add as Hosts

‘E add Resource Wizard E

Credentials X
Discovered computers:
Discovery scope Computer Name Operating System Hypervisor
B m100cus.MSOVSPEX.C Windows Server 2008 R2 Enterpriss
-i' M100M1.M50VSPER.COM ‘Windows Server 2008 R2 Enterprise Hyper-¥

Host settings ]‘ M100M2.ME0VSPEX.COM ‘Windows Server 2008 R2 Enterprise Hyper-¥
_ i‘ M100M3.ME0VSPEX.COM ‘Windows Server 2008 R2 Enterprise Hyper-¥
Summary .
- : i' M100M4.ME0VSPEX.COM ‘Windows Server 2008 R2 Enterprise Hyper-¥

Select all Refrash Stop

Previcus | Next I Cancel |
4
6.

Cluster Validation

In the “Host Settings” page of the “Add Resource Wizard” choose the “Host group” created in step

1 and click Next.
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Figure 120 Specifying Host Group and VM Path for Hosts

“E Add Resource Wizard [ =]
+
£ He

Resource location Specify a host group and virtual machine placement path settings for hosts

Credentials
Assign the selected computers to the following host group:

Discavery scape REESS TR [ M 100-VSPEX -

Target rescurces

If any of the selected hosts are currently managed by another Virtual Machine Manager (WMM) environment, select
this option to reassociate the hosts with this VMM management server,

Summary [ Reassociate this host with this VMM environment

Previcus | Next Cancel

Create a Template for Virtual Machine Deployment

This section covers how to create A Virtual Machine, A Virtual Machine Template, and Highly Available
Virtual Machines from the Template.

To create a virtual machine from a blank .vhd file, follow these steps:
1. Open the VMs and Services workspace.

2. Inthe Home tab, in the “Create” group, click the Create Virtual Machine drop-down list, and then
click Create Virtual Machine.

The “Create Virtual Machine” wizard appears.
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Figure 121 Create Virtual Machine

[ RSN Administrator - M50SCVMM.M50VSPEX.COM - Virtual
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7& E3 Powershell
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Create |Create Virtual | Creats  Create Host Assign Overview | VMs | Services
Service | Machine = | Cloud Group Cloud @ FRO
| | Create Virtual Machine Cloud Show Window
VMs and J1 Convert Physical Machine
" Convert Virtual Machine
&5 Clouds L
4 ] All Hosts | Name | Status | Virtual... | Host | = | Job Status | Owner | User...
- 5 2KBWMO31  Running Running  M100NL M5OVS... Admi...
4 | | M100-VSPEX .
»  2KBVMO36  Running Running  M100M1 M5OVS... Admi...
4 @ M100CIus : i i i
2 . p 2KBVMOO09  Running Running  M100M1 M5OVS... Admi...
L HEREL Ly 2KBVMOGZ  Running Funning  M100N1 M5OVS... Admi...
4 MI00N2 . 2K8YMO23  Running  Running  M10ONZ MSOVS... Admi..
n
4 MI0ON3 s 2KBYMO30 Rurming  Running  M1O0ONI MSOVS... Admi..
# m100n4 Uy 2KBYMOS7  Running Running  M10ONL MSOVS... Admi...
3. In the “Select Source” page, choose the radio button “Create the new virtual machine with a blank
virtual hard disk” and click Next.
Figure 122 Selecting Source for New VM

VE__EH Select Source

Select Source

Specify Yirtual Machine |dentiy
Configure Hardware

Select Destination

Select Host

Select the source for the new virtual machine.

= Use an existing virtual machine, WM template, or virtual hard disk.

I Browse... |

& Create the new vitual machine with a blark virual hard disk.

4. In the “Specify Virtual Machine Identity” page, enter the virtual machine name and optional
description, and then click Next.

5. In the “Configure Hardware” page, perform any one of the following, and click Next.
a. To use an existing hardware profile, in the Hardware profile list, click the desired profile.
b. Configure hardware settings manually.

6. In the “Select Destination” page, choose to place the virtual machine on a virtual machine host.

a. In the “Select Host” page, review the placement ratings and transfer type, click the Desired
Host, and then click Next.

b. In the “Configure Settings” page, under “Locations”, either accept the default virtual machine
path on the host for the virtual machine files, or click Browse to specify a different location. If
desired, choose the “Add this path” to the list of default virtual machine paths on the host check
box.

Under Machine Resources, click Virtual Hard Disk. You can accept the default values, or
choose a different destination path on the host for the .vhd file. To change the .vhd file name,
enter a new name in the File name box.

c. Inthe “Select Networks” page (if it appears), optionally choose the desired logical network, the
virtual network, and the VLAN ID (if applicable), and click Next.
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d. In the “Add Properties” page, configure the action to take when the host starts or stops, and the
operating system that you install on the virtual machine. Click Next.

e. In the “Summary” page, confirm the settings and click Create.

1. Install the Operating System on the Virtual Machine created above with latest updates and service
pack. Install any Roles and Features, applications and enable any required services to make this a
golden image for template creation.

Create a Virtual Machine Template

This section covers on how-to create a virtual machine template from an existing virtual machine that is
deployed on a host.

To create a virtual machine template, follow these steps:
1. Shutdown the VM for template creation and Open the Library workspace.

2. In the Virtual Machine tab, choose and right-click the VM that needs to be converted to a template
and click Create and then Create VM Template.

Figure 123 Creating VM Template
Cluster Toals  Virtual Machine Toolsw -
Home Folder Host Cluster Virtuzal Machine ~ '@:
allle Power Off Resst : s G - =
] o ;@ #2 X H
ol ':') Pause o Save State y s n
Creats Shut  Power 5 _ —  Crzate Manage Connect Delete Properties
= Down On Resume 3 Discard Saved State B& Checkpoint Checkpoints (=8 | or View ~
Creats Virtual Machine Window Delets Properties
VMs and Services < VMs (100)
Clouds |I
4 T All Hosts Name = V.. |H.. |C |JcbStatus Q. |U. |C. | Serv.. | O.
4 [ "1 M100-VSPEX Create N Clone 0. 6...
B 2KBVMI 5 0. B
+ @ M100CIs [ shut Down ] v ]
E b 2KEVME . M. AL O 6.2
3 M100NT U Power on
1 - o 2KSVMI @y poer oFF M.. A 0. 6.
n v |9 Power O
1 M100N2 s 2kBvM ] Pauss M. A 0. E...
& M10ON3 . 2kavmi [P Resume . M. A 0. 6.
4 M100N4 o 2kevm &) Resst . Completed M. A 0. 6.

A warning message is displayed “creating a template destroys the source virtual machine, and any
user data on the source virtual machine may be lost”.

3. To continue, click Yes.

4. In the “VM Template Identity” page, provide a name for the virtual machine template, and click
Next.

5. In the “Configure Hardware” page click Next.
6. In the “Configure Operating System” page, configure the guest operating system settings.

If you have an existing guest operating system profile that you want to use, in the Guest OS profile
list, click the desired guest operating system profile.

1. After you have configured the guest operating system settings, click Next.

8. In the “Select Library Server” page, click the “library server” for the virtual machine, and click
Next.
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9. In the “Select Path” page, click Browse, click a “library share” and optional folder path, click OK,
and click Next.

Figure 124 Selecting Location for Saving the VM

'H'Create ¥M Template Wizard

Wk Template |dentity

Configure Hardware

Configure Operating System

Select Library Server
Select Path

Summary

I 2k8R.2-301un Properties

Select Path

Select the share location to save this vitual machine to.

g% Selected library:  MB0SCYMM MEIVSPER COM

Wirtual machine path:

Browse...

Select Destination Folder [ %]

BErowesing ME05 CYMM. MEIVSPERX. COM

EL ALibrary

_ﬁ MEOSCYMM MEIVSPER COM

10. In the “Summary” page, confirm the settings, and click Create.

11. In the “Templates” tab, choose and right-click the template created above and click Properties.
Make the necessary changes like making the VM highly available as shown in Figure 125.

Figure 125

Modifying Template Properties for VM High Availability

General

Hardware Configuration

05 Configuration
Application Configuration
SQL Server Configuration
Custom Properties
Settings

Dependencies

Walidation Errors
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% Mirkual DYD dr..
Mo Media Ca...
< 55T Adapter 0
0 Devices attached
# HMetwork Adapters
B Metwork Adapter 1
Connected to WM.

# Advanced

B <PU Priority
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g Memory Weight
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Ll

(@) awailabilicy

¥ Make this virtual machine highly awailable

G) To ensure that a virtual machine is highly available, YMM attempts to
deploy a virtual machine to a host cluster,

CK |

Cancel
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Create a Highly Available Virtual Machine from a Template

You can use the following procedure to create a virtual machine from a virtual machine template in

System Center 2012 - Virtual Machine Manager (VMM).

To create a highly available virtual machine from a template, follow these steps:

1. Open the VMs and Services workspace.

2. Inthe “Home” tab, in the “Create group” click the Create Virtual Machine drop-down button, and

then click Create Virtual Machine.

The “Create Virtual Machine Wizard” opens.

3. In the “Select Source” page, ensure that you choose “Use an existing virtual machine”, “VM

template”, or “virtual hard disk”, and then click Browse.

4. In the “Select Virtual Machine Source” dialog box, click the appropriate virtual machine template,

and then click OKk.

Figure 126 Selecting Source for Virtual Machine

L7 Select Source

Select Source

Select the source for the new virtual machine.

Specify Virtual Machine [dentity . . . )
% Use an existing virtual machine, WM template, or virtual hard disk.

Configure Hardware
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= Type: ¥irtual Hard Disk
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Blank Disk - Small Mone Mo Microsoft,.., Tobeus... 1\MS0SC...
Temp-Win? Unknown Mo Microsoft,.,  auto-disc... 1\MS0SC...
Temp-Win7-2 Unknown Mo Microsoft,.,  auto-disc... 1\MS0SC...
WinZKaR2 Unknown Mo Microsoft,.,  auto-disc... 1\MS0SC...
WinZKaRz MSOVSPE...  Unknown Mo Microsoft,., auto-disc... 1\MS0SC...
Win2K8Rz . vhd Unknown Mo Unknown YWMS0SC, .,
Win2kaRz . vhd Unknown Mo Unknown YWMS0SC, .,
Win2kaRz _disk_1 Unknown Mo Microsoft,..  Win2KSR... 1\MS0SC...
Win2kaRz _disk_1 MSOVSPE...  Unknown Mo Microsoft,..  Win2KSR... 1\MS0SC...
Win2kaRz_disk_1.vhd Unknown Mo Unknown VWMS0SC, .,
Win2KkaR2_disk_1.vhd Urknown Mo Urkniown YMS0SC, . aff;dd d‘;is'li“a'
= Type: ¥M Template
| | .. Bd-bit edi...

5. In the “Select Source” page, click Next.

6. In the “Specify Virtual Machine Identity” page, enter the virtual machine name and optional

description, and click Next.

7. In the Configure Hardware page, configure the hardware settings.

If you have an existing hardware profile with settings that you want to use, in the Hardware profile

list, click the desired hardware profile.
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8. After you have configured the hardware settings, click Next.

Figure 127 Configuring Hardware for the VM
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In the “Configure Operating System” page, configure the guest operating system settings. If you
have an existing guest operating system profile that you want to use, in the Guest OS profile list,
click the desired guest operating system profile.

9. After you have configured the guest operating system settings, click Next.
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Figure 128 Configuring OS for the VM
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10. In the “Select Destination” page, choose whether to place the virtual machine on a virtual machine
host.

11. In the “Select Host” page, review the placement ratings and transfer type, click a desired host that
is available for placement, and click Next.

12. In the “Configure Settings” page, follow these steps:
a. Under Locations, click the Virtual Machine Location.

b. Either accept the default virtual machine path on the host for the virtual machine files, or click
Browse to specify a different location.

c. If desired, choose “Add this path” to the list of default virtual machine paths on the host check
box.
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Figure 129 Window Showing VM Settings
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d. Under Operating System Settings, click Identity Information.

You can either accept or change the computer name.

Figure 130 Window Showing Virtual Machine Settings
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e. Under “Networking”, click a network adapter to view the configured network settings.

f. Under “Machine Resources”, click Virtual Hard Disk, review and optionally modify the
settings, and click Next.

g. In the “Add Properties” page, configure the action to take when the host starts or stops.

h. In the “Summary” page, confirm the settings and click Create.
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Figure 131 Virtual Machine Settings Confirmation Window
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13. Figure 132 shows the100 highly available VMs deployed from a VM template.
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Figure 132 100 Highly Available Virtual Machines in the SCVMM Console
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14. Figure 133 shows the highly available VMs as seen in the “Failover Cluster Manager”.
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Figure 133 100 Highly Available Virtual Machines in the Failover Cluster Manager
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Cabling Information

This information is provided as a reference for cabling the physical equipment in a VSPEX M50
environment. The tables in this section include both the local and remote device and the port locations
in order to simplify cabling requirements.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site.

Ensure that you follow the cable directions in this section. Failure to do so results in the necessary
changes to the deployment procedures that follow because specific port locations are mentioned. Before
starting, ensure that the configuration matches what is described in the tables and diagrams in this
section.

Figure 134 shows the VSPEX M50 cabling diagram. The labels indicate connections to end points rather
than port numbers on the physical device.

For example, connection A is a 1 Gb target port connected from the EMC VNXe3150 SP B to Cisco
Nexus 3048 A and connection R is a 1 Gb target port connected from Broadcom NIC 3 on Server 2 to
Cisco Nexus 3048 B. Connections W and X are 10 Gb vPC peer-links connected from Cisco Nexus 3048
A to Cisco Nexus 3048 B
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Figure 134
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Table 12 and Table 13 lists five major cabling sections in these architectures:

1. Inter switch links

2. Data connectivity for servers (trunk links)

3. Management connectivity for servers

4. Storage connectivity

5. Infrastructure connectivity

Table 12 Cisco Nexus 3048 A Ethernet Cabling Information Local Device Local Port Connection
Remote

Cable ID on |Ethernet Port

both ends Interface  |VLAN Mode |Speed |Channel |Remote Device Port

E Eth1/3 1,23 trunk |1G 3 C220 Serverl- IGE LOM 1

F Eth1/4 1,23 trunk |1G 4 C220 Server2- 1IGE LOM 1

G Eth1/5 1,23 trunk |1G 5 C220 Server3- 1IGE LOM 1

W Eth1/51 1,20,22,23 |trunk |10G 10 VPC peer link

X Eth1/52 1,20,22,23 |trunk |10G 10 VPC peer link

K Eth1/13 20 access |1G -- C220 Serverl- Broadcom NIC 1

L Eth1/15 20 access |1G - C220 Server2- Broadcom NIC 1
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Table 12 Cisco Nexus 3048 A Ethernet Cabling Information Local Device Local Port Connection
Remote (continued)

Cable ID on |Ethernet Port

both ends Interface  |VLAN Mode |Speed |Channel |Remote Device Port

M Eth1/17 20 access |1G -- C220 Server3- Broadcom NIC 1

Q Eth1/14 22 access |[1G 14 C220 Serverl- Broadcom NIC 3

R Ethl/16 22 access |1G 16 C220 Server2- Broadcom NIC 3

S Eth1/18 22 access |1G 18 C220 Server3- Broadcom NIC 3

Not shown |Eth1/9 1,20,22,23 |trunk |10G 15 Uplink to Infrastructure n/w

Not shown |Eth1/10 1,20,22,23 |trunk |10G 17 Uplink to Infrastructure n/w

A Eth1/25 20 access |1G 25 EMC VNXe3150 (eth2) - SPB

C Eth1/26 20 access |1G 26 EMC VNXe3150 (eth2) - SPA

Table 13 Cisco Nexus 3048 B Ethernet Cabling Information Local Device Local Port Connection
Remote

Cable ID on |Ethernet Port

both ends Interface |VLAN Mode |Speed |[Channel |Remote Device Port

H Eth1/3 1,23 trunk |1G 3 C220 Serverl- 1GE LOM 2

I Eth1/4 1,23 trunk |1G 4 C220 Server2- 1GE LOM 2

J Eth1/5 1,23 trunk |1G 5 C220 Server3- 1GE LOM 2

Y Eth1/51 |{1,20,22,23 |trunk |10G 10 VPC peer link

Z Eth1/52 {1,20,22,23 |trunk |10G 10 VPC peer link

N Eth1/13 |20 access |1G -- C220 Serverl- Broadcom NIC 2

0] Eth1/15 |20 access |1G -- C220 Server2- Broadcom NIC 2

P Eth1/17 |20 access |1G -- C220 Server3- Broadcom NIC 2

T Eth1/14 |22 access |1G 14 C220 Serverl- Broadcom NIC 4

U Ethl/16 |22 access |1G 16 C220 Server2- Broadcom NIC 4

\" Eth1/18 |22 access |1G 18 C220 Server3- Broadcom NIC 4

Not shown Eth1/9 1,20,22,23 |trunk |10G 15 Uplink to Infrastructure n/w

Not shown Eth1/10 [1,20,22,23 |trunk [10G 17 Uplink to Infrastructure n/w

B Eth1/25 |20 access |1G 25 EMC VNXe3150 (eth10) - SPB

D Eth1/26 |20 access |1G 26 EMC VNXe3150 (eth10) - SPA

Connect all the cables as outlined in Figure 134 and in Table 12 and Table 13.

Prepare and Configure the Cisco Nexus 3048 Switch

The following section provides a detailed procedure for configuring the Cisco Nexus 3048 switches for
use in EMC VSPEX M50 solution.
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Figure 135 shows two Cisco Nexus switches configured for vPC. In vPC, a pair of switches acting as
vPC peer endpoints looks like a single entity to port-channel-attached devices, although the two devices
that act as logical port-channel endpoint are still two separate devices. This provides hardware
redundancy with port-channel benefits. Both switches form a vPC Domain, in which one vPC switch is
Primary while the other is secondary.

Note  The configuration steps detailed in this section provides guidance for configuring the Cisco Nexus 3048
running release 5.0(3)U2(2b).

Figure 135 Networking Configuration for EMC VSPEX M50
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Initial Setup of Cisco Nexus Switches

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the initial
setup on both Cisco Nexus 3048 switches.

Enable Features, Jumbo Frames and Global Configuration

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the
global configuration on both Cisco Nexus 3048 switches.
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Configure VLANs

In this VSPEX M50 configuration, create 3 VLANSs on both the Cisco Nexus switches using the below
table as reference. Storage VLAN is for iSCSI traffic between the host iSCSI NICs and the storage array.
Cluster VLAN is for the cluster communication traffic (heartbeat, CSV, and live migration) between the
failover cluster nodes. VM_traffic VLAN is for the virtual machines data traffic. Default VLAN is used
by the host for management and infrastructure traffic.

Table 14 VLANSs for EMC VSPEX Microsoft Hyper-V M50 Setup
ID used in this |Network Host NICs participating in
VLAN Name |VLAN Purpose document Address VLAN
Storage For iSCSI traffic |20 10.10.20.0/24 |2 Broadcom NICs
Cluster For Live 22 10.10.22.0/24 |2 Broadcom NICs in team
Migration
Vm_traffic |For VM data 23 10.10.23.0/24 |2 Cisco 1GigE I350 LOM in
Default For Mgmt,& 1 10.29.150.0/24 |team and on trunk link
Cluster

For Cisco Nexus A and Cisco Nexus B
1. Type config-t.

Type vlan <storage VLAN ID>.
Type name storage

Type exit.

Type vlan <cluster VLAN ID>.
Type name cluster

Type exit.

Type vlan <vm_traffic VLAN ID>.

© &8 N & e B W N

Type name vm_traffic

-
e

Type exit.

Configure Port Channels

This section describes configuring port-channels on both the Cisco Nexus switches.

Create Port Channels

For Cisco Nexus A and Cisco Nexus B

From the global configuration mode, type interface Po10.
1. Type description vPC peer-link.

Type exit.

Type interface Eth1/51-52.

Type channel-group 10 mode active.

LA I

Type no shutdown.

Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures
[ 1 ﬁ I



10.
1.
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.
22,

23.
24,
25.
26.
2].
28.
29.

30.
31.
32.
33.
34.
35.
36.

37.
38.
39.

VSPEX M50 Configuration Details

Type exit.
Type interface Po3.

Type description <Cisco 1GigE LOM 1 on UCS Server 1 - For Nexus A>/< Cisco 1GigE LOM 2 on
UCS Server 1 - For Nexus B>

Type exit.

Type interface Eth1/3

Type channel-group 3 mode active.
Type no shutdown.

Type exit.

Type interface Po4.

Type description < Cisco 1GigE LOM 1 on UCS Server 2 - For Nexus A>/< Cisco 1GigE LOM 2
on UCS Server 2 - For Nexus B>.

Type exit.

Type interface Eth1/4.

Type channel-group 4 mode active.
Type no shutdown.

Type exit.

Type interface Po5.

Type description <Cisco 1GigE LOM 1 on UCS Server 3 - For Nexus A>/< Cisco 1GigE LOM 2 on
UCS Server 3 - For Nexus B >.

Type exit.

Type interface Eth1/5.

Type channel-group 5 mode active.
Type no shutdown.

Type exit.

Type interface Pol4.

Type description <Broadcom NIC 3 on UCS Server 1- For Nexus A>/< Broadcom NIC 4 on UCS
Server 1 - For Nexus B>

Type exit.

Type interface Eth1/14.

Type channel-group 14 mode active.
Type no shutdown.

Type exit.

Type interface Pol6.

Type description <Broadcom NIC 3 on UCS Server 2- For Nexus A>/< Broadcom NIC 4 on UCS
Server 2 - For Nexus B >.

Type exit.
Type interface Eth1/16.

Type channel-group 16 mode active.
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40. Type no shutdown.
41. Type exit.
42. Type interface Pol8.

43. Type description <Broadcom NIC 3 on UCS Server 3- For Nexus A>/< Broadcom NIC 4 on UCS
Server 3 - For Nexus B >.

44. Type exit.

45. Type interface Eth1/18.

46. Type channel-group 18 mode active.

47. Type no shutdown.

48. Type exit.

49. Type interface Po25.

50. Type description <VNXe Storage Processor B>.
51. Type exit.

52. Type interface Eth1/25.

53. Type channel-group 25 mode active.

54. Type no shutdown.

55. Type exit.

56. Type interface Po26.

57. Type description <VNXe Storage Processor A>
58. Type exit.

59. Type interface Eth1/26.

60. Type channel-group 26 mode active.

61. Type no shutdown.

62. Type exit.

Add Port Channel Configurations

These steps provide details for adding Port Channel configurations.
For Cisco Nexus A and Cisco Nexus B

From the global configuration mode, type interface Po10.

1. Type switchport mode trunk.

2. Type switchport trunk allowed vlan <default VLAN ID, storage VLAN ID, cluster VLAN ID,
vm_traffic VLAN ID>.

Type spanning-tree port type network.

Type no shutdown.

Type exit.

Type interface Po3.

Type switchport mode trunk.

Type switcport trunk allowed vlan <default VLAN ID, vm_traffic VLAN ID>.

o N o o B2 w
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Type spanning-tree port type edge.
Type no shut.

Type exit.

Type interface Po4.

Type switchport mode trunk.

Type switcport trunk allowed vlan <default VLAN ID, vm_traffic VLAN ID>.

Type spanning-tree port type edge.
Type no shut.

Type exit.

Type interface Po5.

Type switchport mode trunk.

Type switcport trunk allowed vlan <default VLAN ID, vm_traffic VLAN ID>.

Type spanning-tree port type edge.

Type no shut.

Type exit.

Type interface Pol4.

Type switchport mode access.

Type switchport access vlan <cluster VLAN ID>.
Type spanning-tree port type edge.

Type no shut.

Type exit.

Type interface Pol6.

Type switchport mode access.

Type switchport access vlan <cluster VLAN ID>.
Type spanning-tree port type edge.

Type no shut.

Type exit.

Type interface Pol8.

Type switchport mode access.

Type switchport access vlan <cluster VLAN ID>.
Type spanning-tree port type edge.

Type no shut.

Type interface Po25.

Type switchport mode access.

Type switchport access vlan <storage VLAN ID>.

Type spanning-tree port type edge.
Type no shut.
Type interface Po26

VSPEX M50 Configuration Details
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47. Type switchport mode access.

48. Type switchport access vlan <storage VLAN ID>.
49. Type spanning-tree port type edge.

50. Type no shut.

Configure Virtual Port Channels

These steps provide details for configuring virtual Port Channels (VPCs).

For Cisco Nexus A and Cisco Nexus B

From the global configuration mode, type vpc domain <Nexus vPC domain ID>.
1. Type peer-keepalive destination <Nexus B mgmtO IP> source <Nexus A mgmt0 IP>.
Type exit.

Type interface Pol0.

Type vpc peer-link.

Type exit.

Type interface Po3.

Type vpc 3.

Type exit.

© 08 N & o B W DN

Type interface Po4.

-
e

Type vpc 4.

-—
-—

Type exit.

-
N

Type interface Po5.

-
[od

Type vpc 5.

-
=

Type exit.

-
a1

Type interface Pol4.

-
4

Type vpc 14.

-
~

Type exit.

-
(=

Type interface Pol6.

-
©

Type vpc 16.

N
S

Type exit.

N
-

Type interface Pol8.

N
N

Type vpcl8.

N
[

Type exit.

N
=

Type interface Po25.

N
[

Type vpc .

N
o

Type exit.

N
~

Type interface Po26

N
[

Type vpc 26.
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29. Type exit.
30. Type copy run start.

At this point of time, all ports and port-channels are configured with necessary VLANSs, switchport mode
and vPC configuration. Validate this configuration using the “show port-channel summary” and “show
vpc” commands as shown in Figure 137 and Figure 138.

Figure 136 Command for Showing VLAN Details

N3048A# sh vlan brief

VLAN Name

1 default
20 storage
22 cluster
23 vim_traffic

status PoOrts

active P03, Po4, P05, P0l10, Ethl/1
ethl/2, ethl/6, ethl/7, ethl/8
ethi1/9, eth1/10, ethi/11
ethl/12, eth1/19, ethl/20
Ethl1/21, Ethl1/22, Ethl1/23
Ethl/24, Ethl1/27, Ethl/28
ethl/29, Ethl/30, ethl/31
ethl/32, Eth1/33, ethl/34
Ethl/35, ethl/36, Ethl/37
Ethl/38, ethl1/39, ethl/40
ethl/41, eth1/42, ethl/43
ethl/44, ethl/45, ethl/46
Ethl/47, Ethl1/48, Ethl/49
Ethl/50

active Pol0, Po25, Po26, Ethl/9
Ethl1/10, eth1/12, ethl1/13
Ethl/15, Ethl/17

active Pol0, Pol4, Pol6, PolB, Ethl/9
ethl/10,

active Po3, Po4, P05, Pol0, Ethl/9,
ethl/10

Ensure that on both switches, all required VLANSs are in “active” status and right set of ports and
port-channels are part of the necessary VLANSs.

Port-channel configuration can be verified using “show port-channel summary” command. Figure 137
shows the expected output of this command.

Figure 137 Command for Showing Port Channel Summary

N3048B(config)# sh port-channel summary

P - Uup in port-channel (members)

Flags: D - Down
I - Individual H - Hot-standby (LACP only)
s - suspended r - Module-removed
S - switched R - Routed
U - up (port-channel)
Group Port- Type Protocol M™Member Ports
) Channel
3 Po3(sU) Eth LACP Ethl/3(P)
4 PoO4 (SU) Eth LACP Ethl /4 (P)
5 Po5(suU) eth LACP eth1/5(P)
10 Pol0O(su) eth LACP ethl1/51(P) ethl/52(P)
14 Pol4 (SU) Eth NONE Ethl/14(P)
16 Pol6(suU) Eth NOME Ethl/16(P)
18 POL1B(SU) Eth NONE Ethl/18(P)
25 PO25(sSU) Eth LACP Ethl/25(P)
26 PO26(SU) Eth LACP ethl1/26(P)

N3048B(config)#

Note

In this example, port-channel 10 is the VPC peer-link port channel, port channels 3, 4 and 5 are connected
to the Cisco 1GigE 1350 LOM on the host, port channels 14, 16 and 18 are connected to the Broadcom
NICs on the host, and port channels 25 and 26 are connected to the storage array. Make sure that state
of the member ports of each port channel is “P” (Up in port-channel).

The port may not come up if the peer ports are not properly configured.
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Common reasons for port channel port being down are:
e Port channel protocol mis-match across the peers (LACP v/s none)

¢ Inconsistencies across two VPC peer switches. Use show vpc consistency-parameters {global |
interface {port-channel | port} <id>} command to diagnose such inconsistencies.

vPC status can be verified using “show vpc” command. Figure 138 shows an example output.

Figure 138 Command for Showing vPC Details
N3048A# sh vpc brief
Legend:
(*) - Tocal vPC is down, forwarding via vPC peer-link
vPC domain id : 101
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive

configuration consistency status: success
Per-vlan consistency status I success

Type-2_consistency status I success
vPC role : secondary
Number of wvPCs configured

Peer Gateway : Enabled
Dual-active excluded VLANs H
Graceful consistency Check : Enabled

vPC Peer-link status

id POrt status Consistency Reason Active vlans
3 Po3 up success success 1,23

4 Po4 up success success 1,23

5 PO5 up success success 1,23

14 Pol4 up success success 22

16 PoOl6 up success sSuccess 22

18 Pol8 up success success 22

25 P025 up success success 20

26 Po26 up success success 20

Make sure that vPC peer status is “peer adjacency formed ok™ and all the port-channels, including the
peer-link port-channel, have status “up”.

Infrastructure Servers

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.

Active Directory Domain Controller

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.

Microsoft SQL Server

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.
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Microsoft System Center VMM

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task.

Prepare the Cisco UCS C220 M3 Servers

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task.

Configure Cisco Integrated Management controller (CIMC)

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task.

Configure RAID

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task.

Enable Virtualization Technology in BIOS

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task.

Installing Microsoft Windows Server 0S on UCS C220 M3 Servers

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the task.

Device Driver Installation

VSPEX M50 solution contains Cisco GigE 1350 LOM and quad-port Broadcom BCM5709C NetXtreme

II GigE adapter.

To install device drivers follow these steps:

1. See the corresponding section in the VSPEX M 100 Configuration Details, page 23 and execute the

steps 1 to 3 to install the chipset drivers and drivers for Cisco GigE 1350 LOM.

2. To install the Broadcom drivers follow these steps:

a. Download the Broadcom Management Applications Installer (x64) from the URL given below

and install.

http://www.broadcom.com/support/ethernet_nic/netxtremeii.php

b. Remove any existing drivers and install the Broadcom Management Applications Installer (x64)
downloaded in the above step. In addition to the Broadcom device drivers, the installer installs

the management applications.
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Network Configuration

This section provides steps to configure the NIC teaming of Cisco 1 GigE 1350 LOM adapters and
Broadcom BCM5709C NetXtreme II GigE adapters and assign IP addresses on all the Windows host
servers.

NIC Teaming of Cisco 1 Gige LOM

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the task.
Assign an IP address to this teamed adapter from the management VLAN subnet.

NIC Teaming of Broadcom BCM5709C NetXtreme Il GigE adapter

In this section, only the NICs connected to “cluster” VLAN is teamed.

~

Note  NICs connected to the “storage” VLAN are not teamed and instead Microsoft MPIO feature is used for

redundancy and load balancing.

To team the Broadcom NICs connected to the “cluster” VLAN follow these steps:
1. Click Start > All Programs > Broadcom Advanced Control Suite 4.
2. Choose and right-click a “NIC” and click Create Team as shown in Figure 139.

Figure 139 Teaming Broadcom Adapters
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3. Inthe “Welcome to the Broadcom Teaming Wizard” page click Next.

4. Enter a Name for the Team and click Next.
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5. In the “Team Type” page, choose FEC/GEC Generic Trunking and click Next.
6. In the next screen, choose the second NIC (Connected to "cluster VLAN") and click Add. Set the

MTU to 9000.
Figure 140 Selecting Broadcom Adapters for Teaming
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7. In the next screen click Do not configure a standby member and click Next.
8. Choose “No for Configure LiveLink” and click Next.

9. Choose “Skip Manage VLAN in Manage VLAN” and click Next.

10. Choose “Commit changes to system” and Exit the wizard.

11. Click Preview to validate and then click Finish.

Figure 141 Confirmation Window to Commit Changes
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12. Validate the team as shown in Figure 142.
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Figure 142 Window Showing Teamed Broadcom Adapters
& Broadcom Advanced Control Suite 4 M= E3
File Wiew Action Filker Context Tools Teams iSCSI Help
|| |Fitter: [TEAM vIEW []||piagrostics [+ ]|¥ metwork Test
Explarer View & | Information Diagnostics | Statistics |
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- il ClusterHeatBeatTeam IP Address ta ping |10.10.22.13
E| E? BASP Yirtual Adapters Skatus Completed successfully
898 clusterHeatBeatTeam ([0021] BASF Virkual Adapter) Lirk. 2.0 Gbps

- E? Primary Adapters Test |

- BiZ [0016] Broadcom BCMSPOSC Metktreme 11 GigE (NDIS YBD Client) #64
iﬂi‘; [0017] Broadcom BCMS709C Metxtreme I GigE (MDIS WBD Client) #65
=8 r:;?) Unassigned Adapters

Network Test

13. Assign an IP address to the teamed adapter.

Host Rename and Domain Join

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task

Install Roles and Features
See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 and complete
the steps from 1 to 13.

In step 14, choose the teamed Cisco 1GigE 1350 LOM adapter for the External Connection type for
creating a virtual switch. Choose “Allow management operating system to share the network adapter”.
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Figure 143 Microsoft Hyper-V Virtual Network Manager

gg'h'irtual Network Manager [_ O]

# Yirtual Networks ‘_TL_ virtual Netwaork Properties

A Mew virtual netwark
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for linking Yirtual Machine NICs to the below physical teamed|NIC

—Conneckion type

‘what do you want to connect this network ko?

& External:

| TEAM : Team-Tgrt |
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© Internal only

£ Private virtual machine network

[~ Enable virtual LAN identification for management operating system
—WLAM I

The YLAM identifier specifies the wirtual LAN that the management operating
syskem will use For all network communications thraugh this netwark adapter, This
setting does not affect virkual maching networking.

—

Remaove |

More about managing virbual networks

[a]'4 I Cancel | Apply |

The above step also creates a virtual NIC for the host machine and retains the static IP address assigned
in the earlier step for host management. Note, this NIC in management VLAN allows host management

traffic.
Figure 144 Control Panel Network Connections
9\-_; £ = Control Panel + Network and Internet ~ Network Connections + = .E_ [ Search Network Cannections wJ
Organize ~ = o+ Ol @
Norme: Status Device Name | connectiviy Hetwork Category
% Local Area Connection Enabled TEAM ; Team-Mgmk - Cisco 1GIGE 1350 LOM
% Local Ares Cornection 2 Ensbled TEAM : Tesm-Mamk - Cisco 1GIgE 1350 L...
% Local Area Connection 3 - Mgmt-Cluster Enabled TEAM ; Tean-Mgmk
% Local Area Connection 3 MSOWSPE, COM wm_traffic No Intemnet access Domain network

Enable iSCSI initiator

See the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete the task.
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Prepare the EMC VNXe3150 Storage

The interface and configuration of the EMC VNXe3150 is very similar to the EMC VNXe3300, so see
the section “Prepare the EMC VNXe3300 storage” in VSPEX M 100 Configuration Details, page 23 to
complete the task.

Initial Setup of EMC VNXe

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.

Create Storage Pools

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task. Here you create a single storage pool using 45 disks.

Configure Advanced features—Link Aggregation and Jumbo Frames

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.

Create iSCSI Servers

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task

Create Hosts

See the steps in the corresponding section of the VSPEX M 100 Configuration Details, page 23 to
complete the task

Create Hyper-V Datastores
See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete

the task. For the 50 Virtual Machines configuration create six 750GB Hyper-V datastores for CSV and
another small datastore for the cluster witness disk.

Microsoft Windows Failover Cluster Setup

See the steps in the corresponding section of VSPEX M 100 Configuration Details, page 23 to complete
the task.

iSCSI Initiator Configuration

See the steps in the corresponding section of the VSPEX M 100 Configuration Details, page 23 to
complete the task
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Cluster Validation

See the corresponding section of VSPEX M100 Configuration Details, page 23 to complete the task

Failover Cluster setup

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the task.

Microsoft System Center-2012 VMM Configuration

See the corresponding section in the VSPEX M 100 Configuration Details, page 23 to complete the task.
You need to ensure to connect the VM vNICs to the vm_traffic VLAN. This can be achieved by following
the steps while creating the VM or editing the settings for the VM. This step is to allow traffic from
management VLAN and vm_traffic VLAN to pass through the teamed Cisco 1GigE 1350 LOM. On the
other end of the Cisco Nexus switch port where the teamed adapters are connected are configured as
trunk ports to allow multiple VLAN traffic.

In the settings for VM, choose “Enable Virtual LAN Identification” and enter 23 in the field for VLAN
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network-based installation of the guest operating system or when integration
services are not installed in the guest operating system,
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Validating Cisco Solution for EMC VSPEX Microsoft Hyper-V Architectures

This section provides a list of items that should be reviewed once the solution has been configured. The
goal of this section is to verify the configuration and functionality of specific aspects of the solution, and
ensure that the configuration supports core availability requirements.

Post Install Checklist

The following configuration items are critical to functionality of the solution, and should be verified
prior to deployment into production.

For post install checklist follow these steps:
1. Test Live Migration of VMs from one host to other using SCVMM.
2. Restart hosts and check if VMs migrate to available hosts.

3. Ping with “do not fragment switch” to validate if jumbo frames are supported end-to-end on storage
and cluster VLANSs.

4. Deploy a single virtual machine using the System Center Virtual Machine Manager (SCVMM)
interface.

Figure 146 Validating Jumbo Frames Support

[+ Administrator: Command Prompt

C:sUserssadministrator .MOBUSPER >ping 18.168.28.11 —-Ff -1 8972

Pinging 18.168.208.11 with 8972 bhytes of data:

Reply from 18.18.28.11: hytes=8972 time<ims TTL=255
Reply from 18.18.20.11: bhytes=8972 time{lms TTL=255
Reply from 168.18.20.11: bytes=8972 time<{ims TTL=25%
Reply from 168.18.28.11: bytes=8972 time<{ims TTL=25%

Ping statistics for 18.10.208.11:

Packets: Sent = 4, Received = 4, Lost = B (Bx loss).
Approximate round trip times in milli-seconds:

Minimum = Bms, Maximum = Bmz, Average = Bms

C:sUserssadministrator MS5BUSPER »ping 18.18.28.12 —f -1 8972

Pinging 18.18.28.12 with 8972 hytes of data:

Reply from 168.18.28.12: bytes=8972 time=1lms TTL=25%
Reply from 18.18.20.12: hytes=8972 time=1ms TTL=255
Reply from 18.18.20.12: hytes=8972 time=1ms TTL=255
Reply from 160.18.20.12: bytes=8972 time<{ims TTL=25%

Ping statistics for 18.10.208.12:

Packets: Sent = 4, Received = 4, Lost = B (B loss).
Approximate round trip times in milli—seconds:

Hinimum = Bms,. Maximum = ims,. Average = Bms

C:sUsersradministrator M5AUSPEX >hostname
MSANL

C:slUseprssadministrator M5AUSPEY >

Verify the Redundancy of the Solution Components

The following redundancy checks were performed at the Cisco lab to verify solution robustness:

1. Administratively shutdown one of the two data links connected to the server. Ensure that
connectivity is not affected. Upon administratively enabling the shutdown port, the traffic should be
rebalanced. This can be validated by clearing interface counters and showing the counters after
forwarding some data from virtual machines on the Cisco Nexus switches.
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2. Administratively shutdown one of the two data links connected to the storage array. Ensure that
storage is still available from all the Microsoft Hyper-V hosts. Upon administratively enabling the
shutdown port, the traffic should be rebalanced.

3. Reboot one of the two Cisco Nexus switches while storage and network access from the servers are
going on. The switch reboot should not affect the operations of storage and network access from the
VMs. Upon rebooting the switch, the network access load should be rebalanced across the two
switches.

4. Reboot the active storage processor of the EMC VNXe storage array and make sure that all the iSCSI
targets are still accessible during and after the reboot of the storage processor.

5. Fully load all the virtual machines of the solution. Shutdown one of the Microsoft Hyper-V nodes
in the cluster. All the VMs running on that host should be migrated to other active hosts. No VM
should lose any network or storage accessibility during or after the migration.

Note  In 50 virtual machines architectures, there is enough head room for memory in other servers to
accommodate 25 additional virtual machines. However, for 100 virtual machines solution,
memory would be oversubscribed when one of the Hyper-V nodes in the cluster goes down. So,
for 100 virtual machines solution, dynamic memory features should be used to oversubscribe
physical memory on the remaining hosts.

Cisco Validation Test Profile

“vdbench” testing tool was used with the Microsoft Windows 2008 R2 SP1 server to test scaling of the
solution in Cisco labs. The details on the test profile used is displayed in Table 15.

Table 15 VDBench Details

Profile characteristic Value

Number of virtual machines 50 or 100 depending on architecture
Virtual machine OS Microsoft Windows Server 2008 R2 SP1
Processors per virtual machine 1

Number of virtual processors per physical CPU |4

core

RAM per virtual machine 2 GB

Average storage available for each virtual 75 GB

machine

Average IOPS per virtual machine 25 IOPS

Number of datastores to store virtual machine 10 CSVs

disks

Disk and RAID type for datastores RAID 5, 600 GB, 15k rpm, 3.5-inch SAS disks
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Table 16 gives details of the components used in the CVD for 50/100 virtual machines configuration.

Table 16 Component Description

Description Part #

UCS C220 M3 rack servers UCSC-C220-M3S
CPU for C220 M3 rack servers UCS-CPU-E5-2650
Memory for C220 M3 rack servers UCS-MR-1X082RY-A
RAID local storage for rack servers UCSC-RAID-11-C220
Cisco VIC adapter for 100 VMs solutions N2XX-ACPCIO1
Broadcom 1Gbps adapter for 50 VMs solution N2XX-ABPCI03-M3
Cisco Nexus 5548UP switches for 100 VMs N5K-C5548UP-FA
solutions

Cisco Nexus 3048 switches for 50 VMs solution |N3K-C3048TP-1GE
10 Gbps SFP+ multifiber mode SFP-10G-SR

For more information on the part numbers and options available for customization, see Cisco C220 M3
server specsheet at:

http://www.cisco.com/en/US/prod/collateral/ps10265/ps10493/C220M3_SFF_SpecSheet.pdf

Customer Configuration Data Sheet

Before you start the configuration, gather some customer-specific network and host configuration
information. Table 17, Table 18, Table 19, Table 20, Table 21, Table 22 provide information on
assembling the required network and host address, numbering, and naming information. This worksheet
can also be used as a “leave behind” document for future reference.

The EMC VNXe Series Configuration Worksheet should be cross-referenced to confirm customer

information.
Table 17 Common Server Information
Server Name Purpose Primary IP

Domain Controller
DNS Primary
DNS Secondary
DHCP

NTP

SMTP

SNMP

vCenter Console

SQL Server
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Table 18

Customer Configuration Data Sheet

Microsoft Hyper-V Server Information

Server Name

Purpose

Primary IP

Private Net (storage) addresses

Microsoft
Hyper-V Host 1

Microsoft
Hyper-V Host 2

Microsoft
Hyper-V Host 3

Microsoft
Hyper-V Host 4

Table 19

Array Information

Array name

Admin account

Management IP

Storage pool name

Datastore name

iSCSI Server IP

Table 20

Network Infrastructure Information

Name

Purpose IP

Subnet Mask |Default Gateway

Cisco Nexus 5548UP Switch A

Cisco Nexus 5548UP Switch B

Table 21 VLAN Information
Name Network Purpose VLAN ID Allowed Subnets
vlan-infra Management and cluster traffic

Vlan-vm_traffic |For VM data traffic

vlan-storage

For iSCSI traffic

vlan-cluster

For CSV and Live Migration

Table 22

Service Accounts

Account

Purpose

Password (optional, secure
appropriately)

Microsoft Windows Server
administrator

Array administrator

SCVMM administrator

SQL Server administrator
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