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Overview

Audience

Cisco Solution for EMC VSPEX End User
Computing

Industry trends indicate a vast data center transformation toward shared infrastructures. Enterprise
customers are moving away from silos of information and toward shared infrastructures, to virtualized
environments, and eventually to the cloud to increase agility and reduce costs.

This Cisco Solution for EMC VSPEX End User Computing reports the results of a study evaluating the
scalability of VMware Horizon View 5.2 environment on Cisco UCS B-Series B200 M3 Blade Servers
running VMware ESXi 5.1 hypervisor software connected to an EMC VNX 5500 Storage Array. We
utilize second and third generation Cisco Unified Computing System hardware and software. We provide
best practice recommendations and sizing guidelines for large scale customer deployments of VMware
Horizon View 5.2 on the Cisco Unified Computing System"".

This document describes the architecture and deployment procedures of an infrastructure comprised of
Cisco, EMC, and VMware hypervisor and desktop virtualization products. The intended audience of this
document includes, but is not limited to, sales engineers, field consultants, professional services, IT
managers, partner engineering, and customers who want to deploy the solution described in this
document.

Solution Component Benefits

T
CISCO.

Each of the components of the overall solution materially contributes to the value of functional design
contained in this document.
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Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA
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Benefits of Cisco Unified Computing System

Cisco Unified Computing System™ is the first converged data center platform that combines
industry-standard, x86-architecture servers with networking and storage access into a single converged
system. The system is entirely programmable using unified, model-based management to simplify and
speed deployment of enterprise-class applications and services running in bare-metal, virtualized, and
cloud computing environments.

Benefits of the Unified Computing System include:

Architectural flexibility

e Third generation Cisco UCS B-Series blade servers for infrastructure and virtual workload hosting

e Third generation Cisco UCS C-Series rack-mount servers for infrastructure and virtual workload
Hosting

e Cisco UCS 6200 Series second generation fabric interconnects provide unified blade, network and
storage connectivity

e Cisco UCS 5108 Blade Chassis provide the perfect environment for multi-server type, multi-purpose
workloads in a single containment

Infrastructure Simplicity

e Converged, simplified architecture drives increased IT productivity

e (Cisco UCS management results in flexible, agile, high performance, self-integrating information
technology with faster ROI

¢ Fabric Extender technology reduces the number of system components to purchase, configure and
mainta

e Standards-based, high bandwidth, low latency virtualization-aware unified fabric delivers high
density, excellent virtual desktop user-experience

Business Agility
e Model-based management means faster deployment of new capacity for rapid and accurate
scalability

e Scale up to 16 Chassis and up to 128 blades in a single Cisco UCS management domain

e Leverage Cisco UCS Management Packs for System Center 2012 for integrated management

Benefits of Nexus 5548UP

The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity,
and business agility, with support for networking standards. For traditional, virtualized, unified, and
high-performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

e Unified ports that support traditional Ethernet, Fibre Channel (FC),and Fibre Channel over Ethernet
(FCoE)

e Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

e Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including:

Cisco Solution for EMC VSPEX End User Computing
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e (Cisco Nexus 1000V Virtual Distributed Switch
e Cisco Nexus 2000 FEX

e Adapter FEX

e VM-FEX

Infrastructure Simplicity
e Common high-density, high-performance, data-center-class, fixed-form-factor platform

e Consolidates LAN and storage
e Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 Traffic
e Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE

e Reduces management points with FEX Technology

Business Agility
e Meets diverse data center deployments on one platform

e Provides rapid migration and transition for traditional and evolving technologies

e Offers performance and scalability to meet growing business needs

Specifications At-a-Glance
e A 1 rack-unit, 1/10 Gigabit Ethernet switch

e 32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

e The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fibre Channel, and
Ethernet or FCoE

e Throughput of up to 960 Gbps

Benefits of EMC VNX Family of Storage Controller

The EMC VNX Family delivers industry leading innovation and enterprise capabilities for file, block,
and object storage in a scalable, easy-to-use solution. This next-generation storage platform combines
powerful and flexible hardware with advanced efficiency, management, and protection software to meet
the demanding needs of today’s enterprises.

All of this is available in a choice of systems ranging from affordable entry-level solutions to high
performance, petabyte-capacity configurations servicing the most demanding application requirements.
The VNX family includes the VNXe Series, purpose-built for the IT generalist in smaller environments,
and the VNX Series , designed to meet the high-performance, high scalability, requirements of midsize
and large enterprises.

VNX Series—Simple, Efficient, Powerful

A robust platform for consolidation of legacy block storage, file-servers, and direct-attached application
storage, the VNX series enables organizations to dynamically grow, share, and cost-effectively manage
multi-protocol file systems and multi-protocol block storage access. The VNX Operating environment
enables Microsoft Windows and Linux/UNIX clients to share files in multi-protocol (NFS and CIFS)

environments. At the same time it supports iSCSI, Fiber Channel, and FCoE access for high bandwidth
and latency-sensitive block applications. The combination of EMC Atmos Virtual Edition software and
VNX storage supports object-based storage and enables customers to manage web applications from

r Cisco Solution for EMC VSPEX End User Computing
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EMC Unisphere. The VNX series next generation storage platform is powered by Intel quad-core Xeon
5600 series with a 6 —Gb/s SAS drive back-end and delivers demonstrable performance improvements
over the previous generation mid-tier storage:

e Run Microsoft SQL and Oracle 3x to 10x faster
e Enable 2x system performance in less than 2 minutes —non-disruptively

e Provide up to 10 GB/s bandwidth for data warehouse applications

Benefits of VMware ESXi 5.1

Virtualization is now a critical component to an overall IT strategy, it is important to choose the right
vendor. VMware is the leading business virtualization infrastructure provider, offering the most trusted
and reliable platform for building private clouds and federating to public clouds.

Find out how VMware delivers on the core requirements for a business virtualization infrastructure
solution:

e Built on a robust, reliable foundation

e Delivers a complete virtualization platform from desktop through the datacenter out to the public
cloud

e Provides the most comprehensive virtualization and cloud management
e Integrates with your overall IT infrastructure
e Proven with over 350,000 customers
And best of all, VMware provides:
e Low total-cost-of-ownership (TCO)
For detailed information about vSphere 5.1, go to:

http://www.vmware.com/files/pdf/products/vsphere/vmware-what-is-new-vsphere51.pdf

Benefits of VMware Horizon View 5.2

Deliver rich, personalized virtual desktops as a managed service from a virtualization platform built to
deliver the entire desktop, including the operating system, applications and data. With Horizon View,
desktop administrators virtualize the operating system, applications, and user data and deliver modern
desktops to end-users. Get centralized automated management of these components for increased control
and cost savings. Improve business agility while providing a flexible high performance desktop
experience with VMware Horizon View, desktop administrators virtualize the operating system,
applications, and user data and deliver modern desktops to end-users, across a variety of network
conditions.

Deliver Business Agility

Bring the agility and availability of cloud computing to the desktop and applications with Horizon View.
Built on VMware vSphere, Horizon View delivers desktops from a single integrated platform as part of
your cloud services.

Dynamically allocate resources to enable highly responsive environment to end users. Scale up and down
desktop services on demand to quickly meet changing business needs and proactively protect against
planned and unplanned downtime. Run your desktops as business critical services for your workforce.

Cisco Solution for EMC VSPEX End User Computing
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Easily Control and Manage Desktops

Increase control of desktops, applications and data by delivering and managing them as centralized
services.

A single, powerful administrative console provides oversight of desktop services while enabling IT to
simply execute previously cumbersome tasks like provisioning, updates and patches. Easily apply
policies, quickly enable and disable users all from a centralized console for optimal business response.
Free up time from maintenance for technology innovation.

Deliver a Better Desktop Experience

Unlike traditional PCs, View desktops are not tied to the physical computer. Instead, they reside in your
cloud and end-users can access their View desktop when needed.

Horizon View with PColP delivers the richest, most flexible and adaptive experience for end-users
around the world in a variety of network conditions. Business happens everywhere and whether online
or offline, desktops or mobile devices, LAN or WAN, Horizon View delivers maximum workplace
productivity.

Automate Desktop Operations Management

VMware vCenter Operations Manager for View allows administrators to gain insight into desktop and
infrastructure performance, quickly pinpoint and troubleshoot issues. Administrators can optimize
resource utilization, and proactively manage the desktop environment through the management
dashboards. vCenter Operations Manager for View is an optional add-on for Horizon View customers.
You can also leverage PCoIP Extension Services to collect Horizon View statistics into your existing
WMI tool.

Built-in Security

Maintain control over data and intellectual property by keeping it secure in the datacenter. Encrypted
protocol traffic provides secure end-users access virtual desktops inside or outside of the corporate
network. Integration with vShield Endpoint enables offloaded and centralized anti-virus and
anti-malware (AV) solutions. This integration helps to eliminate agent sprawl and AV storm issues while
minimizing the risk of malware infection and simplifying AV administration. VMware View also
supports integration with RSA SecurelD for 2-factor authentication requirements.

Summary of Main Findings

The combination of technologies from Cisco Systems, Inc, VMware and EMC produced a highly
efficient, robust and scalable Desktop Virtualization (DV) infrastructure for a hosted virtual desktop
deployment. Key components of the solution included:

e The combined power of the Cisco Unified Computing System, Nexus switching and EMC storage
hardware with VMware ESXi 5.1, and VMware Horizon View 5.2 software produces a high density
per blade and per chassis Virtual Desktop delivery system.

e Cisco UCS B200 M3 half-width blade with dual 8-core processors and 256GB of memory running
at 1600 MHz supports 30% more virtual desktop workloads than the previously studied full width
blade using a new medium workload with flash. In addition, density achieved with Horizon View
5.2 is equivalent to a prior study on the same platform with View 5.1 Update 2.
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e The study design based on two Unified Computing System chassis, each with seven Cisco UCS
B200 M3 blades, each with dual 8-core processors and 256GB of memory running at 1600 MHz and
a Cisco VIC 1240 converged network adapter supports 2000 virtual desktop workloads running the
new medium workload with flash providing outstanding End User Experience with average response
times under 1.75 seconds at full load.

e Able to boot the full complement of 2000 virtual desktops (ready to login) in under 20 minutes.

e Able toramp up (log in and start workloads) to steady state with all 2000 users running a knowledge
worker workload with flash in 30 minutes without pegging the processor, exhausting memory or
storage subsystems.

e Our design provides N+1 server fault tolerance for the 2000 virtual desktop system, making the
design fully fault tolerant from end to end.

e Compared to previous studies with full width blades, the rack space required to support 2000 users
was reduced from 30 Rack Units to 12 Rack Units.

e Pure Virtualization: We continue to present a validated design that is 100% virtualized on ESXi 5.1.
All of the Windows 7 SP1 virtual desktops and supporting infrastructure components, including
vCenter, Active Directory, Profile Servers, SQL Servers, and Horizon View 5.2 components were
hosted as virtual servers.

e Maintained our industry leadership with our new Cisco UCS Manager 2.1(1b) software that makes
scaling simple, consistency guaranteed and maintenance simple.

e Our 10G unified fabric story gets additional validation on second generation 6200 Series Fabric
Interconnects and second generation Nexus 5500 Series access switches as we run more challenging
workload testing, maintaining unsurpassed user response times.

e EMC's VNX5500 system provides storage consolidation and outstanding efficiency. Both block and
file bases storage resources are available on a single system, utilizing EMC Fast Cache technology.

e VMware Horizon View 5.2 with the Sparse Virtual Disk feature used for floating assignment linked
clones provided better disk performance and space efficiency.

Architecture

Deployed Hardware

The architecture deployed is highly modular. While each customer's environment might vary in its exact
configuration, once the reference architecture contained in this document is built, it can easily be scaled
as requirements and demands change. This includes scaling both up (adding additional resources within
a Cisco UCS Domain) and out (adding additional Cisco UCS Domains and VNX Storage arrays).

The 2000 User Horizon View 5.2 solution includes Cisco networking, Cisco Unified Computing System
and EMC storage, all of which fits in two data center racks (one for the EMC VNX and one for the Cisco
networking and Cisco UCS gear.) In fact, there is adequate rack space in the Cisco rack to add blades
and chassis to support an additional 4000 users

This document details the deployment of VMware Horizon View 5.2 floating assignment linked clones
on VMware ESXi 5.1. Cisco Nexus 1000V distributed switch manages the two VMware Clusters hosting
the virtual desktops, insuring end-to-end Quality of Service and ease of management by the network
team.

Cisco Solution for EMC VSPEX End User Computing
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Figure 1 VMware Horizon View 5.2 2000 User Hardware Components
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The reference configuration includes:
¢ Two Cisco Nexus 5548UP switches with 16-universal port Expansion Modules (Optional)

e Two Cisco UCS 6248 Series Fabric Interconnects with Cisco UCS 6200 16-universal port Expansion
Modules (Optional)

¢ Two Cisco UCS 5108 Blade Server Chassis with two 2204XP 10 Modules per chassis

¢ Fourteen Cisco UCS B200 M3 Blade Servers with Intel E5-2690 processors, 256 GB RAM, and VIC
1240 mezzanine cards for Horizon View 5.2 virtual desktops (providing N+1 Server fault tolerance
for the system)

e One EMC VNX5500 dual controller storage system for HA

e Two Cisco UCS B200 M3 Blade Servers with Intel E5-2650 processors, 96 GB RAM, and VIC 1240
mezzanine card for infrastructure (not shown in the drawing above)

The EMC VNX5500 disk shelf, disk and Fast Cache configurations are detailed in section “Storage
Architecture Design” later in this document.
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Table 1

Software Used in this Deployment

Architecture

Compute Cisco UCS Fabric 2.1 (1a) Embedded Management
Interconnect
Cisco UCS B200 M3
2.1 (1b) Hardware BIOS
Network Nexus 5500 Switch 5.2(1)N1(1) Operating System Version
Storage EMC VNX5500 05.32.000.6.203 Block | Operating System Version
7.1.65-8 File
Software Cisco UCS Blade Hosts VMware ESXi 5.1 Operating System Version

Cisco Nexus 1000V

4.2(1)SV1(5.2)

Virtual Switch appliance
version

Configuration Guidelines

VLANs

Table 2

The 2000 User Horizon View 5.2 solution described in this document provides details for configuring a
fully redundant, highly-available configuration. Configuration guidelines are provided that refer to
which redundant component is being configured with each step, whether that be A or B. For example,
SP A and SP B are used to identify the two EMC VNX storage controllers that are provisioned with this
document while Nexus A and Nexus B identify the pair of Cisco Nexus switches that are configured.
The Cisco UCS Fabric Interconnects are configured similarly.

This document is intended to allow the reader to configure the VMware Horizon View 5.2 customer
environment as stand-alone solution.

For the 2000 User Horizon View 5.2 solution, we utilized VLANS to isolate and apply access strategies
to various types of network traffic. Table 2 details the VLANSs used in this study.

VLANs

VDA 122 Virtual Desktops No

MGMT 164 ESXi, NIKV Yes
Management

INFRA 165 Infrastructure VMs No

N1K-Control 167 NI1KYV Control No

N1K-Packet 168 N1KV Packet No

vMOTION 169 vMotion No

Cisco Solution for EMC VSPEX End User Computing g
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VMware Clusters

Four VMware Clusters were used to support the solution and testing environment:

e Infrastructure Cluster (vCenter, Active Directory, DNS, DHCP, SQL Clusters, VMware View
Connection Servers, View Composer, and Nexus 1000V Virtual Switch Manager appliances, etc.)

e VDA Clusters (2) (Windows 7 SP1 32-bit pooled virtual desktops; 1000 per cluster per VMware best
practices recommended Horizon View 5.2 desktop cluster density.)

e Launcher Cluster (The Login Consultants Login VSI launcher infrastructure was hosted on the same
Cisco UCS Domain sharing switching, but running on local storage).

Infrastructure Components

This section describes all of the infrastructure components used in the solution outlined in this study.

Cisco Unified Computing System
Cisco Unified Computing System (UCS) is a set of pre-integrated data center components that comprises
blade servers, adapters, fabric interconnects, and extenders that are integrated under a common

embedded management system. This approach results in far fewer system components and much better
manageability, operational efficiencies, and flexibility than comparable data center platforms.

Cisco Unified Computing System Components

Cisco UCS components are shown in Figure 2.

Figure 2 Cisco Unified Computing System Components
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The Cisco Unified Computing System is designed from the ground up to be programmable and
self-integrating. A server's entire hardware stack, ranging from server firmware and settings to network
profiles, is configured through model-based management. With Cisco virtual interface cards, even the
number and type of I/O interfaces is programmed dynamically, making every server ready to power any
workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration,
associate a model's service profile with hardware resources and the system configures itself to match the
model. This automation speeds provisioning and workload migration with accurate and rapid scalability.
The result is increased IT staff productivity, improved compliance, and reduced risk of failures due to

inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers
and virtual machines. Virtual networks are now managed exactly as physical networks are, but with
massive scalability. This represents a radical simplification over traditional systems, reducing capital
and operating costs while increasing business agility, simplifying and speeding deployment, and
improving performance.

Fabric Interconnect

Cisco UCS Fabric Interconnects create a unified network fabric throughout the Cisco Unified Computing
System. They provide uniform access to both networks and storage, eliminating the barriers to deploying
a fully virtualized environment based on a flexible, programmable pool of resources.

Cisco Fabric Interconnects comprise a family of line-rate, low-latency, lossless 10-GE, Cisco Data
Center Ethernet, and FCoE interconnect switches. Based on the same switching technology as the Cisco
Nexus 5000 Series, Cisco UCS 6000 Series Fabric Interconnects provide the additional features and
management capabilities that make them the central nervous system of Cisco Unified Computing
System.

The Cisco UCS Manager software runs inside the Cisco UCS Fabric Interconnects. The Cisco UCS 6000
Series Fabric Interconnects expand the Cisco UCS networking portfolio and offer higher capacity, higher
port density, and lower power consumption. These interconnects provide the management and
communication backbone for the Cisco UCS B-Series Blades and Cisco UCS Blade Server Chassis.

All chassis and all blades that are attached to the Fabric Interconnects are part of a single, highly
available management domain. By supporting unified fabric, the Cisco UCS 6200 Series provides the
flexibility to support LAN and SAN connectivity for all blades within its domain right at configuration
time. Typically deployed in redundant pairs, the Cisco UCS Fabric Interconnect provides uniform access
to both networks and storage, facilitating a fully virtualized environment.

The Cisco UCS Fabric Interconnect family is currently comprised of the Cisco 6100 Series and Cisco
6200 Series of Fabric Interconnects.

Cisco UCS 6248UP 48-Port Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a 1 RU, 10-GE, Cisco Data Center Ethernet,
FCoE interconnect providing more than 1Tbps throughput with low latency. It has 32 fixed ports of Fibre
Channel, 10-GE, Cisco Data Center Ethernet, and FCoE SFP+ ports.

One expansion module slot can be up to sixteen additional ports of Fibre Channel, 10-GE, Cisco Data
Center Ethernet, and FCoE SFP+.

Cisco UCS 6248UP 48-Port Fabric Interconnects were used in this study.

Cisco Solution for EMC VSPEX End User Computing
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Cisco UCS 2200 Series 10 Module

Note

~

Note

The Cisco UCS 2100/2200 Series FEX multiplexes and forwards all traffic from blade servers in a
chassis to a parent Cisco UCS Fabric Interconnect over from 10-Gbps unified fabric links. All traffic,
even traffic between blades on the same chassis, or VMs on the same blade, is forwarded to the parent
interconnect, where network profiles are managed efficiently and effectively by the Fabric Interconnect.
At the core of the Cisco UCS Fabric Extender are ASIC processors developed by Cisco that multiplex
all traffic.

Up to two fabric extenders can be placed in a blade chassis.

Cisco UCS 2104 has eight I0GBASE-KR connections to the blade chassis mid-plane, with one
connection per fabric extender for each of the chassis' eight half slots. This gives each half-slot blade
server access to each of two 10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 4 ports connecting up the fabric interconnect.

Cisco UCS 2208 has thirty-two 10GBASE-KR connections to the blade chassis midplane, with one
connection per fabric extender for each of the chassis' eight half slots. This gives each half-slot blade
server access to each of two 4x10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 8 ports connecting up the fabric interconnect.

Cisco UCS 2208 fabric extenders were utilized in this study.

Cisco UCS Chassis

The Cisco UCS 5108 Series Blade Server Chassis is a 6 RU blade chassis that will accept up to eight
half-width Cisco UCS B-Series Blade Servers or up to four full-width Cisco UCS B-Series Blade
Servers, or a combination of the two. The Cisco UCS 5108 Series Blade Server Chassis can accept four
redundant power supplies with automatic load-sharing and failover and two Cisco UCS (either 2100 or
2200 series ) Fabric Extenders. The chassis is managed by Cisco UCS Chassis Management Controllers,
which are mounted in the Cisco UCS Fabric Extenders and work in conjunction with the Cisco UCS
Manager to control the chassis and its components.

A single Cisco UCS managed domain can theoretically scale to up to 40 individual chassis and 320 blade
servers. At this time Cisco supports up to 20 individual chassis and 160 blade servers.

Basing the 1/O infrastructure on a 10-Gbps unified network fabric allows the Cisco UCS to have a
streamlined chassis with a simple yet comprehensive set of I/O options. The result is a chassis that has
only five basic components:

¢ The physical chassis with passive midplane and active environmental monitoring circuitry

e Four power supply bays with power entry in the rear, and hot-swappable power supply units
accessible from the front panel

e FEight hot-swappable fan trays, each with two fans
e Two fabric extender slots accessible from the back panel

e FEight blade server slots accessible from the front panel
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Cisco UCS B200 M3 Blade Server

Cisco UCS B200 M3 is a third generation half-slot, two-socket Blade Server. The Cisco UCS B200 M3
harnesses the power of the latest Intel® Xeon® processor E5-2600 product family, with up to 384 GB
of RAM (using 16-GB DIMMs), two optional SAS/SATA/SSD disk drives, and up to dual 4x 10 Gigabit
Ethernet throughput, utilizing our VIC 1240 LAN on motherboard (LOM) design. The Cisco UCS B200
M3 further extends the capabilities of Cisco UCS by delivering new levels of manageability,
performance, energy efficiency, reliability, security, and I/O bandwidth for enterprise-class
virtualization and other mainstream data center workloads.

Cisco UCS VIC1240 Converged Network Adapter

A Cisco innovation, the Cisco UCS Virtual Interface Card (VIC) 1240 (Figure 1) is a 4-port 10 Gigabit
Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM)
designed exclusively for the M3 generation of Cisco UCS B-Series Blade Servers. When used in
combination with an optional Port Expander, the Cisco UCS VIC 1240 capabilities can be expanded to
eight ports of 10 Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240

supports Cisco Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the
Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization deployment.

Figure 3 Cisco UCS VIC1240 Converged Network Adapter
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Note  The Cisco UCS VIC1240 virtual interface cards are deployed in the Cisco UCS B-Series B200 M3 blade
servers.

VMware Horizon View

VMware Horizon View (formerly known as VMware View) simplifies desktop and application
management while increasing security and control. Horizon View delivers a personalized high fidelity
experience for end-users across sessions and devices. It enables higher availability and agility of desktop
services unmatched by traditional PCs while reducing the total cost of desktop ownership up to 50
percent. End-users can enjoy new levels of productivity and the freedom to access desktops from more
devices and locations while giving IT greater policy control.

Horizon View 5.2 Features

Horizon View delivers rich, personalized virtual desktops as a managed service from a virtualization
platform built to deliver the entire desktop, including the operating system, applications and data. With
VMware Horizon View, desktop administrators virtualize the operating system, applications, and user
data and deliver modern desktops to end-users. Get centralized automated management of these
components for increased control and cost savings. Improve business agility while providing a flexible
high performance desktop experience for end-users, across a variety of network conditions.

Automated Desktop Provisioning

Horizon View Manager provides a single management tool for greater IT efficiency to provision new
desktops or groups of desktops, and an easy interface for setting desktop policies. Using a template, you
can customize virtual pools of desktops and easily set policies, such as how many virtual machines can
be in a pool, or logoff parameters.

Streamlined Application Management

VMware ThinApp application virtualization separates applications from underlying operating systems
and reduces conflict between the OS and other applications for increased compatibility and streamlined
management. Applications packaged with ThinApp can be run centrally from the datacenter, deployed
locally to physical or virtual desktops or on USB drives for deployment flexibility.

Advanced Virtual Desktop Image Management

Horizon View Composer enables the rapid creation of desktop images from a golden image. Updates are
instant and guaranteed across any number of virtual desktops. When combined with ThinApp, IT
administrators can reduce the number of total images, storage requirements and operational costs.

Automate Desktop Operations Management

VMware vCenter Operations Manager for View allows administrators to gain insight into desktop and
infrastructure performance, quickly pinpoint and troubleshoot issues. Administrators can optimize
resource utilization, and proactively manage the desktop environment through the management
dashboards. vCenter Operations Manager for View is an optional add-on for Horizon View customers.
You can also leverage PCoIP Extension Services to collect Horizon View statistics into your existing
WMI tool.
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Efficient Resource Utilization

Built-in Security

Horizon View Storage Accelerator optimizes storage load by caching common image blocks when
reading virtual desktop images. Space Efficient Disks continuously reduce the storage needed per
desktop. Both these technologies improve storage capacity and utilization, thereby reducing costs of
additional hardware.

Maintain control over data and intellectual property by keeping it secure in the datacenter. Encrypted
protocol traffic provides secure end-users access virtual desktops inside or outside of the corporate
network. Integration with vShield Endpoint enables offloaded and centralized anti-virus and
anti-malware (AV) solutions. To eliminate agent sprawl and AV storm issues, risk of malware infection,
and simplify AV administration. Horizon View also supports integration with Radius 2-factor
authentication requirements.

Enhancements in Horizon View 5.2

VMware Horizon View 5.2 continues to build upon the advancements released in Horizon View 5.2.
TCO was further reduced by optimizing storage reads, improved desktop migration and large scale
management, and further enhanced the user-experience with lower bandwidth and client diversity.

Lower Total Cost of Ownership

Space-efficient disks, native in vSphere, reduce storage costs and administrative overhead by efficiently
using and reclaiming storage space to minimize Horizon View Composer image size. This lowers storage
capacity requirements for persistent desktops and decreases the need to continuously recompose and
restore images.

Simplified Management

Improved large-scale management allows customers with large Horizon View deployments to efficiently
and logically manage their virtual desktop infrastructure. Overall desktop architecture is simplified with
a single VMware vCenter Server™ supporting up to 10,000 desktops in a pod. With support for 32 hosts
per pool on VMEFS along with NFS and pools spanning multiple VLANSs, larger desktop pools can be
created to decrease operational costs. Furthermore, View admin Ul responsiveness increases and
accelerates performance of operations such as provisioning, and rebalance improves the efficiency of the
desktop administration team.

VMware vCenter Server virtual appliance support enables greater flexibility in Horizon View
infrastructure deployment.

Seamless User Experience

Media services for rich 3D graphics add support for hardware accelerated 3D graphics for the most
demanding 3D applications. By virtualizing the graphics processing unit (GPU), you can dedicate or
share physical GPU resources across multiple users, providing a rich 3D experience from the data center.
Using a combination of software and hardware-accelerated graphics, VMware Horizon View™ provides
the greatest flexibility for delivering 3D graphics for virtual desktops and workstation use cases. 3D
graphics acceleration is built upon the VMware vSphere® platform. Only Horizon View is designed to
fully leverage vSphere, expanding the value of combined solutions.

Horizon View media services already support unified communications for Cisco Unified
Communications.
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Horizon View HTML access enables users to access desktops based on Horizon View from
HTML5-capable browsers to securely access their data and applications. Without requiring the
installation of any software or plug-ins, end users conveniently can access their desktops on any device.
With Horizon Workspace'" integration, that same desktop convenience is expanded to provide end users
access to their desktops, data and apps, all from a single location. Note: Horizon View HTML access is
available in the Horizon View feature pack.

VMware Horizon View Clients for iOS and Android with Unity make it easier than ever to access
Windows applications on your iPhone, iPad or Android device. Remove the frustration of working with
Windows on mobile devices with a new mobile native user interface. With Unity users can easily browse,
search, and open Windows applications and files, set applications and files as favorites, and easily switch
between running applications.

Windows 8 support gives users ability to use the latest OS inside their virtual desktops. Horizon View
Client has also been updated to run on the latest Windows 8 devices.

VMware Horizon View 5.2 Hosted Virtual Desktop Overview

Note

Hosted Virtual Desktop (HVD) uses a hypervisor to host all the desktops in the data center.

Three types of HVD pools are available with Horizon View 5.2: Automated, Manual, and Terminal
Services Pools. These pool types are discussed below.

e Automated HVD pools use Horizon View Composer to create some number of HVDs. HVD users
can be assigned as floating or dedicated users. Floating users will be assigned randomly to HVDs
as they log on. Once the user logs off, the HVD is available for any other user. Dedicated user
assignments insure that a user is provided the same HVD each time he or she connects to the Horizon
View Connection server. Automated pools can utilize the PColIP protocol and View Persona
Management.

e Automated HVD pools can create two types of HVDs: Full virtual machines created from a vCenter
template or Horizon View Composer linked clones which share the same base image and use less
storage.

e Manual HVD pools provide access to an existing set of HVDs. Any type of machine that can install
the Horizon View Agent is supported. Examples could include vCenter virtual machines, physical
machines, or blade PCs. Manual pools support the PCoIP protocol, View Persona Management, and
Local Mode.

e Microsoft Terminal Services Pools provide Terminal Services sessions as desktops to Horizon View
users. The Horizon View Connection Server manages these sessions in the same way it does for
Automated or Manual HVD pools. Terminal Services Pools support View Persona Management.

For this study, we utilized Automated HVD pools with floating user assignments and Horizon View
Composer linked clones over the PCoIP protocol.

View Persona Manager was not deployed.

The following figure shows the logical architecture for a Horizon View 5.2 deployment, including the
optional related product; Thin App. Thin App provides application streaming capability and is not
included in this study.
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Figure 4 VMware Horizon View 5.2 Architecture
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EMC VNX Series

The VNX series delivers uncompromising scalability and flexibility for the mid-tier while providing
market-leading simplicity and efficiency to minimize total cost of ownership. Customers can benefit
from VNX features such as:

e Next-generation unified storage, optimized for virtualized applications.

e Extended cache by using Flash drives with Fully Automated Storage Tiering for Virtual Pools
(FAST VP) and FAST Cache that can be optimized for the highest system performance and lowest
storage cost simultaneously on both block and file.

e Multiprotocol supports for file, block, and object with object access through EMC Atmos™ Virtual
Edition (Atmos VE).

¢ Simplified management with EMC Unisphere™ for a single management framework for all NAS,
SAN, and replication needs.

e Up to three times improvement in performance with the latest Intel Xeon multicore processor
technology, optimized for Flash.

e 6 Gb/s SAS back end with the latest drive technologies supported:

— 3.5" 100 GB and 200 GB Flash, 3.5" 300 GB, and 600 GB 15k or 10k rpm SAS, and 3.5" 1 TB,
2 TB and 3 TB 7.2k rpm NL-SAS

- 2.5" 100 GB and 200 GB Flash, 300 GB, 600 GB and 900 GB 10k rpm SAS
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e Expanded EMC UltraFlex™ I/O connectivity-Fibre Channel (FC), Internet Small Computer System
Interface (iSCSI), Common Internet File System (CIFS), network file system (NFS) including
parallel NFS (pNFS), Multi-Path File System (MPFS), and Fibre Channel over Ethernet (FCoE)
connectivity for converged networking over Ethernet.

The VNX series includes five software suites and three software packs that make it easier and simpler
to attain the maximum overall benefits.

e Software suites available:

— VNX FAST Suite-Automatically optimizes for the highest system performance and the lowest
storage cost simultaneously (FAST VP is not part of the FAST Suite for VNX5100™).

— VNX Local Protection Suite-Practices safe data protection and repurposing.
— VNX Remote Protection Suite-Protects data against localized failures, outages, and disasters.
— VNX Application Protection Suite-Automates application copies and proves compliance.

— VNX Security and Compliance Suite-Keeps data safe from changes, deletions, and malicious
activity.

e Software packs available:
— VNX Total Efficiency Pack-Includes all five software suites (not available for VNX5100).
— VNX Total Protection Pack-Includes local, remote, and application protection suites.

— VNX Total Value Pack-Includes all three protection software suites and the Security and
Compliance Suite (VNX5100 exclusively supports this package).

EMC VNX5500 Used in Testing

EMC VNX 5500 is a unified storage platform for multi-protocol file, block and object storage. It is
powered by Intel quad-core Xeon 5500 series processors and delivers five 9's availability. It is designed
to deliver maximum performance and scalability for enterprise and mid-tier companies, enabling them
to dramatically grow, share, and cost-effectively manage multi-protocol file and block systems. It
supports up to 250 drives and three X-Blades (also known as Data Movers) for file protocol support.This
solution was validated Fibre Channel for hypervisor SAN boot, data storage of virtual desktops, SQL
database, and infrastructure virtual machines such Horizon View Connection Servers, Horizon View
Composer Servers, VMware vCenter Servers, and other supporting services. An NFS or iSCSI variant
could be deployed on the VNX5500 using NFS or iSCSI for data storage of virtual desktops.

VMware ESXi 5.1

VMware, Inc. provides virtualization software. VMware's enterprise software hypervisors for
servers-VMware vSphere ESX, VMware vSphere ESXi, and VSphere-are bare-metal hypervisors that
run directly on server hardware without requiring an additional underlying operating system.

VMware on ESXi 5.1 Hypervisor

ESXi 5.1 is a "bare-metal" hypervisor, so it installs directly on top of the physical server and partitions
it into multiple virtual machines that can run simultaneously, sharing the physical resources of the
underlying server. VMware introduced ESXi in 2007 to deliver industry-leading performance and
scalability while setting a new bar for reliability, security and hypervisor management efficiency.

Due to its ultra-thin architecture with less than 100MB of code-base disk footprint, ESXi delivers
industry-leading performance and scalability plus:
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e Improved Reliability and Security—with fewer lines of code and independence from general
purpose OS, ESXi drastically reduces the risk of bugs or security vulnerabilities and makes it easier
to secure your hypervisor layer.

e Streamlined Deployment and Configuration—ESXi has far fewer configuration items than ESX,
greatly simplifying deployment and configuration and making it easier to maintain consistency.

e Higher Management Efficiency—the API-based, partner integration model of ESXi eliminates the
need to install and manage third party management agents. You can automate routine tasks by
leveraging remote command line scripting environments such as vCLI or PowerCLI.

e Simplified Hypervisor Patching and Updating—due to its smaller size and fewer components, ESXi
requires far fewer patches than ESX, shortening service windows and reducing security
vulnerabilities.

Modular Virtual Desktop Infrastructure Technical Overview

Modular Architecture

Today's IT departments are facing a rapidly-evolving workplace environment. The workforce is
becoming increasingly diverse and geographically distributed and includes offshore contractors,
distributed call center operations, knowledge and task workers, partners, consultants, and executives
connecting from locations around the globe at all times.

An increasingly mobile workforce wants to use a growing array of client computing and mobile devices
that they can choose based on personal preference. These trends are increasing pressure on IT to ensure
protection of corporate data and to prevent data leakage or loss through any combination of user,
endpoint device, and desktop access scenarios (Figure 5). These challenges are compounded by desktop
refresh cycles to accommodate aging PCs and bounded local storage and migration to new operating
systems, specifically Microsoft Windows 7.

Figure 5 The Evolving Workplace Landscape
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through
increased control and reduced management costs.
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Cisco Data Center Infrastructure for Desktop Virtualization
Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:

simplification, security, and scalability. The software combined with platform modularity provides a
simplified, secure, and scalable desktop virtualization platform (Figure 6).

Figure 6 VMware Horizon View 5.2 on Cisco Unified Computing System
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Simplified

Cisco Unified Computing System provides a radical new approach to industry standard computing and
provides the heart of the data center infrastructure for desktop virtualization and the Cisco Virtualization
Experience (VXI). Among the many features and benefits of Cisco Unified Computing System are the
drastic reductions in the number of servers needed and number of cables per server and the ability to
very quickly deploy or re-provision servers through Cisco UCS Service Profiles. With fewer servers and
cables to manage and with streamlined server and virtual desktop provisioning, operations are
significantly simplified. Thousands of desktops can be provisioned in minutes with Cisco Service
Profiles and Cisco storage partners' storage-based cloning. This speeds time to productivity for end
users, improves business agility, and allows IT resources to be allocated to other tasks.

IT tasks are further simplified through reduced management complexity, provided by the highly
integrated Cisco UCS Manager, along with fewer servers, interfaces, and cables to manage and maintain.
This is possible due to the industry-leading, highest virtual desktop density per blade of Cisco Unified
Computing System along with the reduced cabling and port count due to the unified fabric and unified
ports of Cisco Unified Computing System and desktop virtualization data center infrastructure.

Simplification also leads to improved and more rapid success of a desktop virtualization implementation.
Cisco and its partners -VMware and EMC - have developed integrated, validated architectures, including
available pre-defined, validated infrastructure packages, known as Cisco Solutions for EMC VSPEX
End User Computing.

Cisco Solution for EMC VSPEX End User Computing
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While virtual desktops are inherently more secure than their physical world predecessors, they introduce
new security considerations. Desktop virtualization significantly increases the need for virtual
machine-level awareness of policy and security, especially given the dynamic and fluid nature of virtual
machine mobility across an extended computing infrastructure. The ease with which new virtual
desktops can proliferate magnifies the importance of a virtualization-aware network and security
infrastructure. Cisco Unified Computing System and Nexus data center infrastructure for desktop
virtualization provides stronger data center, network, and desktop security with comprehensive security
from the desktop to the hypervisor. Security is enhanced with segmentation of virtual desktops, virtual
machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Growth of a desktop virtualization solution is all but inevitable and it is critical to have a solution that
can scale predictably with that growth. The Cisco solution supports more virtual desktops per server and
additional servers scale with near linear performance. Cisco data center infrastructure provides a flexible
platform for growth and improves business agility. Cisco UCS Service Profiles allow for on-demand
desktop provisioning, making it easy to deploy dozens or thousands of additional desktops.

Each additional Cisco UCS server provides near linear performance and utilizes Cisco's dense memory
servers and unified fabric to avoid desktop virtualization bottlenecks. The high performance, low latency
network supports high volumes of virtual desktop traffic, including high resolution video and
communications.

Cisco Unified Computing System and Nexus data center infrastructure is an ideal platform for growth,
with transparent scaling of server, network, and storage resources to support desktop virtualization.

As demonstrated above, the simplified, secure, scalable Cisco data center infrastructure solution for
desktop virtualization will save time and cost. There will be faster payback, better ROI, and lower TCO
with the industry's highest virtual desktop density per server resulting in fewer servers required, reducing
both capital expenditures (CapEx) and operating expenditures (OpEx). There will also be much lower
network infrastructure costs, with fewer cables per server and fewer ports required, via the Cisco UCS
architecture and unified fabric.

The simplified deployment of Cisco Unified Computing System for desktop virtualization speeds up
time to productivity and enhances business agility. IT staff and end users are more productive more
quickly and the business can react to new opportunities by simply deploying virtual desktops whenever
and wherever they are needed. The high performance Cisco systems and network deliver a near-native
end-user experience, allowing users to be productive anytime, anywhere.

Understanding Desktop User Groups

There must be a considerable effort within the enterprise to identify desktop user groups and their
memberships. The most broadly recognized, high-level user groups are as follows:

e Task Workers—Groups of users working in highly specialized environments where the number of
tasks performed by each worker is essentially identical. These users are typically located at a
corporate facility (for example, call center employees).
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e Knowledge/Office Workers—Groups of users who use a relatively diverse set of applications that
are Web-based and installed and whose data is regularly accessed. They typically have several
applications running simultaneously throughout their workday and a requirement to utilize Flash
video for business purposes. This is not a singular group within an organization. These workers are
typically located at a corporate office (for example, workers in accounting groups).

e Power Users—Groups of users who run high-end, memory, processor, disk 10, and/or
graphic-intensive applications, often simultaneously. These users have high requirements for
reliability, speed, and real-time data access (for example, design engineers).

e Mobile Workers—Groups of users who may share common traits with Knowledge/Office Workers,
with the added complexity of needing to access applications and data from wherever they
are—whether at a remote corporate facility, customer location, at the airport, at a coffee shop, or at
home—all in the same day (for example, a company's outbound sales force).

¢ Remote Workers—Groups of users who could fall into the Task Worker or Knowledge/Office
Worker groups but whose experience is from a remote site that is not corporate owned, most often
from the user's home. This scenario introduces several challenges in terms of type, available
bandwidth, and latency and reliability of the user's connectivity to the data center (for example, a
work-from-home accounts payable representative).

¢ Guest/Contract Workers—Groups of users who need access to a limited number of carefully
controlled enterprise applications and data and resources for short periods of time. These workers
may need access from the corporate LAN or remote access (for example, a medical data
transcriptionist).

There is good reason to search for and identify multiple sub-groups of the major groups listed above in
the enterprise. Typically, each sub-group has different application and data requirements.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI
planning exercise, but is essential for the VDI project's success. If the applications and data are not
identified and co-located, performance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be
complicated by the inclusion cloud applications, like SalesForce.com. This application and data analysis
is beyond the scope of this Cisco Validated Design, but should not be omitted from the planning process.
There are a variety of third party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions
Now that user groups, their applications and their data requirements are understood, some key project
and solution sizing questions may be considered.
General project questions should be addressed at the outset, including:

e Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications
and data?

e [s there infrastructure and budget in place to run the pilot program?
e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
¢ Do we have end user experience performance metrics identified for each desktop sub-group?

e How will we measure success or failure?
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What is the future implication of success or failure?

Provided below is a short, non-exhaustive list of sizing questions that should be addressed for each user
sub-group:

What is the desktop OS planned? Windows 7 or Windows XP?

32 bit or 64 bit desktop OS?

How many virtual desktops will be deployed in the pilot? In production? All Windows 7?
How much memory per target desktop group desktop?

Are there any rich media, Flash, or graphics-intensive workloads?

What is the end point graphics processing capability?

Will Thin App be used for streamed applications or will all applications be installed in the image?
Will you use floating assignment or assigned user desktops?

Will you use linked clone or full copy desktops?

How will you manage user persona?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?

Is anti-virus a part of the image?

Is user profile management (e.g., non-roaming profile based) part of the solution?

What is the fault tolerance, failover, disaster recovery plan?

Are there additional desktop sub-group specific questions?

Proof of Concept Pilot Program

Cisco Services

To validate what you have learned during your analysis, create an isolated Proof of Concept environment
to test the various workloads and validate your sizing calculations.

Then create a Pilot environment and get users from each user group who can exercise all of the
organizations key applications. Use the pilot user feedback to further refine you design in preparation
for production roll out.

Failure to follow these key steps will make a successful virtual desktop deployment project nearly
impossible.

Cisco offers assistance for customers in the analysis, planning, implementation, and support phases of
the VDI lifecycle. These services are provided by the Cisco Advanced Services group. Some examples
of Cisco services include:

Cisco VXI Unified Solution Support
Cisco VXI Desktop Virtualization Strategy Service

Cisco VXI Desktop Virtualization Planning and Design Service
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The Solution: A Unified, Pre-Tested and Validated Infrastructure

To meet the challenges of designing and implementing a modular desktop infrastructure, Cisco, EMC
and VMware have collaborated to create the data center solution for virtual desktops outlined in this
document.

Key elements of the solution include:

A shared infrastructure that can scale easily

A shared infrastructure that can accommodate a variety of virtual desktop workloads

Cisco Networking Infrastructure

This section describes the Cisco networking infrastructure components used in the configuration.

Cisco Nexus 5548 Switch

The Cisco Nexus 5548UP is a 1-RU 10 Gigabit Ethernet, Fibre Channel, and FCoE switch offering up
to 960 Gbps of throughput and up to 48 ports. The switch has 32 unified ports that accept modules and
cables meeting the Small Form-Factor Pluggable Plus (SFP+) standard and one expansion slot.
Expansion slot options include:

Ethernet module that provides sixteen 1/10 Gigabit Ethernet and FCoE ports using the SFP+
interface.

Fibre Channel plus Ethernet module that provides eight 1/10 Gigabit Ethernet and FCoE ports using
the SFP+ interface, and eight ports of 8/4/2/1-Gbps native Fibre Channel connectivity using the
SFP+/SFP interface.

Unified port module that provides up to sixteen 1/10 Gigabit Ethernet and FCoE ports using the
SFP+ interface or up to sixteen ports of 8/4/2/1-Gbps native Fibre Channel connectivity using the
SFP+ and SFP interfaces; the use of 1/10 Gigabit Ethernet or 8/4/2/1-Gbps Fibre Channel on a port
is mutually exclusive but can be selected for any of the 16 physical ports per module.

Four port QSFP Ethernet module that provides 4 40 Gigabit Ethernet ports using QSFP interface.

The switch has a single serial console port and a single out-of-band 10/100/1000-Mbps Ethernet
management port. Two N+1 redundant, hot-pluggable power supplies and five N+1 redundant,
hot-pluggable fan modules provide highly reliable front-to-back cooling.

Cisco Nexus 5500 Series Feature Highlights

The switch family's rich feature set makes the series ideal for rack-level, access-layer applications. It
protects investments in data center racks with standards-based Ethernet and FCoE features that allow IT
departments to consolidate networks based on their own requirements and timing.

The combination of high port density, wire-speed performance, and extremely low latency makes
the switch an ideal product to meet the growing demand for 10 Gigabit Ethernet at the rack level.
The switch family has sufficient port density to support single or multiple racks fully populated with
blade and rack-mount servers.

Built for today's data centers, the switches are designed just like the servers they support. Ports and
power connections are at the rear, closer to server ports, helping keep cable lengths as short and
efficient as possible. Hot-swappable power and cooling modules can be accessed from the front
panel, where status lights offer an at-a-glance view of switch operation. Front-to-back cooling is
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consistent with server designs, supporting efficient data center hot-aisle and cold-aisle designs.
Serviceability is enhanced with all customer replaceable units accessible from the front panel. The
use of SFP+ ports offers increased flexibility to use a range of interconnect solutions, including
copper for short runs and fibre for long runs.

e FCoE and IEEE data center bridging features support I/O consolidation, ease management of
multiple traffic flows, and optimize performance. Although implementing SAN consolidation
requires only the lossless fabric provided by the Ethernet pause mechanism, the Cisco Nexus 5500
Series switches provide additional features that create an even more easily managed,
high-performance, unified network fabric.

This sections details the specific features and benefits provided by the Cisco Nexus 5500 Series.

10GB Ethernet, FCoE, and Unified Fabric Features

Low Latency

Other Features

The switch series, using cut-through architecture, supports line-rate 10 Gigabit Ethernet on all ports
while maintaining consistently low latency independent of packet size and services enabled. It supports
a set of network technologies known collectively as Data Center Bridging (DCB) that increases the
reliability, efficiency, and scalability of Ethernet networks. These features allow the switches to support
multiple traffic classes over a lossless Ethernet fabric, thus enabling consolidation of LAN, SAN, and
cluster environments. Its ability to connect Fibre Channel over Ethernet (FCoE) to native Fibre Channel
protects existing storage system investments while dramatically simplifying in-rack cabling.

The cut-through switching technology used in the Cisco Nexus 5500 Series ASICs enables the product
to offer a low latency of 3.2 microseconds, which remains constant regardless of the size of the packet
being switched. This latency was measured on fully configured interfaces, with access control lists
(ACLs), QoS, and all other data path features turned on. The low latency on the Cisco Nexus 5500 Series
enables application-to-application latency on the order of 10 microseconds (depending on the NIC).
These numbers, together with the congestion management features described in the next section, make
the Cisco Nexus 5500 Series a great choice for latency-sensitive environments.

Other Nexus 5548UP features include: Nonblocking Line-Rate Performance, Single-Stage Fabric,
Congestion Management, Virtual Output Queues, Lossless Ethernet (Priority Flow Control), Delayed
Drop FC over Ethernet, Hardware-Level I/O Consolidation, and End-Port Virtualization.

Cisco Nexus 1000V Feature Highlight

Cisco Nexus 1000V Series Switches are virtual machine access switches that are an intelligent software
switch implementation based on IEEE 802.1Q standard for VMware vSphere environments running the
Cisco® NX-OS Software operating system. Operating inside the VMware ESX hypervisor, the Cisco
Nexus 1000V Series supports Cisco VN-Link server virtualization technology to provide:

e Policy-based virtual machine connectivity
e Mobile virtual machine security and network policy

¢ Non-disruptive operational model for server virtualization and networking teams
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With the Cisco Nexus 1000V Series, you can have a consistent networking feature set and provisioning
process all the way from the virtual machine access layer to the core of the data center network
infrastructure. Virtual servers can now use the same network configuration, security policy, diagnostic
tools, and operational models as their physical server counterparts attached to dedicated physical
network ports. Virtualization administrators can access pre-defined network policy that follows mobile
virtual machines to help ensure proper connectivity, saving valuable time for virtual machine
administration.

Developed in close collaboration with VMware, the Cisco Nexus 1000V Series is certified by VMware
to be compatible with VMware vSphere, vCenter, ESX, and ESXi, and with many other vSphere
features. You can use the Cisco Nexus 1000V Series to manage your virtual machine connectivity with
confidence in the integrity of the server virtualization infrastructure.

The Cisco Nexus 1000V Release 2.1 software is being offered in two editions:

e Cisco Nexus 1000V Essential Edition: This is available at no cost and provides most of the
comprehensive Layer 2 networking features of the Cisco Nexus 1000V Series, including VXLAN,
Cisco vPath for service insertion and chaining, and VMware vCloud Director integration.

e (Cisco Nexus 1000V Advanced Edition: This version offers value-added security features such as
Domain Host Control Protocol (DHCP) snooping, IP source guard, Dynamic Address Resolution
Protocol (ARP) Inspection, and Cisco TrustSec® Secure Group Access (SGA) support (a new
feature in Release 2.1). The Cisco VSG zone-based virtual firewall is also included in the Advanced
Edition.

Cisco Nexus 1000V Product Architecture

Cisco Nexus 1000V Series Switches have two major components: the Virtual Ethernet Module (VEM),
which runs inside the hypervisor, and the external Virtual Supervisor Module (VSM), which manages
the VEMs.

Virtual Ethernet Module (VEM)

The Cisco Nexus 1000V Series VEM runs as part of the VMware ESX or ESXi kernel and replaces the
VMware virtual switch (vSwitch). This level of integration helps ensure that the Cisco Nexus 1000V
Series is fully aware of all server virtualization events, such as VMware vMotion and Distributed
Resource Scheduler (DRS). The VEM takes configuration information from the VSM and provides
advanced networking functions: quality of service (QoS), security features, and monitoring features.

Virtual Supervisor Module (VSM)

The Cisco Nexus 1000V Series VSM controls multiple VEMs as one logical modular switch.
Configuration is performed through the VSM and is automatically propagated to the VEMs. Instead of
configuring soft switches inside the hypervisor on a host-by-host basis administrators can define
configurations for immediate use on all VEMs being managed by the VSM from a single interface.

Cisco Nexus 1000V Features and Benefits

The Cisco Nexus 1000V Series provides a common management model for both physical and virtual
network infrastructures through Cisco VN-Link technology, which includes policy-based virtual
machine connectivity, mobility of virtual machine security and network properties, and a non-disruptive
operational model.
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Policy-Based Virtual Machine Connectivity

To facilitate easy creation and provisioning of virtual machines, the Cisco Nexus 1000V Series includes
port profiles. Port profiles enable you to define virtual machine network policies for different types or
classes of virtual machines and then apply the profiles through the VMware vCenter. Port profiles are a
scalable mechanism for configuring networks with large numbers of virtual machines. When the Port
Profiles include QoS and security policies, they formulate a complete service-level agreement (SLA) for
the virtual machine's traffic.

Mobility of Virtual Machine Security and Network Properties

Network and security policies defined in the port profile follow the virtual machine throughout its
lifecycle, whether it is being migrated from one server to another, suspended, hibernated, or restarted.
In addition to migrating the policy, the Cisco Nexus 1000V Series VSM moves the virtual machine's
network state. Virtual machines participating in traffic-monitoring activities can continue these activities
uninterrupted by VMware vMotion operations. When a specific port profile is updated, the Cisco Nexus
1000V Series automatically provides live updates to all the virtual ports using that same port profile. The
capability to migrate network and security policies through VMware vMotion makes regulatory
compliance much easier to enforce with the Cisco Nexus 1000V Series because the security policy is
defined in the same way as for physical servers and is constantly enforced by the switch.

Besides traditional switching capability, the Cisco Nexus 1000V Series offers the Cisco vPath
architecture to support virtualized network services with:

¢ Intelligent Traffic Steering: This feature redirects packets in a network flow to a virtual service
virtual machine called a Virtual Service Node (VSN), which can be on a different server. Thus, a
VSN is not required on every server, providing flexible and consolidated deployment.

e Performance Acceleration: VEM caches the VSN's decision for a flow, implements the service in all
subsequent packets of the flow, and accelerates virtualized network service in the hypervisor kernel.

Cisco Virtual Service Gateway (VSG) is the first VSN to leverage the Cisco vPath architecture and
provides multi-tenant, scalable, security services for virtual machines on the Cisco Nexus 1000V Series
Switches.

Non-disruptive Operational Model

Because of its close integration with VMware vCenter, the Cisco Nexus 1000V Series allows
virtualization administrators to continue using VMware tools to provision virtual machines. At the same
time, network administrators can provision and operate the virtual machine network the same way they
do the physical network. While both teams work independently, the Cisco Nexus 1000V Series enforces
consistent configuration and policy throughout the server virtualization environment. This level of
integration lowers the cost of ownership while supporting organizational boundaries among server,
network, security, and storage teams.

Inside VMware vCenter, virtual machines are configured as before. For network configuration, port
profiles defined on the Cisco Nexus 1000V Series VSM are displayed by VMware vCenter as port
groups. Virtualization administrators can take advantage of preconfigured port groups and focus on
virtual machine management, and network administrators can use port profiles to apply policy for a large
number of ports at the same time. Together, both teams can deploy server virtualization more efficiently
and with lower operating costs.

Enhanced Deployment Scenarios

e Optimized server bandwidth for I/O-intensive applications: Today, network interfaces are often
dedicated to a particular type of traffic, such as VMware Console or vMotion. With the Cisco Nexus
1000V Series, all network interface cards (NICs) can be treated as a single logical channel with QoS
attached to each type of traffic. Consequently, the bandwidth to the server can be more efficiently
utilized, with network-intensive applica-tions virtualized.
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Easier security audits with consistent security policy: Security audits on virtual machines are usually
more difficult to perform because virtual machines are secured differently than physical servers. As
the Cisco Nexus 1000V Series provides persistent security policy to mobile virtual machines,
security audits are similar to those for physical servers.

Virtual machine as basic building block of data center: With the Cisco Nexus 1000V Series, virtual
machines are treated the same way as physical servers in security policy, monitoring and
troubleshooting, and the operational model between network and server administrators, enabling
virtual machines to be true basic building blocks of the data center. These operational efficiencies
lead to greater scaling of server virtualization deployments with lower operating expenses.

VMware Product Compatibility

The Cisco Nexus 1000V Series is compatible with VMware vSphere as a VMware vNetwork Distributed
Switch (vDS) with support for VMware ESX and ESXi hypervisors and integration with VMware
vCenter Server. Cisco Nexus 1000V Series Switches are compatible with the various VMware vSphere
features.

Architecture and Design of Horizon View 5.2 on Cisco Unified
Computing System and EMC VNX Storage

Design Fundamentals

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base
of user devices, complexity in management of traditional desktops, security, and even Bring Your Own
Computer (BYOC) to work programs. The first step in designing a virtual desktop solution is to
understand the user community and the type of tasks that are required to successfully execute their role.
The following user classifications are provided:

Knowledge Workers today do not just work in their offices all day - they attend meetings, visit
branch offices, work from home, and even coffee shops. These anywhere workers expect access to
all of their same applications and data wherever they are.

External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices
they use and the locations they work from. Consequently, IT is stuck making trade-offs on the cost
of providing these workers a device vs. the security risk of allowing them access from their own
devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications
and have limited requirements from their PCs. However, since these workers are interacting with
your customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by
installing their own applications and storing their own data, such as photos and music, on these
devices.

Shared Workstation users are often found in state-of-the-art University and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant
requirement to re-provision desktops with the latest operating systems and applications as the needs
of the organization change, tops the list.
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After the user classifications have been identified and the business requirements for each user
classification have been defined, it becomes essential to evaluate the types of virtual desktops that are
needed based on user requirements. There are essentially five potential desktops environments for each
user:

e Traditional PC: A traditional PC is what ?typically? constituted a desktop environment: physical
device with a locally installed operating system.

e Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts
through a delivery protocol. With hosted, server-based desktops, a single installed instance of a
server operating system, such as Microsoft Windows Server 2008 R2, is shared by multiple users
simultaneously. Each user receives a desktop "session" and works in an isolated memory space.
Changes made by one user could impact the other users.

e Hosted Virtual Desktop: A hosted virtual desktop is a virtual desktop running either on virtualization
layer (ESX) or on bare metal hardware. The user does not work with and sit in front of the desktop,
but instead the user interacts through a delivery protocol.

e Streamed Applications: Streamed desktops and applications run entirely on the user's local client
device and are sent from a server on demand. The user interacts with the application or desktop
directly but the resources may only available while they are connected to the network.

e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user's local device
and continues to operate when disconnected from the network. In this case, the user's local device
is used as a type 1 hypervisor and is synced with the data center when the device is connected to the
network.

For the purposes of the validation represented in this document only hosted virtual desktops were
validated. Each of the sections provides some fundamental design decisions for this environment.

Hosted Virtual Desktop Design Fundamentals

This section details how the VMware Horizon View 5.2 can be used to deliver a variety of virtual desktop
configurations.

Choosing a Display Protocol

~

Note

A display protocol provides end users with a graphical interface to a View desktop that resides in the
datacenter. You can use PColP (PC-over-IP), which VMware provides, or Microsoft RDP (Remote
Desktop Protocol.)

You can set policies to control which protocol is used or to allow end users to choose the protocol when
they login to a desktop.

For this study, the PColIP protocol was used.

VMware View with PColP

PColP provides an optimized desktop experience for the delivery of the entire desktop environment,
including applications, images, audio, and video content for a wide range of users on the LAN or across
the WAN. PColP can compensate for an increase in latency or a reduction in bandwidth, to make sure
that end users can remain productive regardless of network conditions.

PColP is supported as the display protocol for View desktops with virtual machines and with physical
machines that contain Teradici host cards.
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PColP Features
Key features of PColP include the following:

For users outside the corporate firewall, you can use this protocol with your company's virtual
private network or with View security servers.

Advanced Encryption Standard (AES) 128-bit encryption is supported and is turned on by default.
Connections from all types of View clients. For more information, go to:

http://pubs.vmware.com/view-52/index.jsp?topic=/com.vmware.view.planning.doc/GUID-43ESEE
F5-72D9-4CCA-8439-66D6FD6D1A1F.html

USB redirection is supported.
Audio redirection with dynamic audio quality adjustment for LAN and WAN is supported.
Optimization controls for reducing bandwidth usage on the LAN and WAN.

Multiple monitors are supported. You can use up to four monitors and adjust the resolution for each
monitor separately, with a resolution of up to 2560x1600 per display. Pivot display and autofit are
also supported. When the 3D feature is enabled, up to 2 monitors are supported with a resolution of
up to 1920x1200.

32-bit color is supported for virtual displays.
ClearType fonts are supported.

Copy and paste of text and images between a local Windows client system and the desktop is
supported, up to IMB. Supported file formats include text, images, and RTF (Rich Text Format).
You cannot copy and paste system objects such as folders and files between systems.

Video Quality

480p-formatted video You can play video at 480p or lower at native resolutions when the View
desktop has a single virtual CPU. If the operating system is Windows 7 and you want to play the
video in high-definition Flash or in full screen mode, the desktop requires a dual virtual CPU.

720p-formatted video You can play video at 720p at native resolutions if the View desktop has a dual
virtual CPU. Performance might be affected if you play videos at 720p in high definition or in full
screen mode.

1080p-formatted video If the View desktop has a dual virtual CPU, you can play 1080p formatted
video, although the media player might need to be adjusted to a smaller window size.

3D If you plan to use 3D applications such as Windows Aero themes or Google Earth, the Windows
7 View desktop must have virtual hardware version 8, available with vSphere 5 and later. You must
also turn on the pool setting called Windows 7 3D Rendering. Up to 2 monitors are supported, and
the maximum screen resolution is 1920 x 1200. This non-hardware accelerated graphics feature
enables you to run DirectX 9 and OpenGL 2.1 applications without requiring a physical graphics
processing unit (GPU).

Recommended Guest Settings

Recommended guest operating system settings include the following settings:

For Windows XP desktops: 768MB RAM or more and a single CPU
For Windows 7 desktops: 1GB of RAM and a dual CPU
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Microsoft RDP
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Remote Desktop Protocol is the same multichannel protocol many people already use to access their
work computer from their home computer. Microsoft Remote Desktop Connection (RDC) uses RDP to
transmit data.

Microsoft RDP provides the following features:

~

With RDP 6, you can use multiple monitors in span mode. RDP 7 has true multiple monitor support,
for up to 16 monitors.

You can copy and paste text and system objects such as folders and files between the local system
and the View desktop.

RDP supports 32-bit color.
RDP supports 128-bit encryption.

You can use this protocol for making secure, encrypted connections to a View security server in the
corporate DMZ.

The following are the RDP-related requirements and considerations for different Windows operating
systems and features:For Windows XP and Windows XP Embedded systems, you should use
Microsoft RDC 6.x.

Windows Vista comes with RDC 6.x installed, though RDC 7 is recommended.
Windows 7 comes with RDC 7 installed. Windows 7 SP1 comes with RDC 7.1 installed.
You must have RDC 6.0 or later to use multiple monitors.

For Windows XP desktop virtual machines, you must install the RDP patches listed in Microsoft
Knowledge Base (KB) articles 323497 and 884020. If you do not install the RDP patches, a
Windows Sockets failed error message might appear on the client.

The View Agent installer configures the local firewall rule for inbound RDP connections to match
the current RDP port of the host operating system, which is typically 3389. If you change the RDP
port number, you must change the associated firewall rules.

Note You can download RDC versions from the Microsoft website.

Recommended Guest Settings

Client hardware requirements include the following:

x86-based processor with SSE2 extensions, with a 800MHz or higher processor speed.

ARM processor with NEON (preferred) or WMMX2 extensions, with a 600MHz or higher processor
speed.

128 MB RAM

Choose a User Profile Management System

There are a number of options for managing user profiles for HVDs. The two methods we considered for
this study were Microsoft Roaming User Profiles and View Persona Manager. It is important to select
and deploy a method so that user settings for software applications and user preferences are maintained,
particularly for floating desktops. Both methods are discussed briefly below. (We used Microsoft
Roaming User Profiles in the study.)
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Microsoft Roaming User Profiles and Folder Redirection

~

Note

This technology has been around for more than a dozen years. It was significantly enhanced with the
introduction of Windows Vista and updated again with Windows 7. Version two (v2) roaming profiles
were introduced, adding 8 additional folders that can be redirected. This greatly reduces the time it takes
to load the user's profile during logon.Using Roaming User Profiles and Folder redirection require a
network shares that all users have access to during the virtual desktop session. The user must have read
and write access to their profile folder and folder redirection folder, which get created on first login after
Roaming User Profiles is configured.

Utilizing Microsoft Active Directory Group Policy is the recommended method for providing Roaming
User Profiles and Folder Redirection to your users. See the article titled Managing Roaming User Data
Deployment Guide at the following url for details on how to configure both Roaming User Profiles and
Folder Redirection:

http://technet.microsoft.com/en-us/library/cc766489%28WS.10%?29.aspx

The significant changes to Roaming User Profiles and Folder redirection applies to Microsoft Windows
7 and Microsoft Windows Vista.

VMware Persona Management

You can use View Persona Management with View desktops on physical computers and virtual machines
that are not managed by View. View Persona Management retains changes that users make to their
profiles. User profiles comprise a variety of user-generated information.

e User-specific data and desktop settings, which allow the desktop appearance to be the same regard
less of which desktop a user logs in to.

e Application data and settings. For example, these settings allow applications to remember toolbar
positions and preferences.

e Windows registry entries configured by user applications.

To facilitate these abilities, View Persona Management requires storage on a CIFS share equal or greater
than the size of the user's local profile.

Minimizing Logon and Logoff Times
View Persona Management minimizes the time it takes to log on to and off of desktops.

e View takes recent changes in the profile on the View desktop and copies them to the remote
repository at regular intervals. The default is every 10 minutes. In contrast, Windows roaming
profiles wait until logoff time and copy all changes to the server at logoff.

e During logon, View downloads only the files that Windows requires, such as user registry files.
Other files are copied to the View desktop when the user or an application opens them from the
profile folder in the View desktop.

e With View Persona Management, during logoff, only files that were updated since the last
replication are copied to the remote repository.

With View Persona Management, you can avoid making any changes to Active Directory in order to have
a managed profile. To configure Persona Management, you specify a central repository, without
changing the user's properties in Active Directory. With this central repository, you can manage a user's
profile in one environment without affecting the physical machines that users might also log on to.
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With View Persona Management, if you provision desktops with VMware ThinApp applications, the
ThinApp sandbox data can also be stored in the user profile. This data can roam with the user but does
not significantly affect logon times. This strategy provides better protection against data loss or
corruption.

Configuration Options

You can configure View personas at several levels: a single View desktop, a desktop pool, an OU, or all
View desktops in your deployment. You can also use a standalone version of View Persona Management
on physical computers and virtual machines that are not managed by View.

By setting group policies (GPOs), you have granular control of the files and folders to include in a
persona:

e Specify whether to include the local settings folder. For Windows 7 or Windows Vista, this policy
affects the AppData\Local folder. For Windows XP, this policy affects the Local Settings folder.

e Specify which files and folders to load at login time. For example: Application
Data\Microsoft\Certificates. Within a folder, you can also specify files to exclude.

e Specify which files and folders to download in the background after a user logs in to the desktop.
Within a folder, you can also specify files to exclude.

e Specify which files and folders within a user's persona to manage with Windows roaming profiles
functionality instead of View Persona Management. Within a folder, you can also specify files to
exclude.

As with Windows roaming profiles, you can configure folder redirection. You can redirect the same
folders that support redirection with Windows Roaming User Profiles.

Accessing USB Devices Connected to the End Point

Administrators can configure the ability to use USB devices, such as thumb flash drives, VoIP
(voice-over-IP) devices, and printers, from a View desktop. This feature is called USB redirection. (It
was not used in this study.)

When you use this feature, most USB devices that are attached to the local client system become
available from a menu in View Client. You use the menu to connect and disconnect the devices.

You can specify which types of USB devices end users are allowed to connect to. For composite devices
that contain multiple types of devices, such as a video input device and a storage device, you can split
the device so that one device (for example, the video input device) is allowed but the other device (for
example, the storage device) is not.

USB devices that do not appear in the menu, but are available in a View desktop, include smart card
readers and human interface devices such as keyboards and pointing devices. The View desktop and the
local computer use these devices at the same time.

This feature has the following limitations:

e When you access a USB device from a menu in View Client and use the device in a View desktop,
you cannot access the device on the local computer.

e USB redirection is not supported on Windows 2000 systems or for View desktops sourced from
Microsoft Terminal Servers.
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Printing from a View Desktop

The virtual printing feature allows end users with View Client on Windows systems to use local or
network printers from a View desktop without requiring that additional print drivers be installed in the
View desktop.

The location-based printing feature allows you to map View desktops to the printer that is closest to the
endpoint client device.

With virtual printing, after a printer is added on a local Windows computer, View adds that printer to the
list of available printers on the View desktop. No further configuration is required. For each printer
available through this feature, you can set preferences for data compression, print quality, double-sided
printing, color, and so on. Users who have administrator privileges can still install printer drivers on the
View desktop without creating a conflict with the virtual printing component. To send print jobs to a
USB printer, you can either use the USB redirection feature or use the virtual printing feature.

The location-based printing feature is available for both Windows and non-Windows client systems.
Location based printing allows IT organizations to map View desktops to the printer that is closest to the
endpoint client device. Using this feature does require that the correct printer drivers be installed in the
View desktop.

We did not use virtual printing in this study. Our workload generator, Login VSI, installs a pdf printer
into the master image which is utilized for printing during the test.

Other Features to Consider

Horizon View 5.2 supports these additional features that were not deployed in this study:
¢ Streaming Multimedia with Wyse MMR. (Only used for Windows XP environments.)

¢ Single Sign-On for Logging In (Workload generator initiates multiple sessions from a single
workstation.)

e Multiple Monitor Support (Workload generator supports single monitor.)

Designing a VMware Horizon View 5.2 Deployment

There are several elements that go into the design of a successful Horizon View 5.2 environment. This
section covers those topics at a high level. Readers should consult the VMware View Architecture
Planning guide for Horizon View 5.2 at the following URL for more details:
https://pubs.vmware.com/view-52/topic/com.vmware.ICbase/PDF/horizon-view-52-architecture-planni
ng.pdf

Determine Desktop Pools Required

Based on the analysis performed on user groups and the applications identified that will be supported by
the Hosted Virtual Desktop (HVD) environment, a strategy for laying out your desktop pool structure
should be create.

For this study, a single user group (knowledge workers) will be tested and the application workload that
this group will run will be identified, which is based on the Login VSI 3.6 medium workload (with flash.)
Virtual machines will be used as the desktop sourc.
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If you use a vSphere virtual machine as a desktop source, you can automate the process of making as
many identical virtual desktops as you need. You can set a minimum and maximum number of virtual
desktops to be generated for the pool. Setting these parameters ensures that you always have enough
View desktops available for immediate use but not so many that you overuse available resources.

Using pools to manage desktops allows you to apply settings or deploy applications to all virtual
desktops in a pool. The following examples show some of the settings available:

e Specify which remote display protocol to use as the default for the View desktop and whether to let
end users override the default.

¢ Configure the display quality and bandwidth throttling of Adobe Flash animations.

e Ifusing a virtual machine, specify whether to power off the virtual machine when it is not in use and
whether to delete it altogether.

e Ifusing vSphere 4.1 or later, specify whether to use a Microsoft Sysprep customization specification
or QuickPrep from VMware. Sysprep generates a unique SID and GUID for each virtual machine in
the pool.

e Specify whether the View desktop can or must be downloaded and run on a local client system.
In addition, using desktop pools provides many conveniences.

e Dedicated-assignment pools: Each user is assigned a particular View desktop and returns to the
same virtual desktop at each login. Users can personalize their desktops, install applications, and
store data.

¢ Floating-assignment pools: The virtual desktop is optionally deleted and re-created after each use,
offering a highly controlled environment. A floating-assignment desktop is like a computer lab or
kiosk environment where each desktop is loaded with the necessary applications and all desktops
have access to necessary data.

Using floating-assignment pools also allows you to create a pool of desktops that can be used by shifts
of users. For example, a pool of 100 desktops could be used by 300 users if they worked in shifts of 100
users at a time.

Note  For this study, Automated Pools with Floating Assignments in conjunction with View Composer linked
clones was used.

Managing Storage Requirements

VMware vSphere lets you virtualize disk volumes and file systems so that you can manage and configure
storage without having to consider where the data is physically stored.

Fibre Channel SAN arrays, iSCSI SAN arrays, and NAS arrays are widely used storage technologies
supported by VMware vSphere to meet different datacenter storage needs. The storage arrays are
connected to and shared between groups of servers through storage area networks. This arrangement
allows aggregation of the storage resources and provides more flexibility in provisioning them to virtual
machines.

With View 4.5 and later and vSphere 4.1 and later, you can now also use the following features:

e vStorage thin provisioning, which lets you start out with as little disk space as necessary and grow
the disk to add space later

e Tiered storage, which allows you to distribute virtual disks in the View environment across high
performance storage and lower-cost storage tiers, to maximize performance and cost savings

e Local storage on the ESX/ESXi host for the virtual machine swap files in the guest operating system.
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With Horizon View 5.2 and later and vSphere 5.0 and later, you can now also use the following features:

View Composer

With the View storage accelerator feature, you can configure ESXi hosts to cache virtual machine
disk data.

Using this content-based read cache (CBRC) can reduce IOPS and improve performance during boot
storms, when many desktops start up and run anti-virus scans at the same time. Instead of reading
the entire OS from the storage system over and over, a host can read common data blocks from
cache.

You can deploy a desktop pool on a cluster that contains up to 32 ESXi hosts, but you must store the
replica disks on NFS datastores.

Although replica disks must be stored on NFS datastores, OS disks and persistent disks can be stored
on NFS or VMFS datastores.

Because View Composer creates desktop images that share virtual disks with a base image, you can
reduce the required storage capacity by 50 to 90 percent.

View Composer uses a base image, or parent virtual machine, and creates a pool of up to 1,000
linked-clone virtual machines. Each linked clone acts like an independent desktop, with a unique host
name and IP address, yet the linked clone requires significantly less storage.

When creating a linked-clone desktop pool, a full clone is first made from the parent virtual machine.
The full clone, or replica, and the clones linked to it can be placed in a variety of locations. The options

are:

~

Replica and linked clones on same datastore
Replica and lined clones on different datastores

As an example, you could place the replicas on low capacity read optimized drives with IOPS and
place the linked clones on traditional spinning media

Disposable Disks for Paging and Temp Files

Guest OS page files and temp files are placed here. When the HVD is powered off, this disk is
deleted

Persistent disks for dedicated desktops

End user's application data and profiles are stored here. The data survives refresh, recompose and
rebalance operations.

Local datastores for floating or stateless desktops

Host local drives store linked clone files, presenting some advantages and several disadvantages.
Use this option with care after considering your requirements.

Note  For this study, the technique was to have the replicas and linked clones on different datastores.

Hosted Virtual Desktop Infrastructure Design

To implement the automated pool floating desktop delivery model for this study, the VMware View
Reference Architecture for virtual desktop delivery was followed.
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Learn more about VMware Horizon View planning and design at the following location:

https://pubs.vmware.com/view-52/topic/com.vmware.ICbase/PDF/horizon-view-52-architecture-planni
ng.pdf

Solution Validation

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution.

Configuration Topology for Scalable VMware View 5.2 Virtual Desktop
Infrastructure on Cisco Unified Computing System and EMC Storage

Figure 8 illustrates the Cisco Unified Computing System VDI configuration.
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Figure 8 Architecture Block

UCS VDI Reference Configuration

EMC VNX
Storage

UCS Chassis and Blades 10 GB Ethermet

— BGBFiberChannel
4 x10 GB Ethernel

1GBEmemet

> Fotchannd
Figure 8 illustrates the architectural topology for the purpose of this study. The architecture is divided
into four distinct layers:
e (Cisco UCS Compute Platform
e The Virtual Desktop Infrastructure that runs on Cisco UCS blade hypervisor hosts
e Network Access layer and LAN
e Storage Access Network (SAN) and EMC VNX Storage array

Figure 9 details the physical configuration of the 2000 seat View 5.2 environment.
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Figure 9 Detailed Architecture Configuration
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Cisco Unified Computing System Configuration

This section talks about the Cisco UCS configuration that was done as part of the infrastructure build
out. The racking, power and installation of the chassis are described in the install guide (see
http://www.cisco.com/en/US/docs/unified_computing/ucs/hw/chassis/install/ucs5108_install.html) and
it is beyond the scope of this document. More details on each step can be found in the following
documents:

e Cisco UCS CLI Configuration guide
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/2.1/b_UCSM_CLI_
Configuration_Guide_2_1.pdf

e (Cisco UCS-M GUI Configuration guide
http://www.cisco.com/en/US/partner/docs/unified_computing/ucs/sw/gui/config/guide/2.1/b_UCS
M_GUI_Configuration_Guide_2_1.html

Base Cisco Unified Computing System Configuration

To configure the Cisco Unified Computing System, perform the following steps:

1. Bring up the Fabric interconnect and from a Serial Console connection set the IP address, gateway,
and the hostname of the primary fabric interconnect. Now bring up the second fabric interconnect
after connecting the dual cables between them. The second fabric interconnect automatically
recognizes the primary and ask if you want to be part of the cluster, answer yes and set the IP
address, gateway and the hostname. When this is done all access to the FI can be done remotely. You
will also configure the virtual IP address to connect to the FI, you need a total of three IP address to
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Note

bring it online. You can also wire up the chassis to the FI, using either 1, 2 or 4 links per IO Module,
depending on your application bandwidth requirement. We connected all the four links to each
module.

Now connect using your favorite browser to the Virtual IP and launch the Cisco UCS Manager. The
Java based Cisco UCS Manager will let you do everything that you could do from the CLI. We will
highlight the GUI methodology here.

First check the firmware on the system and see if it is current. Visit
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658 &rele
ase=2.0(4d)&relind=AVAILABLE&rellifecycle=&reltype=latest to download the most current
Cisco UCS Infrastructure and Cisco UCS Manager software. Use the Cisco UCS Manager
Equipment tab in the left pane, then the Firmware Management tab in the right pane and Packages
sub-tab to view the packages on the system. Use the Download Tasks tab to download needed
software to the FI. The firmware release used in this paper is 2.1(1a).

= Cisco Unilied Computing System Manager - FI-62484 =[alx]

Fault Summary. %
@ v A A Q@ T Mew - | [ Optiers (] @ e
2 (] 6 3 >> il Eqaprment W Eqspmen
Bt | servers | L | San| v | aden | i Man Tepology Vew o I Pl Inbpecornncts | < Sovees
- & Theemal | | Wrokdes |  rais |
Tnstaled Femmare | Downkood Taks | PScka0es | Images | Fauts |
= b = o8, Fiter | s Export | 5 Print
[= 5
it e | Type | State | vendor | wersion | Deleted on Fabric
S B Rk Morts - cs-k-bunde-trseries. 2.0, 15.B.bn 1 Sewies Bundle dckive 20(150
By e % § ucs-k-bundh 20,3880 et 20320
@ servers £ § wer kS bunded 03B 8 Soties Burde et 2008
“ 1 Fabe: Interconnects  § ucsha-bunde b- B.bin 2 Active 2.04a8
& § ues-kbundie-c-seres. 2.0, 15.C by ' Seris Bunde Activn 20018
Infrastructuen Bundie  Active 20150
Infrasrcturs Bunde  Active 2003008
funde dctve Dacis
Infrastructure Bundle  Active 20042} ]
=|

If the firmware is not current, follow the installation and upgrade guide to upgrade the Cisco UCS
Manager firmware. We will use Cisco UCS Policy in Service Profiles later in this document to update
all Cisco UCS components in the solution.

The Bios and Board Controller version numbers do not track the IO Module, Adapter, nor CIMC
controller version numbers in the packages.

4. Configure and enable the server ports on the FI. These are the ports that will connect the chassis to

the FIs.
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Use the Configure Unified Ports, Configure Expansion Module Ports to configure FC uplinks.

~

Note  In this example, six FC ports are configured, two of which are in use.

7. From the LAN tab in the Navigator pane, configure the required Port Channels and Uplink Interfaces
on both Fabric Interconnects.
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8. Expand the Chassis node in the left pane; click each chassis in the left pane, then click Acknowledge
Chassis in the right pane to bring the chassis online and enable blade discovery.
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9. Use the Admin tab in the left pane, to configure logging, users and authentication, key management,
communications, statistics, time zone and NTP services, and Licensing. Configuring your
Management IP Pool (which provides IP based access to the KVM of each Cisco UCS Blade Server,)
Time zone Management (including NTP time source(s)) and uploading your license files are critical
steps in the process.
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10. Create all the pools: MAC pool, WWPN pool, WWNN pool, UUID pool, Server pool.
1.

From the LAN tab in the navigator, under the Pools node, a MAC address pool was created of

sufficient size for the environment. In this project, a single pool with two address ranges for
expandability was created.

Q@ @ civew-| Qons | @ @ | Mperdmoatiies | @ea

e
st

>> i @ ook » g root B MAC Pocks 158 M Poo

i (=) | Fiker | Export g Print

T— = I T oo E

= M MAC POOL DC-MAC-Pool %00 EY S

| M MAC POOL defaudt 0

[ N ]

B [00:25:65:A1:00:00 - 00:25:65:A1:01 :8F]
- 8858 [00:25:B5:A1:02:00 - 00:25:85:A1:03F3]
| M MAC POOL defauk

L £, Sub-Organizaticns
&1 [ Traffic Morikoring Sessions

12. For Fiber Channel connectivity, WWNN and WWPN pools must be created from the SAN tab in the
navigator pane, in the Pools node.
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14. The next pool to create is the Server UUID pool. On the Servers tab in the Navigator page under

the Pools node create a single UUID Pool for the test environment. Each Cisco UCS Blade Server
requires a unique UUID to be assigned by its Service profile.
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15. Create two Server Pools for use in the Service Profile Templates as selection criteria for automated
profile association. Server Pools were created on the Servers tab in the navigation page under the
Pools node. Only the pool name was created, no servers were added.

Q O oivew-|[Fostins | @ @ | Mrerdngac

>> o Servers * @ Pools + 4 root * o, Server Pools

1+ = | & Fiter | = Export | igs Prink
Name I

=
[#] 0 Server Pool InfrastructurePaol 12
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Server Pool default a

B we Server Pool VDI-Workloads
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16. Create two Server Pool Policy Qualifications to identify the blade server model for placement into
the correct pool using the Service Profile Template. In this case we used Chassis ids to select the
servers. (You can use slots or server models to make the selection.)

2> o Servers * G Policies * 0, root * 55 Server Pool Policy Qualifications

4 =) | L Fiker| = Export | 55 Print

17. The next step in automating the server selection process is to create corresponding Server Pool
Policies for each Cisco UCS Blade Server model, utilizing the Server Pool and Server Pool Policy
Qualifications created earlier.

0 R FRREEEEED

18. Virtual Host Bus Adapter templates were created for FC SAN connectivity from the SAN tab under
the Polices node, one template for each fabric.
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19. Create at least one HBA template for each Fabric Interconnect if block storage will be used. We used
the WWPN pool created earlier and the QoS Policy.

20. From the LAN tab in the navigator pane, configure the VLANSs for the environment.
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Fitee = Export 55 Prne
Higmer 1D Tioe Transport Natwve.

VLAN MIE-Control {L67} i

VLAN WIX-Packst. (168)
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WVLAN VLANLGE (165) 3
VLA dslndt (1)
S @

g

£
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3
HEHEEEEE
FEEEFEEE

[ﬁﬁfﬂfig
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e

g Persissions | VLAN Group Membership | Favits | Eve

Note  In this project we utilized six VLANS to accommodate our four ethernet system classes, a separate
VLAN for infrastructure services, and two VLANs for Nexus 1000V packet and control functions.
(N1KV management and VMware Management shared VLAN 164.) We did not use VLAN 166 in the
FC variant we deployed in this study. However, if the NFS or iSCSI protocols were used, that VLAN is
in place.

21. From the LAN tab in the navigator pane, under the policies node configure the vINIC templates that
will be used in the Service Profiles. In this project, we utilize eight virtual NICs per host, four pairs,
with each pair connected to both Fabric Interconnects for resiliency.
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22. Create vNIC templates for both fabrics, check Enable Failover, select VLANSs supported on adapter
(optional,) set the MTU size, select the MAC Pool and QoS Policy, then click OK.

|© ® s Gomm w0 Ao | Bea

23. Create a boot from SAN policy to use for both Cisco UCS B250 M2 and Cisco UCS B200 M3
blades, using the WWNs from the VNX5500 storage system as SAN targets.

24. Create performance BIOS Policies for each blade type to insure optimal performance. The following
screen captures show the settings for the Cisco UCS B200 M3 blades used in this study.

Q@ Cmw-| Do | & 0| Ardsoes | @ea

23 g Servers * ] Poboes + , roct + 5] 8005 Polces I} B200M_PERF

The Advanced Tab Settings:
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The remaining Advanced tab settings are at the platform default or not configured. Similarly, the Boot
Options and Server Management tabs' settings are set at the defaults.

Be sure to Save Changes at the bottom of the page to preserve this setting. Also, be sure to add this policy

to your blade service profile template.

25. New in Cisco UCS Manager 2.1(1a) is a way Host Firmware Package polices can be set by package
version across the Cisco UCS domain rather than by server model .

You can still create specific packages for different models or for specific purposes.
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Note  The process was continued across the remaining tabs choosing the appropriate model and versions.

26. Management Firmware Packages are no longer supported. Host Firmware packages replaced this
functionality in Cisco UCS Manager 2.1.

2]1. Create a service profile template using the pools, templates, and policies configured above.

Q@ T Qo | @ O Areduiccs | @
33 e Servees * [l Service Profie Templstes * £, root
Subr-Orgarezations | Senace Profies | Pooks | Polcns | FC Zones | Pauls | Everts

Note  In this project, we created two templates, one for each of the Cisco UCS Blade Server models used.

Follow through each section, utilizing the policies and objects you created earlier, then click Finish.

Note  On the Operational Policies screen, select the appropriate performance BIOS policy you created earlier
to help ensure the maximum LV DIMM performance.

Note  For automatic deployment of service profiles from your template(s), you must associate a server pool
that contains blades with the template.

28. From the Create Service Profile Template wizard, enter a unique name, select the type as updating,
and select the VDA-UUID-Suffix_Pool created earlier, then click Next.
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L7}
‘You must anter & nama for the senice peofile template and specify the template type. You can also spocify how a ULID will be
assigned 1o this template and enter a description.

29. From the Storage page, select the Expert mode and select the WWNN Pool created earlier from the
drop-down list and then click Add.

Unified Computing System Manager

Wosee Dads Wty

~

Note = We used the default Local Storage configuration in this project. Local drives on the blades were not used.

30. From the Create HBA page, enter a name (FCO) and check Use SAN Connectivity Template, which
will change the display as follows.
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31. Select the vHBA template for Fabric Interconnect A and the VMware Adapter Policy from the
drop-downs, then click OK.

32. Repeat this process for FC1, choosing VDA-HBA-B for Fabric Interconnect B. The result is shown
in the Storage page that appears as follows:

33. Click Next.

Unified Computing System Manager

34. Click Next.
35. Select the Expert configuration option and click Add.
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Unified Computing System Manager
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36. From the Create vNIC window, enter a unique Name, check the Use LAN Connectivity Template

checkbox, select the vNIC Template from the drop-down, and repeat this process for the Adapter
Policy.

Create vNIC L7

37. Repeat the process for the remaining seven vNICs, which will result in the following: (EthS5, 6, and
7 not shown).
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Unified Computing System Manager
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38. Click Next.
39. Accept the default placement and click Next.

Unified Computing System Manager

A Moveln W MoveDown  [ffDelete (8 Rsorder [ Modly

40. Select the Boot from SAN policy created in Section 5.4.5 from the drop-down.
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Unified Computing System Manager

41. A Maintenance Policy for the project was not created, so click Next.

(7]

‘Specify how disnaptive changes such as reboots, network intemuptions, and firmware upgrades should be applied 10 the server
thig senvice peofile.

42. Make the following selections from the drop-downs as shown below, then click Next.
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Unified Computing System Manager

43. From the Operational Policies page, expand the BIOS Configuration section and select the BIOS
Policy for the Cisco B200 M3 created earlier, then click Finish to complete the Service Profile

Template.

Unified Computing System Manager

Operational Policies
Optionally specify information that affects how the system operates.

S

Note  The result is a Service Profile Template for the Cisco UCS Blade Server B200 M3. We repeated the
procedure to create a Service Profile Template for the Cisco UCS Blade Server B200 M3 used in the

study.
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44. Use the newly created Service Profile Templates for each Cisco UCS Blade Server model for this
project and create the appropriate number of Service Profiles. From the Servers tab in the navigation
page, from the Service Profile Templates node, expand the root and select Service Template B200
M3, then click Create Service Profiles from Template in the right pane, Actions area.

45. Provide the naming prefix and the number of Service Profiles to create and click OK.

» Create Service Profiles From Template m

Create Service Profiles From Template L2

Cancel |

46. Cisco UCS Manager creates the requisite number of profiles and because of the Associated Server
Pool and Server Pool Qualification policy, the Cisco UCS B200 M3 blades in the test environment
automatically associate with the proper Service Profile.
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Note  This process was repeated for the Cisco UCS B250M2-INFRA-SAN template and the same result was
achieved.
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47. Verify that each server has a profile and that it receives the correct profile.

The image below is a Cisco UCS B200 M3 Sample:

@ S| Qoes © 0 Afedasces | @e

5 i Equpment * gl Chassis * g Chassis | (VDI-Deshtops-Pooll) * e Servers * o Server 1

The Cisco UCS Blade Servers are ready for the hypervisor installation.

QoS and CoS in Cisco Unified Computing System
Cisco Unified Computing System provides different system class of service to implement quality of
service including:

¢ System classes that specify the global configuration for certain types of traffic across the entire
system

¢ QoS policies that assign system classes for individual vNICs
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e Flow control policies that determine how uplink Ethernet ports handle pause frames.

Applications like the Cisco Unified Computing System and other time sensitive applications have to

adhere to a strict QOS for optimal performance.

System Class Configuration

Systems Class is the global operation where entire system interfaces are with defined QoS rules.

e By default system has Best Effort Class and FCoE Class.

Best effort is equivalent in MQC terminology as "match any"

— FCoE is special Class define for FCoE traffic. In MQC terminology "match cos 3"

e System class allowed with 4 more users define class with following configurable rules.

— CoS to Class Map

— Weight: Bandwidth

- Per class MTU

— Property of Class (Drop v/s no drop)
e Max MTU per Class allowed is 9217.

e Through Cisco Unified Computing System you can map one CoS value to particular class.

e Apart from FcoE class there can be only one more class can be configured as no-drop property.

e Weight can be configured based on 0 to 10 numbers. Internally system will calculate the bandwidth
based on following equation (there will be rounding off the number).

% b/w shared of given Class =

(Weight of the given priority * 100)

Cisco UCS Class Configuration

e Platinum
e Gold
e Silver

e Bronze

Name Table Map Between Cisco UCS and the NXOS

Sum of weights of all priority

Cisco UCS Names NXOS Names
Best effort Class-default
FC Class-fc
Platinum Class-Platinum
Gold Class-Gold
Silver Class-Silver
Bronze Class-Bronze
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Table 4 Class to CoS Map by default in Cisco Unified Computing System
Cisco UCS Class Names Cisco UCS Default Class Value
Best effort Match any
Fc 3
Platinum 5
Gold 4
Silver 2
Bronze 1
Table 5 Default Weight in Cisco Unified Computing System
Cisco UCS Class Names Weight
Best effort 5
Fc 5

Steps to Enable Q0S on Cisco Unified Computing System

For this study, we utilized four Cisco UCS QoS System Classes to priorities four types of traffic in the

infrastructure.
Table 6 QoS Priority to vNIC and VLAN Mapping
Cisco UCS Qos Priority vNIC Assignment VLAN Supported
Platinum eth2, eth3 166 (Storage — Not used in FC variant)
Gold eth4, eth5 122 (VDA)
Silver eth0, ethl 164 (Management)
Bronze eth6, eth7 169 (vMotion)

Configure Platinum, Gold, Silver and Bronze policies by checking the enabled box. The Platinum Policy,
used for NFS storage, was configured for Jumbo Frames in the MTU column. Notice the option to set
no packet drop policy during this configuration.

Figure 10 Cisco UCS QoS System Class Configuration
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Next, from the LAN tab under Policies, Root, QoS Polices, verify QoS Policies Platinum, Gold, Silver
and Bronze exist, with each QoS policy mapped to its corresponding Priority.
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Figure 11 Cisco UCS QoS Policy Configuration
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Finally, include the corresponding QoS Policy into each vNIC template using the QoS policy drop down,
using the QoS Priority to vNIC and VLAN Mapping table above.

Figure 12 Utilize QoS Policy in vNIC Template

This is a unique value proposition for Cisco Unified Computing System with respect to end-to-end QOS.
For example, there is a VLAN for the EMC storage; configure the Platinum policy with Jumbo frames
and receive an end-to-end QOS and performance guarantees from the Blade Servers to the Nexus 1000V
virtual distributed switches running in vCenter through the Nexus 5548UP access layer switches.

LAN Configuration

The access layer LAN configuration consists of a pair of Cisco Nexus 5548s (N5Ks,) a family member
of our low-latency, line-rate, 10 Gigabit Ethernet and FCoE switches for our VDI deployment.
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Cisco UCS Connectivity

Four 10 Gigabit Ethernet uplink ports are configured on each of the Cisco UCS 6248 fabric
interconnects, and they are connected to the Cisco Nexus 5548 pair in a bow tie manner as shown below
in a port channel.

The 6248 Fabric Interconnect is in End host mode, as we are doing both Fiber Channel as well as
Ethernet (NAS) data access as per the recommended best practice of the Cisco Unified Computing
System. We built this out for scale and have provisioned more than 40 G per Fabric interconnect
(Figure 13).

Note  The upstream configuration is beyond the scope of this document; there are some good reference
document [4] that talks about best practices of using the Cisco Nexus 5000 and 7000 Series Switches.
New with the Nexus 5500 series is an available Layer 3 module that was not used in these tests and that
will not be covered in this document.

Figure 13 Ethernet Network Configuration with Upstream Cisco Nexus 5500 Series from the
Cisco Unified Computing System 6200 Series Fabric Interconnects

Upstream LAN Switch

UCs 6248UP UCs 6248UP

To UCS Chassis (4 X 10G Per Chassis) To UCS Chassis (4 X 10G Per Chassis)

EMC VNX5500 LAN Connectivity

The Cisco Nexus 5548UP is used to connect to the EMC VNX5500 storage system for Fiber Channel
and file-based access.

The VNX5500 is equipped with dual-port 8GB FC modules on each controller. These are connected to
the pair of Nexus 5548 unified ports to provide block storage access to the environment. (See section
SAN Configuration)

The VNX5500 supports two dual-port 10G Data Movers which are connected to the pair of N5Ks
downstream. One of the Data Movers is set to Active, with the second providing failover capability. This
allows end-to-end 10G access for file-based storage traffic. We have implemented jumbo frames on the
ports and have priority flow control on, with Platinum CoS and QoS assigned to the vNICs carrying the
storage data access on the Fabric Interconnects. (Note: This configuration was not used in this study, but
is shown as a supported option.)
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The EMC ethernet connectivity diagram is shown below. There is a total of 40 Gbps bandwidth available
for the servers.

Figure 14 EMC VNX Ethernet Connectivity
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Figure 15 EMC VNX Fibre Channel Connectivity
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1000 User Test 2 Infrastructune

Service Blades
6 Launchars

VDI workloads

For information on configuring ethernet connectivity on a EMC VNX5500 Storage System, refer to the
EMC website: www.emc.com.
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Nexus 1000V Configuration in L3 Mode

1. Download the Nexus1000 V 4.2(1) SV1 (5.2):
http://www.cisco.com/cisco/software/release.html?mdfid=282646785&flowid=3090&softwareid=
282088129&release=4.2(1)SV1(5.2)&relind=AVAILABLE&rellifecycle=&reltype=Ilatest

2. Extract the downloaded N1000V .zip file on the Windows host.

3. To start the N100OV installation, run the command below from the command prompt. (Make sure
the Windows host has the latest Java version installed)

Administrator: Command Prompt

4. After running the installation command, you will see the "Nexus 1000V Installation Management
Center."

B e 1000V Inst allstion Management Center HEE
Enter vCenter Credential

vienter 1P J10.25. 16841
Port fhittps only) [esy

vConter Liwe D [ouivistiseer

wianter Pesdmu‘d|<- ......

|l|l|||||
CISCO

Nexus 1000V

|[het> | | canca

5. Enter the vCenter IP and the logon credentials.
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B Mesus 1000V Installstion Management Center

© Steps

VSM's host

1. Entar vCentar Cradentisks

2. Select the V5M's host

3. Selact OVA File to creste ¥5M
4. Configure Networking

5. Corfigure V54

. Fevviews Configueation

7. Corfigure Migration

B DS Migration

nImie
CISCO.

Nexus 1000V

[ vCenter Inventory
= [ voRaEW
= @ vol

= [igdl Hosts/FoldersiClusters

= [gd vS+Launcher
" RUFCRLTRES]
i 1029164122
i 1029164123
i 1029164125
1029164127
i 10.29.164.126

= g VIEWDesktops-Pool2
i 10.29.164 89
i 10.29.164.100
i 1022184101
i 1029164102
# 1029.164.103
i 1029.164.104

= g infraChuster

1029164124
= i VIEWDesktops-Pool!
o 10.29.164.92

6. Select the ESX host on which to install N1KV Virtual Switch Manager.
7. Select the OVA file from the extracted N1KV location to create the VSM.

e T |

[ csuass 1000 Enstallation Management Center

Stops

1. Enter vCanber Credential
2. Select the VM host
. il vsM

4. Configure Networking
5. Configure ¥SM

6. R Condiguration
7. Configure Migration
. VS Migration

atfuan]e
CISCO.

Nexus 1000V

Select OVA Fi vsM

VA Image [ Erovess OHA |
[Ha ;I

Vitaal Machins Harra

vHDsatore  [odrame =

L tratal Tl R

L P 1000v.4.2,1,5¥1.5.1,1010.0va
- 1000v.4.2.1,5¥1.5.1. 0

(T R

Solution Validation

and choose the Datastore for the VSM.

Select the System Redundancy type as "HA" and enter the virtual machine name for the NIKV VSM
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[ e 1000¥ Installation Management Center [ T=]
* Steps I e to create Y5
VA Image frs vvetine: sl\news-1000v.4.2.1,9¥1.5. Lova Erowse OVA |
Systom Rodirdancy [y |

Vrtual Maching Marva [-oT iy

5. Configure ¥SM

&, Review Configuration
7. Confiure Migration
o, V5 Mogration

VM Datasters

I

atfoian],
CISCO

Nexus 1000V

e [ | _caeet |

9. To configure L3 mode of installation, select the "L3 : Configure port groups for L3"
a. Create Port-group as Control and specify the VLAN ID and select the corresponding vSwitch.

b. Select the existing port group "VM Network" for N1K Mgmt and choose mgmt0 with the VLAN
ID for the SVS connection between vCenter and VSM.

c. In the option for L3 mgmt0 interface port-profile enter the vlan that was pre-defined for ESXi
mgmt and accordingly it will create a port-group which will have L3 capability. In this case it
is nlkv-L3 port-group as shown in the screenshot below.

VD I-N1RU-DUS# sh run port-profile nlkv-L3

tCommand: show runming-config port-profile nlkv-L3
tTime: Fri Oct 26 16:53:34 2812

version 4.2(1)5V1(5.2)
port-profile type vethernet nlkw-L3

capability 13control
vMWare port-group
sWitchport mode access
sWwitchport access vlan 164
no shutdown

system vlan 164

state enabled

r Cisco Solution for EMC VSPEX End User Computing



1. Erter wCentes Credentisls
2. Select the VSM's host
3. Selnct OVA Flla to craste VI

6. Review Configuration
7. Configure Migration

Plsase chooss & configuration option:
1 L2: Configurs port groues for L2
1+ L3 Configurs port groues for L3,

Control Port Group:  Chooss Existing (7 Create Hew

. S Mgration
Port Grous Mama: forwra
VLAN D frer
vEwitch: [Fwecha, Praics: vmescn =
Management Port Group: ¢ Chooss Exsting ( Craate New
ARANRA AN
Port Group: [V Network, VLN 165 = Fort Group Mame: I
c I sc o wwich:  vSwchl, PRICS: il VA [
Nexus 1000V VSwch: [Fvect, s veset - ]
Chooss an interface for L3 Connectivity: (= controld
Eniber L mgmat) Irnterfsce Port Profile vLan 1l [1es
<pree |[[CHezs || = | Cancel |
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10. To Configure VSM, Type the Switch Name and enter the admin password for the VSM. Type the IP
address, subnet mask, Gateway, Domain ID (Note: If there are multiple instance of NIKV VSM

need to be install, make sure that each are configured with different Domain ID) and select the SVS
datacenter Name and Type the vSwitchO Native vlan ID. (Make sure the Native VLAN ID specified

should match the Native VLAN ID of Cisco UCS and the Nexus 5k)

1.

[l s 100GV Install er
Steps Configure V54
1. Erkes Cerker Credentisls
Srtch M
2. Select the v3Ms bt | ]
3. Select OVA File 1o creste VS P
+. Confiura Nintweorbing Erker Admn Password
5. Configure VS Confem Advan Passrord
6, B Confgue tion
7. Conligure Migrataon LA
. 0V5 Migration Subnet Mask.
Gatowary B Addross
Coman 10
55 Dakacenter Nase =
e Nathn VLAN 1D
lll'llll‘ 7 Enable S5H (RSA 2040 bits) ¥ Enabs Telt
Nexus 1000V
<mer | et | | conea |

Review the configuration and click Next to proceed with the installation.
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BB s 1000V Installation Managemsent Cemter

L e T
3, Select EHA Pl to reste VIM ‘Secondary Host [P Address [10.29, 14120

&, Confupre Networbing FPrimary VSHVMName  fmiaTee-

5, Configure M

b Review Confiquestion Secnier VI M Heme | g ne

7. Confipre Miraten Eatastery [infratstore

8. 0VS Mgraten ontol Port Group. [Corkeed, VLA 167 on viwch, POCe: weewd

[Fo raptwcrk, VLAt e

13 tetertace
L3 Mgt st Wy 3
VM Swtch Marrs Frormey
.lll.lll. ddess  [1039.168.47
e
CISCO Gotomay Badbess  [059.005
Nexus 1000V I
Do 1 3
Datacerter {5V3) (=3
Ertie S5 Fes
Erable Tekrwt

VIO Hativs VAN ID 750

<pv |[Cwets | 1o |

12. Wait for the Completion of Nexus 1000V VSM installation.

[ Sevuss 100DV Installation Manageme
| Steps
| 1. Enter vcener Cradentials ey
Progress:
| 2. soloct the varrs host :
| 3. Select A Pl 10 create YSM v
4. Corfirs Natwarkng o Configuing Network.
5. Corfigrn ¥IM o Control v
6. Review Configuration PV ——
7. Corfigurs Mgration
B EVS Mgration o et Propertes

et
CISCO. Croatn 55 Cooctin

Nexus 1000V

Fowering On VSHL,
ERRERRERRRREEND

P e I |

13. Click Finish to complete the VSM installation.
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| s 1000V Installation Management Center

Steps

Summary

1. Enker vCerter Credentisls

$ oo e

rikial VM Instalation Completed Successhily

onnection voentsr
o addens: 107906541

e
CIsCoO

Nexus 1000V

iriiad VSM Instalation has completed.

Yo cary install VEM sftwsns on His ho using VEM instaler
Syribanc | jarva -jar Neous1000V-rstall jar VEM

e e omnCe=T]

14.

15.

Log into (ssh or telnet) to the N1KV VSM with the IP address and configure VLAN for ESX Mgmt,
Control, N1K Mgmt and also for Storage and vMotion purposes as mentioned below (VLAN ID
differs based on your Network). No need to create VLANSs for N1KV packet and control with
version 4.2(1)SV2(1.1) of N1KYV installer.

VDI-N1KV# conf t

Enter the following configuration commands, one per line, an d end with CNTL/Z:

VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #

(

122
name VDA
no sh

164
name ESXi-Mgmt
no sh

165
name Infra-Mgmt
no sh

166
name Storage
no sh

167VDI-N1KV (config-vlan) # name
no sh

169
name

no sh

N1K-Control

vMotion

VDI-N1KV (config) #<CNTRL/Z>

16. Run the following configuration command to configure jumbo mtu and qos polices:

VDI-N1KV# conf t
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VDI-N1KV (config)# policy-map type gos jumbo-mtu
VDI-N1KV (config-pmap-gos)# policy-map type gos platinum_Cos_5
VDI-N1KV (config-pmap-gos)# class class-default
VDI-N1KV (config-pmap-c-gos)# set cos 5

VDI-N1KV (config-pmap-c-gos) # end

VDI-N1KV# copy running-config startup-config

policy-map type gos Jjumbo-mtu
policy-map type gos platinum Cos 3
class class-default
set cos 5

17. To migrate and manage all the ESXi you will need to network using Nexus 1000V VSM, Configure
Port Profiles and port groups as shown below.

port-profile type ethernet Unused Or_ Cuarantine Uplink

VmWare port-group

shutdown

description Port-group created for Nexusl000V internal usage
Do not use.

state enabled
port-profile type wvethernet Unused Or Quarantine Veth

VmWare port-group

shutdown

description Port-group created for Nexusl000V internal usage
Do not use.

state enabled

~

Note Do not make any changes to the port profiles; they are created by default.

18. Create the DC System Uplink for ESXi and Nexus 1000V Management:

VDI-N1KV (config)# port-profile type ethernet Mgmt-uplink
VDI-N1KV (config)# vmware port-group
VDI-N1KV (config-port-prof)# switchport mode trunk
VDI-N1KV (config-port-prof)# switchport trunk allowed vlan 164-165,167
VDI-N1KV (config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV (config-port-prof)# no shutdown
VDI-N1KV (config-port-prof)# system vlan 164,167
VDI-N1KV (config-port-prof) #state enabled
19. Create the DC Storage Uplink port profile for NFS traffic:

VDI-N1KV (config)# port-profile type ethernet storage-uplink
VDI-N1KV (config)# vmware port-group

VDI-N1KV (config-port-prof)# switchport mode access

VDI-N1KV (config-port-prof)# switchport access vlan 166

VDI-N1KV (config-port-prof)# mtu 9000

VDI-N1KV (config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV (config-port-prof)# no shutdown

VDI-N1KV (config-port-prof)# system vlian 166

VDI-N1KV (config-port-prof) #state enabled

20. Create the Storage virtual ethernet communications port profile:
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VDI-N1KV (config)# port-profile type vethernet storage

VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof)# switchport mode access

VDI-N1KV (config-port-prof)# switchport access vlan 166

VDI-N1KV (config-port-prof)# service -policy type gos input platinum_Cos_5
VDI-N1KV (config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlan 166

VDI-N1KV (config-port-prof) #state enabled

21.

Create the DC vMotion Uplink port profile:

VDI-N1KV (config)# port-profile type ethernet vmotion-uplink
VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof)# switchport mode access

VDI-N1KV (config-port-prof)# switchport access vlan 169

VDI-N1KV (config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV (config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlian 169

VDI-N1KV (config-port-prof) #state enabled

22,

Create the virtual ethernet port profile for vMotion:

VDI-N1KV (config)# port-profile type vethernet vmotion
VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof)# switchport mode access
VDI-N1KV (config-port-prof)# switchport access vlan 169
VDI-N1KV (config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlan 169

VDI-N1KV (config-port-prof) #state enabled

23.

Create the DC VDA Uplink port profile:

VDI-N1KV (config)# port-profile type ethernet vdi-uplink
VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof) #switchport mode access

VDI-N1KV (config-port-prof)#switchport access vlan 122,164-165
VDI-N1KV (config-port-prof) #channel-group auto mode on mac-pinning
VDI-N1KV (config-port-prof) #no shutdown
VDI-N1KV (config-port-prof)# system vlan 122,165
VDI-N1KV (config-port-prof) #state enabled
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24,

Create the virtual ethernet port profile for VDA traffic:

VDI-N1KV (config)# port-profile type vethernet vdi-pooll
VDI-N1KV (config)# vmware port-group

VDI-N1KV (config-port-prof)# port-binding static auto expand
VDI-N1KV (config-port-prof)# max-ports 1024

VDI-N1KV (config-port-prof)# switchport mode access

VDI-N1KV (config-port-prof)# switchport access vlan 122
VDI-N1KV (config-port-prof)# no sh
VDI-N1KV (config-port-prof)# system vlan 122
VDI-N1KV (config-port-prof) #state enabled

25,

Create the virtual ethernet port profile for VDA traffic:

VDI-N1KV (config)# port-profile type vethernet vdi-pool2

VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof)# port-binding static auto expandVDI-N1KV
(config-port-prof) # max-ports 1024

VDI-N1KV (config-port-prof)# switchport mode access

VDI-N1KV (config-port-prof)# switchport access vlan 122

VDI-N1KV (config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlian 122

VDI-N1KV (config-port-prof) #state enable

26.

21.

After creating port profiles, make sure vCenter shows all the port profiles and port groups under the
respective NIKV VSM. Then, Add the ESXi host to the VSM.

Go to Inventory> networking > select DVS for N1KV> click Hosts.
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28. Right-click and select Add host to vSphere Distributed Switch.

B oA .
lT' Gettr arted | Sy Wtk Ports | Condigustion | VetuaVachees [ Ticks b Eeerts | s
e o S conturs: = |
o £ LT waha R - My Moy 5w uCasE Yo Court | Ut
0 0N coveted W & rorma [ 4l PETT 2 ™
0 DHIMT  Covetsd B W & Moma I 20 5300008 z " Tdun
0 0B Covetsd & W & towa 0 ' 263000048 2 8 Tdws
0 0w coveted  ® W & tersd I I 2000008 2 B Tdns
w1 A it to iphuse Ditsbrted Sustch_
& woton [ries—

B ol

B o Recsh

B Nicpaet Vs Cebarres g

r—

W om Egort i

~

Note  This brings up the ESXi hosts which are not part of the existing configuration.

29. Select ESXi hosts to add in N1KV.

() Add Host to vSphere Distributed Switch - =B
Select Hosts and Physical Adapters
Select hosts and physical adspters b ditrbuted swich
i Seltings... Wi Incompuatible Hosts.
¥ Uplrk port grove -
O® et Select a0 uplnk part ...
(m] Seiect an plnk port gr...
5 O@ o
Select physical adapters
Om vt wheatchi Seliect an uplnk port gr...
Om w2 Select an uplnk port ...
Om ot Select an uplnk port ...
Om s ‘Seliect an uplnk port gr....
0@ wsweas
select physical sdapters
Om st whetchi) view Detals.. ‘Seliect an uplnk port gr....
Om et - view Detals.. ‘Seliect an uplnk port gr....
Om vz - view Detads.. ‘Seliect an uplnk port gr....
(m] - view Detas.. Select an uplnk port g7....
B A nmess View Dot als
Select physical adapters
Om e Select o Lok poet ..
Om st e Seliect an uplnk part g7...
Om ez ‘Selact an uplnk port 7., =
Om s Select an Lk part ...
Om et Select an Lk part g1
Om wmwes Seact a) ok poet ..
Om s Seact a) ok poet or..
Om st Salact a0 Lk paet g8 -
Help I < Back | Mot > I Cancel |

30. Click Select an uplink port-group and from the drop-down menu select appropriate Uplink that is
allowed for corresponding vmnic as per the configuration on Cisco UCS Manager vNICS.

For example, consider vmnicO and vmnicl for use as the System-Uplink. As per the best practices
here we have 8 vmnics (4 pairs) and each pair of vmnics will be associated with one uplink;
system/mgmt uplink, storage uplink, VM/VDI traffic uplink, vMotion Uplink.
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S EE 10291645 View Details....
Select physical adapters
Fl@ | wrnnicO - View Details. .. Select an uplink port gro_+ [
Fl @ vmnict vSwikchD View Details... Select an uplink port group
B vicz - View Detail... k
FlE vmnics - View Details. .
FlE vmnics - View Details. .
FlE vmnics - View Details. . =
E BB vmnice - ‘iew Details. .. Select an uplink port gr...
E BB vmnic? - ‘iew Details. .. Select an uplink port gr...
HEEE 1021645 View Details...
Select physical adapters
E EB vmnicd - ‘Wiew Details. .. Sedect an uplink port gr...
E E@ vmnicl wawikchD ‘Wiew Details. .. Sedect an uplink port gr...
& & [ vmnicz - View Detalls...
Fl @\ vwnica - View Details...
Fl @ vmnic - View Details...
Flm vwnics - View Details...
Fl @ it - Wiew Details... WDI-Uplink
F @\ vnic? - View Details... Mation-Liplink
S EE 06 View Detais...
Select physical adapters
Flm vmnico - View Detais. ., System_Uplink
Flm vmnict wawikchl View Details. ., System_Uplink
Flm vmnicz E View Details, ., Storage-Uplink
i - View Detals... Storage-Uplink
- View Detals. .. Select an uplink port gro_ v
- View Detais...
- ¥iew Detals. ..
- ¥iew Detals...
P
5 I 10291645 View Detais...
Select physical adapters
Hm vmnico - View Details... System_Uplink
Hm vmnicl wSwikchl View Details. System_Uplink
Hm vmnicz - View Details... Storage-Uplink
Hm vmnics - View Details... Storage-Uplink
Hm vmnict - View Detais. .. ¥DI-Uplink
Hm vmnics - View Detais. .. ¥DI-Uplink
H@\ |vnnc5 - Wiew Details. .. Select an uplink port gro_+ |
E EB vmnic? - Wiew Details... Select an uplink port group
Shorage-Uplink
Syskem_Uplink

31. After selecting appropriate uplinks click Next.
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= EE 102es Wiewe Detals...
Select physical adapters
F @ wmnico - ‘iew Detals, .. System_Uplink
B wmnict wowitchQ ‘iew Details,.. System_Uplink
A vicz - ‘iew Detalls, . Storage-Uplink =
Fm wmnicz - ‘iew Details, .. Skorage-Uplink
A vict - Wiew Detals, . ¥DI-Uplink
Fm wmnics ‘iew Details., .. WDI-Uplink
B mnics - ‘iew Details. .. wifotion-Uplink
2 = [ = Vewbets... | AT |

<ot [ wet> | et |

i

32. From the Network Connectivity tab, select Destination port group for vmkQ.

(5 Add Hast to viphere Distributed Switch - ikl

Nebwork Connectivity
‘Seleck poet k the adaph Sphese d

i} adaphers to a o group bo migrabe them, Chrbch: to muki-sedect,

L Vetual HCs marked vath the warming sign might kise netwerk Joss they ans micrated o th Etibabed witch
Sebect a ropin gy

HostVirtual adagher Switch Source port group Destination port group

B @ 10250645
m |l wEwtchil Vel

33. From the drop-down menu select a port group that was configured for L3 capability and for ESXi
host management communication. In this case it is n1kv-13 and click Next.

() dd Hast 15 vSphere Distributed Switch . s

Metwork Connectivity
Select port group bo pravide rstwork connectivity for the sdapters on the vighere datributed switch.

O Assign adagters to a & " QPoup o migeate thes. i e

Sedach Host o] Phyvsicdl dclaplers

Network Connectivity i rtusl NICs iy o
N tirg Selact & destination port group i ordes ko migrate them.
HostiVertual adapter Switch ks L4 ¥
B 1050645
m [ Votd0 Vel T - |

34. On the tab for virtual machine networking, select VMs and assign them to a destination port-group
if there are any. Otherwise click Next.

(5) Add Host to vSphere Distributed Switch - =)
Wirtual Machine Networking
netwosk adagt "
R mer ]
O sz Datera s nclopers b0 o ikt
P SaAs | T o | Saircs pot —
|
|
|
Metwork adapter detals

35. Verify the Settings and click Finish to add the ESXi host part of NIKV DVS.
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= ] - o [ ] o |

Note  This will invoke VMware update manger (VUM) to automatically push the VEM installation for the
selected ESXi hosts. After successful staging, install and remediation process , now the ESXi host will
be added to N1KV VSM. From the vCenter task manager, quickly check the process of VEM installation.

In the absence of Update manager:

1. Upload vib file cross_cisco-vem-v144-4.2.1.1.5.2.0-3.0.1.vib for VEM installation to local or
remote datastore which can be obtained by browsing to the management IP address for NIKV VSM.

2. Login to ESXi host using ESXi shell or SSH session.

3. Run the following command:

esxcli software vib install -v /vmfs/volumes/
datastore/ cross_cisco-vem-v144-4.2.1.1.5.2.0-3.0.1.vib

4. Verify the successful installation of ESXi VEM and the status of ESXi host.

e (30 Vew Intrniey Admencrioen, P Hep
B B (& v b+ i b @ g A
&

B i
o0
P etirg Savted | Summary | et Pots  Ganligan | o Vachews [ ks vt | Marws | Pormsions:

L |

e o oy My Hemcry e Ut R Court | Litme
& & s ] T Erorry 2 T
& & s ] 2l ] 2 8 Yan
& & s ] ' 200 2 8 Yan
& & s ] ' ] 2 T
& & i 8 ' el 2 8 e

5. Verify putty into N1KV VSM. Run sh module command which will show all the ESXi hosts attached
to that VSM.

VDI-N1KV (config)# sh module
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6. Repeat the procedure to configure additional VSM pairs for each ESX cluster.

SAN Configuration

The same pair of Nexus 5548UP switches were used in the configuration to connect between the FC ports
on the EMC VNX5500 and the FC ports of the UCS 6248 Fabric Interconnects.

Boot from SAN Benefits

Booting from SAN is another key feature which helps in moving towards stateless computing in which
there is no static binding between a physical server and the OS / applications it is tasked to run. The OS
is installed on a SAN LUN and boot from SAN policy is applied to the service profile template or the
service profile. If the service profile were to be moved to another server, the pwwn of the HBAs and the
Boot from SAN (BFS) policy also moves along with it. The new server now takes the same exact
character of the old server, providing the true unique stateless nature of the UCS Blade Server.

The key benefits of booting from the network:

¢ Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own
direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers
also take up less facility space, require less power, and are generally less expensive because they
have fewer hardware components.

e Disaster and Server Failure Recovery: All the boot information and production data stored on a local
SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality
of the servers at the primary site, the remote site can take over with minimal downtime.

e Recovery from server failures is simplified in a SAN environment. With the help of snapshots,
mirrors of a failed server can be recovered quickly by booting from the original copy of its image.
As aresult, boot from SAN can greatly reduce the time required for server recovery.

Cisco Solution for EMC VSPEX End User Computing
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e High Availability: A typical data center is highly redundant in nature - redundant paths, redundant
disks and redundant storage controllers. When operating system images are stored on disks in the
SAN, it supports high availability and eliminates the potential for mechanical failure of a local disk.

e Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers
for rapid deployment. Such servers may only need to be in production for hours or days and can be
readily removed when the production need has been met. Highly efficient deployment of boot
images makes temporary server usage a cost effective endeavor.

¢ Centralized Image Management: When operating system images are stored on networked disks, all
upgrades and fixes can be managed at a centralized location. Changes made to disks in a storage
array are readily accessible by each server.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN
through a host bus adapter (HBA). The HBAs BIOS contain the instructions that enable the server to find
the boot disk. All of the FC-capable Converged Network Adapter (CNA) cards supported on Cisco UCS
B-series blade servers support Boot from SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is
designated as the boot device in the hardware BOIS settings. Once the hardware detects the boot device,
it follows the regular boot process.

Configuring Boot from SAN Overview
There are three distinct phases during the configuration of Boot from SAN. The high-level procedures
are:
1. SAN zone configuration on the Nexus 5548 UPs
2. Storage array host initiator configuration
3. Cisco UCS configuration of Boot from SAN policy in the service profile

In each of the following sections, each high-level phase will be discussed.

SAN Configuration on Nexus 5548UP

The FCoE and NPIV feature has to be turned on in the Nexus 5500 series switch. Make sure you have 8
GB SFP+ modules connected to the Nexus 5548 UP ports. The port mode is set to AUTO as well as the
speed is set to AUTO. Rate mode is "dedicated" and when everything is configured correctly you should
see something like the output below on a Nexus 5500 series switch for a given port (for example,
Fcl/17).

Note A Nexus 5500 series switch supports multiple VSAN configurations. A single VSAN was deployed in
this study.

Cisco Fabric Manager can also be used to get a overall picture of the SAN configuration and zoning
information. As discussed earlier, the SAN zoning is done upfront for all the pwwns of the initiators with
the EMC VNX5500 target pwwns.

VDI-N5548-A# show feature | grep npiv
npiv 1 enabled

VDI-N5548-A# show interface brief
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Interface Vsan Admin Admin Status SFP Oper Oper Port
Mode Trunk Mode Speed
Channel
Mode
(Gbps)
fcl/17 1 auto on up swl F 8 --
fcl/18 1 auto on up swl F 8

The FC connection was used for configuring boot from SAN for all of server blades. In addition, a
general purpose 1TB infrastructure LUN for infrastructure virtual machine storage and 14 write-cache
LUN:Ss for each VDI host were provisioned.

Single vSAN zoning was set up on the Nexus 5548's to make those VNX5500 LUNS visible to the
infrastructure and test servers.

An example SAN zone configuration is shown below on the Fabric A side:

VDI-N5548-A# sh zone name B200M3-CH1-SERVER1-FCO vsan 1
zone name B200M3-CH1-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:c1:00:af
! [B200M3-CH1-SERVER1-£fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX5500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX5500-B1]

VDI-N5548-A# sh zone name B200M3-CH1-SERVER2-FCO vsan 1
zone name B200M3-CH1-SERVER2-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:9f
! [B200M3-CH1-SERVER2-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
1 [VNX5500-2A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX5500-B1]

Where 20:00:00:25:b5:¢1:00:af /20:00:00:25:b5:¢1:00:9f are blade servers pwwn's of their respective
Converged Network Adapters (CNAs) that are part of the Fabric A side.

The EMC FC target ports are 50:06:01:60:46:e0:5¢e:0a /50:06:01:69:46:e0:5¢:0a and belong to one port
on the FC modules on SP-A and SP-B.

Similar zoning is done on the second Nexus 5548 in the pair to take care of the Fabric B side as shown
below:

VDI-N5548-B# sh zone name B200M3-CH1-SERVER1-FC1l vsan 1 zone name
B200M3-CH1-SERVER1-FCl vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:bf
[B200M3-CH1-SERVER1-fcl]
member pwwn 50:06:01:61:46:e0:5e:0a
[VNX5500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a
[VNX5500-B0]
VDI-N5548-B# sh zone name B200M3-CH1-SERVER2-FC1l vsan 1
zone name B200M3-CH1-SERVER2-FC1l vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:8£
[B200M3-CH1-SERVER2-fcl]
member pwwn 50:06:01:61:46:e0:5e:0a
[VNX5500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a
[VNX5500-B0]
Where 20:00:00:25:b5:¢1:00:bf /20:00:00:25:b5:¢1:00:8f are blade servers pwwn's of their respective

Converged Network Adapters (CNAs) that are part of the Fabric B side.
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The EMC FC target ports are 50:06:01:61:46:e0:5e:0a /50:06:01:68:46:e0:5e:0a and belong to the other

port on the FC modules on SP-A and SP-B. They were spread across the two controllers for redundancy
as shown in Figure 16.

Figure 16 VNX5500 FC Target Ports

EMC VNX5500

SP-ABGbFC D=2 10 Gb Eth DM-3 10Gh Eth EP-B BGB FC

2X8GbFC . 2ZX8GbFC

Cisco Nexus 5548 WPC Paer | | Cisco Nexus 5548UF
Link | |
. 2XBGhFC 2xacoFe ||

Cisco UCS 6248UP Cisco UCS 6248UP

To UCS Chassis (4 X 10G Per Chassis) To UCS Chassis (4 X 10G Per Chassis)

For detailed Nexus 5500 series switch configuration, refer to Cisco Nexus 5500 Series NX-OS SAN
Switching Configuration Guide. (See the Reference Section of this document for the link.)

Configuring Boot from SAN on EMC VNX

The steps required to configure boot from SAN LUNs on EMC VNX are as follows:

1. Create a storage pool from which LUNs will be provisioned. RAID type, drive number and type are
specified in the dialogue box below. Five 600GB SAS drives are used in this example to create a
RAID 5 pool. Uncheck "Schedule Auto-Tiering" to disable automatic tiering.
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YNX5500 - Create Storage Pool

JGeneral | advanced
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E ge Pool P “tex
Storage Pool Type: (= Pool () RAID Sroup

|| Scheduled Auta-Tiering
Starage Pool ID: |..

Storage Pool Name: |VDT-§ANE:|:|I:

Extreme Performance

RAID Configuration  Number of Flash Disks
[RAIDS (4+1) ~] [o ~]|
Performance

RAID Canfiguration Mumber of SAS Disks
|RAIDS (4+1) ~| |5 (Recommended) ~ |

Distribution
Perforrmance | 2684.038 GB (100.00%)

[¥] Perform a backaround verify on the new starage and set priority to | Medium [~ |

Disks

(= aygtarmatic Use Pawe r Saving Eligible

0 Manual t

Disk Capacity Drive Type Madal

& Bus 0 Enclosure 3 Disk 10 536.808.., SAS STEGO0...
&” Bus 0 Enclosure 3 Disk 9 536,808... SAS STE&DO...
& Bus 0 Enclosure 3 Disk 8  536.808... SAS STE&0O...
& Bus 0 Enclosure 3 Disk 7 536,808, SAS STE&DO,.,
& Bus 0 Enclosure 3 Disk 6 536.808... SAS STE&OD...

Total Raw Capacity: 2684.0...

State

unb...
unb
unb...
unb...
Unb...

[ e ]

Apply || Sancel || Help |

"

Provision LUNs from the storage pool created in step 1. Each LUN is 12GB in size to store the ESXi

hypervisor OS.

¥NX5500 - Create LUN

General | Advanced

=10l x|

Storage Pool Properties
Storage Pool Type: (=) Pool () RAID Group

- Capacity -
Available Capacity: 3595.600 GB Consurned Capacity: 357

RAID Type: [RMDS: Distributed Parity (High Thraughput)

Storage Pool for new LUN: |UDI;’Infra-SANBnnt ¥ H New... I

756 GB

LUN Properties
[ Thin

User Capacity: ":I.D | > |"GB

LUN ID: [3? ~ | Mumber of LUNs to create: [1
LUN Name
) Name [

() autornatically assign LUN IDs as LUN Narmes

[ Apply ][ Cancel ][ Help ]

3. Create a storage group, the container used for host to LUN mapping, for each of the ESXi hosts.
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3% YNX5500 - Create Storage Group

Storage System:

Storage Group Name:

YNXSS00

=1o|x]|

CH1-BL1-ESXiSrv1 |

oK |

Apply

{Qancel H Help ‘

Register host initiators with the storage array to associate a set of initiators with a given host. The

registered host will be mapped to a specific boot LUN in the following step.

s
‘Cmﬂglhilimrnu:oﬂl

Initiator Informat

SP - port: | A-O (Fibre) | w
Initiator Type: | CLARGON/VNX

Host Agent Informat

WWN/IQN: | 20:00:00: 25:85:F 1:00:08: 20:00:00: 25:85:C 1:00:96

~ | Failover Mode:

se-Active mode{ALUA)-failovermode 4 | v

=) New Host
Host Name: B200-CH3-BL-01

() Existing Host

1P Address: |192.168.1.63

Advan: 1on:

oK Cancel Help |
5. Assign each registered host to a separate storage group
7 vNX5500 - CH1-BL1-ESXiSrv1: Storage Group Properties =101 x|
General | LUNs | |Hosts
Show Hosts: | Not connected v
r Select Hosts
Filter Far: | |
fAvailable Hosts Hosts to be Connected
MName 1P Address OS Type MNarne 1P Address OS5 Ty
EESKis-BFS-SRVl 10.,29.164.91 ... Fil
—
—
< > < >
Refresh
[ox_][ aesly | [ enost ][ 5ol ]

6. Assign a boot LUN to each of the storage groups. A host LUN ID is chosen to make visible to the
host. It does not need to match the array LUN ID. All boot LUNSs created for the testing are assigned

host LUN ID 0.
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7 vyNX5500 - CH1-BL1-ESXiSrv1: Storage Group Properties

General |LUNs | Hosts

Show LUNs: [Not in other Storage Groups » |

Available LUNs

Name & 1D | Capacity |Drive Type

#— % Consistency Gro ~

@ MetalUNs
i+ 15 Snapshot Mount

I%}—g Snapview Snaps
=g sP A

-G sre .
[~ Thin LUNS _ v

r Selected LUNs
MName 1D | Capacity Drive Type 'Host LUN ID
ESXiS_BootLUN_... 0 15.000 GB SAS o

Remove

Warning: HLU numbers higher than 255 may result in application outages If not supported by the
host failover software,

[ o |[ aeply || cancet |[ melr |

When the Cisco UCS Blade Server boots up, its vVHBAs will connect to the provisioned EMC Boot LUNs
and the hypervisor operating system can be installed.

SAN Configuration on Cisco UCS Manager

To enable Boot from SAN on the Cisco UCS Manager 2.1 (UCS-M) series, do the following:

1. Add SAN Boot for primary to the new policy. The vHBA name is optional, it can be left blank and
it is unnecessary to enforce the vHBA name. Click OK.

A Create Boot Policy - B o - s |
Create Boot Policy

2. Add SAN Boot for primary to the new policy. The vHBA name is optional, it can be left blank and
it is unnecessary to enforce the vHBA name. Click OK.

Cisco Solution for EMC VSPEX End User Computing
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A CreateBootPoey o B e - L& |

3. Add SAN boot for SAN Secondary, click OK. Leave the optional vHBA name blank.

A CresteBootPolicy o [ T SEESEE——
Create Boot Policy

4. Add the Boot target WWPN to the SAN Primary; make sure this matches the EMC VNX pwwn. To
avoid any mistakes, copy and paste from the Nexus 5500 Series command, for each switch, as shown
below:

VDI-N5548-A# show fcns database vsan 1

0xe300ef N 50:06:01:60:46:e0:5e:0a (Clariion) scsi-fcp:both
Oxe30lef N 50:06:01:69:46:e0:5e:0a (Clariion) scsi-fecp:both
VDI-N5548-B # show fcns database vsan 1

0x470400 N 50:06:01:61:46:e0:5e:0a (Clariion) scsi-fcp
0x470500 N 50:06:01:68:46:e0:5e:0a (Clariion) scsi-fecp

Cisco Solution for EMC VSPEX End User Computing
88 |



Solution Validation 1l

A Create Boot Policy 4 - 8 J

| Create Boot Policy

A Add SAN Boot Target

Add SAN Boot Target

Hame: VNESSOOBFS
Descriphion: Boot from SA% Policy for ¥NX5500
mmmmmoi}f}
Boot Target LUK 0
Boot Target WWEM:  SU0:06:01:61:3E:AD:30:99
ps <+

Topa: o/ Prmery _ Secondary|

& Enferce viIC,/vHBAISCS] Name s selected and the vNICHHEATGCS] does rekl |
BF it i rot sefected, the vWECSMHBASISCST are selected F they eadst, otherwise the v

Local Devices

1B Add Local Dk
(@) Add CD-REM
|l A Pl

= Move Down (1] Delets

(o] Comea )|

5. Repeat step 4 for SAN Primary's—SAN Target Secondary.

6. Repeat step 4 for SAN Secondary's—SAN Target Primary.

7. Repeat step 4 for SAN Secondary's—SAN Target Secondary.
At the end your Boot from SAN policy will look like the following:

P _& A e R B
(&) add CD-ROM L] [ ordw [ wacieeapscsigac | twe [ wewmo | wem I
e e Ficgery #) 0-RoH 1 B

= I Soeage 2
S SN priary = Frivary
whICS % =] SAN Target primary Privnary [ S0:06:01 H0:46:E0-SE 04
Secondary 0 S0:06:00 6944 00504
() Ackd L ot = “Secendsy
Fronary 0 SOE060161 L0508
pr= Secordary 0 S0:01:06:68:46:EDSE 04
= 3
2. - SHuwen ] Frimary
(@) A 5051 oot
|

8. Make the association of the service profile template to the Boot from SAN policy during the service
profile template configuration which was described earlier in this document.

EMC VNX5500 Storage Configuration

Figure 17 illustrates the layout of the disks that are required to store 2,000 desktop virtual machines.
This layout does not include space for user profile data. Refer to "VNX shared file systems" on page 23
section for more information.
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Figure 17 Core Storage Layout

BusD
Enclosare O

Core Storage Layout Overview

The following core configuration is used in the reference architecture:

Four SAS disks (0_0_0 to 0_0_3) are used for the VNX OE

Disks 0_0_6, 0_0_7, and 1_0_2 are hot spares. These disks are marked as hot spare in the storage
layout diagram.

Thirty SAS disks (0_0_10to 0_0_14,1_0_5to 1_0_14,and 0_1_0to 0_1_14) in the RAID 5 storage
pool 0 are used to store virtual desktops. FAST Cache is enabled for the entire pool.

For NAS, thirty LUNSs of 200 GB each are carved out of the pool to provide the storage required to
create fourteen 410 GB NFS file systems and two 50 GB file systems. The file systems are presented
to the vSphere servers as NFS datastores.

For FC, sixteen LUNs of 375 GB each and two LUNSs of 50 GB each are carved out of the pool to
present to the vSphere servers as eighteen VMFS datastores.

Four Flash drives (0_0_4to 0_0_5and 1_0_0to 1_0_1) are used for EMC VNX FAST Cache. There
are no user-configurable LUNs on these drives.

Disks 0_0_8 to 0_0_9 and 1_0_3 to 1_0_4 were not used for testing this solution

In solution validation testing, storage space for user data and infrastructure was allocated on the VNX
array as shown in the following figure. This storage is in addition to the core storage shown above. If

storage for user data exists elsewhere in the production environment, this storage is not required.

EMC Storage Configuration for VMware View

EMC Storage Configuration for VMware ESXi 5.1 Infrastructure Clusters

The steps required to configure LUNs for the VDI Datastores are as follows:

1. Create a storage pool using EMC Unisphere; select Storage > Storage Configuration > Storage Pools

and click Create.
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EMC Unisphere Pool LU

< > FEETTE | 5 oashboan ETCUM  § Storage ® Hosts | [P Data protection
A

¥NXSS00 > Storsge > Storage Configuration > Storage Pools

Pools | RAID Groups

RAID Type All v

Mame - State RAID Ty—. Drive Ty.. Free Cap—. Allocate... ®eConsu... Subscrib.. ®eSubscr

< ¥
0 Selected | Creats Fitered: 0 of 4

Last Refreshed: 2013-01-16 16:41:45

2. Create a storage pool from LUNs from the pool created in step 1. RAID type, drive number and type
are specified in the dialog box. Select 30 x 600GB SAS drives from manual Selection to create RAID
5 Storage pool: Uncheck Schedule Auto-Tiering to disable automatic tiering.

Two LUNs of 2.08TB are carved out of the RAID 5 storage pool configured with 10 SAS drives. The
LUNSs are used to store infrastructure virtual machines such as VMware Horizon View 5.2 Connection
Servers, View Composer servers, and VMware vCenter server.

Example EMC Boot LUN Configuration

Each ESXi server requires a boot LUN from SAN for the hypervisor OS. A total of 43 LUNs are carved
out of the 5-disk RAID 5 pool. Each LUN is 5GB in size.

EMC FAST Cache in Practice

EMC FAST Cache uses Flash drives to add an extra layer of cache between the dynamic random access
memory (DRAM) cache and rotating disk drives, thereby creating a faster medium for storing frequently
accessed data. FAST Cache is an extendable Read/Write cache. It boosts application performance by
ensuring that the most active data is served from high-performing Flash drives and can reside on this
faster medium for as long as is needed.

FAST Cache tracks data activity at a granularity of 64KB and promotes hot data in to FAST Cache by
copying from the hard disk drives (HDDs) to the Flash drives assigned to FAST Cache. Subsequent 10
access to that data is handled by the Flash drives and is serviced at Flash drive response times-this
ensures very low latency for the data. As data ages and becomes less active, it is flushed from FAST
Cache to be replaced by more active data.

Only a small number of Flash drives are needed enabling FAST Cache to provide greater performance
increases than implementing a large number of short-stroked HDDs. This results in cost savings in data
center space, power, and cooling requirements that lowers overall TCO for the business.

FAST Cache is particularly suited to applications that randomly access storage with high frequency, such
as Oracle and SQL OLTP databases. OLTP databases have inherent locality of reference with varied 10.

Cisco UCS Manager Configuration for VMware ESXi 5.1

This section addresses creation of the service profiles and VLANS to support the project.
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Service Profile Templates

Two types of service profiles were required to support two different blade server types (Table 7).

Table 7 Role/Server/OS Deployment
Fole EladeSener Lsed Operat i Deployed
Infrastructur UCSEX0M2 ESXi5 1
WDl Hos ts UCSE200 M3 ESXi5a

To support those different hardware platforms, service profile templates were created, utilizing various
policies created earlier.

The service profile templates were then used to quickly deploy service profiles for each blade server in
the Cisco UCS system. When each blade server booted for the first time, the service profile was deployed
automatically, providing the perfect configuration for the VMware ESXi 5.1 installation.

VLAN Configuration

In addition, to control network traffic in the infrastructure and assure priority to high value traffic, virtual
LANs (VLANSs) were created on the Nexus 5548s, on the Cisco UCS Manager (Fabric Interconnects,)
and on the Nexus 1000V Virtual Switch Modules in each vCenter Cluster. The virtual machines in the
environment used the VLANSs depending on their role in the system.

A total of seven Virtual LANs, VLANSs, were utilized for the project. Table 8§ identifies them and
describes their use.

Table 8 VLAN Naming and Use
LA N Mame WLAN ID Lse
VDA 122 DI wirtual Machine Traffic
MGRT 164 Whiua re ESXi Maregemeant
Infra-mgmt 165 I nfrastructure Ma rage ment Traffic [vCenter, 50 L, AD, 1000V et ]
STRG 166 VRSSO0 NFS Traffic (optiora|)
ML E-gontrol 157 Mexus 1000V Control Traffic
VMOTION 154 W re v hotionTra ffic

VLANS are configured using Cisco UCS Manager from the LAN tab; LAN\VLANSs node in the left pane
of Cisco UCS Manager. They were set up earlier in section 7.2.1 Base Cisco UCS System Configuration.

Installing and Configuring ESXi 5.1

In this study, we used Fibre Channel storage to boot the hosts from LUNs on the VNX5500 storage
system. Prior to installing the operating system, storage groups are created, assigning specific boot
LUNs to individual hosts. (See section Configuring Boot from SAN on EMC VNX for details.)

VMware ESXi 5.1 can be installed in boot-from-SAN mode using standard hypervisor deployment
techniques including:

¢ Mounting a Cisco Customized ESXi 5.1 ISO image from the KVM of the blade

e Using automated deployment tools from third party sources (Optional)

r Cisco Solution for EMC VSPEX End User Computing



Solution Validation 1l

Install VMware ESXi 5.1

ESXi was installed using the UCS Manager KVM console with the Cisco Customized ESXi 5.1 ISO
image mounted. The Cisco UCS Manager boot policy deployed to each blade was set to boot from CD
then SAN to accommodate hypervisor installs or updates.

The IP address, hostname, and NTP server were configured using Direct Console ESXi Interface
accessed from Cisco UCS Manager KVM console;
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc_50%2FGUI
D-26F3BC88-DADS-43E7-9EA0-160054954507 .html

http://pubs.vmware.com/vsphere-51/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-51-co
mmand-line-interface-getting-started-guide.pdf.

Install and Configure vCenter

To manage hypervisors and virtual machines a dedicated vCenter server instance was installed on
Windows 2008R2 SP1 based virtual machine.

Vmware vCenter Server
Service
OS: Windows 2008 R2 Pack:
CPU: 4vCPUs RAM: 16GB
Disk: 80GB Network: 1x10Gbps

To support vCenter instance a Microsoft SQL Server 2008 R2 server was created to host vCenter
database. Refer to the Microsoft documentation about configuring SQL Server and SQL Server clusters:
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx and
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx)

Install and Configure vCenter

1. Install the Microsoft® SQL Server® 2008 R2 Native Client for ODBC connections
(http://www.microsoft.com/en-us/download/details.aspx?1d=16978 look for Native Client for your
architecture)

2. Create a System DSN (control panel, administrative tools, Data Sources ODBC) and connect to your
vCenter-SQL server. Note: Make sure to use FQDN's for everything.

3. Create Active Directory user account and call it vcenter. (This user account will be used to connect
to vCenter, you will have to follow a VMware specific procedure and assign specific permissions on
vCenter for View components to connect to vCenter.
(http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=2034833).

4. Install vCenter server package, connect to the database.
5. Connect your vSphere client to vCenter and create a datacenter.

6. Create self-signed certificate
(http://kb.vmware.com/selfservice/microsites/search.do?language=en_US &cmd=displayKC&exter
nalld=1021514).
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Install VMware Licenses

1. Connect to vCenter using vSphere client.
2. Go to Home > Administration > Licensing.

3. Click Manage vSphere Licenses.

=) VCENTER.vdilab-v.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E3 | = £y Home P P& Administration © §2 Licensing

&4 Manage vSphere Licenses

snsing
Management Reporting
View by:f Product ¥ License key ¢ Asset

License Key Product Assigned capa
=l 01623-XE0SN-28C43-.. wvCenter Server 5 Standard 1 Instances 1 instar
5 [ VCENTER.vdilab... 1 instances
= EOOA7-4BK1H-M33141l-.. VMware vSphere 5 Enterprise Plus ... 12 CPUs 40 C
@ Assign License: VCENTER.vdilab-v.local >
= Assign an aexisting license key to this vCentar Sarver
Product Available
= Evaluation Mode
O (No License Key)
= wCenter Server 5 Standa... 0 instanc

©| 01623-XE09N-28C43... 0 instanc|

© Assign a new license key to this vCenter Server

ESXi 5.1 Cluster Configuration

To accommodate maximum recommendations for View 5.2 on ESXi 5.1 we created four ESXi 5.1
clusters described below. For each of the two VDI clusters using seven Cisco UCS B200 M3 Blade

Servers and 1000 virtual machines being hosted.

The 14 Cisco UCS B200 M3s and six Cisco UCS B250 M2 ESX hosts were configured into four

Clusters:
¢ Infra-Cluster
e Launcher-CL
e VDI-Desktops-Pooll
e VDI-Desktops-Pool2
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(=) YCENTER.vdilab-v.local - vSphere Client

File Edit ¥iew Inwventory Administration Plug-ins Help
ﬁ t._,] lﬂ Home b &f] Inventory b 3] Hosts and Clusters
il o
= i [ 5]
=] Ej WCENTER. vdilab-v local
= [ vor-2000 ) _
t‘ SingleBlade-Test [T e Summary - Yirtual Machines | Hosts | Resource Allocation
Tfre-Custer]
[l Launcher-CL
filj ¥DI-Deskkops-Pocll
| [} ¥DI-Desktops-Pool2 A cluster is a group of hosts. When you add a host to a
cluster, the host's resources become part of the cluster's

resources. The cluster manages the resources of all hosts
within it

Infra-Cluster

]

What is a Cluster?

+

[

Clusters enable the vSphere High Availability (HA) and
vSphere Distributed Resource Scheduler (DRS) solutions

Infra-Cluster Infrastructure Cluster

The Infra-Cluster cluster was used to host all of the virtualized servers within the VDA Infrastructure,
including two pairs of Nexus 1000V Virtual Switch Manager (VSM) appliances, one for each virtual
desktop cluster.

Two physical Cisco UCS B250-M2 hosts were used in this cluster.

One standard switch to manage VMware Management, VDA, vMotion, and Storage traffic were
configured on DC-INF cluster hosts. Three pairs of fault tolerant VSMs introduced the NIKV
Management, Control and Packet VLANS to the environment.

MNetworking
Standard Switch: wSwitch0 Remove...  Properties...
Wirtual Machine Part Group —— -Physical Adapters
A Cantral Q. B vmnicz 10000 Ful 03
2 virtual machine(s) | WLAN ID: 167 Lcm wmnic3 10000 Full | C3
Wirtual Machine Part Group
L3 wCenter Management g«»

3 wirtual machines)

Wirtual Machine Part Group

3 WM Metwork gqp

3 wirtual machine(s) | WLAN ID: 165
Whkemel Part

L3 wMation gqp
winkl @ 10,29, 164,42
Whkemel Part

L7 Management Metwork g«»

wnkd ¢ 10,29, 164,120

Virtual Desktop Clusters

The following clusters were used to host 2000 desktops:
VDI-CL1-N1KVVDI-CL2-N1KV

Each of these desktop clusters were configured identically with a Nexus 1000V high availability
distributed virtual switch providing the required network connectivity.
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The Nexus 1000V switches were configured to manage networking for all three ESX Clusters hosting
virtual desktops, working in concert with the Cisco UCS Fabric Interconnects and Nexus 5548UP access
layer switches to provide end to end Quality of Service for network communications, insuring the
highest quality virtual desktop end user experience.

The Nexus 1000V configuration is described in detail in section Nexus 1000V Configuration in L3
Mode.

7 \‘Cf#"i[;? %Ub—\ ol VDI-CL1-N1KV
BE v Started | Summary | Networks . Ports. [JIERTEEET

VOL-CLL-NIKY O

0| v QT — 0
0 UpLinkd {7 NEC Adaprers]
oH #10 UsLinko1 (7 HIC Adagars)
e — o
58 LipLinkts (7 )
oH G UpLink0?

- Urassed_Oe_Guuariatig_Uphek O

0 o Shordge-uphnk. o
#9 UpLInki2 (7 HIC Adapters)
1 | % UpLinkon (7 M5C Adapters)
0 o
wik-uphnic o
18 UpLInkD4 (7 HIC Adapters)
0| » 51 LpLinkD (7 H0C Adapters)
0 &
LU

Login VSI Launcher Cluster

The separate Launcher-CL cluster was used to host Login Consultants' LoginVSI launcher VMs and a
LoginVSI console VM. It was hosted on the same Cisco UCS Domain with dedicated storage.

The Laucher-CL cluster utilized the Standard vSwitch configured as shown below:

MNetworking
Standard Switch: wSwitch0 Remove...  Properties...
Wirtual Machine Part Group Physical Adapters
3 M Metwork Q. o B vnicd 10000 Full | 53

25 wirkual machine(s) | YLaM ID: 165

Whkemel Part
L1 Management Metwork g

vk ¢ 10,29, 164,121

Installing and configuring VMware View 5.2

Building out a VMware View 5.2 environment requires the installation of the following components:
e View Connection Server
e View Replica Server
e View Administrator
e View Composer
e View Transfer Server

This section outlines the tasks required to build the View 5.2 environment used in this study. Refer to the
VMware View Installation guide for View 5.2 for more details:
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https://pubs.vmware.com/view-52/topic/com.vmware.ICbase/PDF/horizon-view-52-installation.pdf.

Pre-requisites
The following is a list of pre-requisites that are required with installing View 5.2 components. They are
as follows:
e One of the following operating systems:
- Windows Server 2008 R2, Standard or Enterprise Edition
— Windows Server 2008 R2, Standard or Enterprise Edition SP1

Note  You can mix operating systems within a site.

e vCenter 5.0 Update 1 or later

¢ A supported Microsoft SQL or Oracle database for vCenter and View Composer databases
e A supported vSphere hypervisor host operating system

e Physical or virtual hardware meeting the following recommended requirements

— For View Connection Server: Pentium IV 2.0 Ghz or higher, 4 CPUs/vCPUs; 10GB+ RAM;
1GB NIC

— For View Administrator: IE 8 or 9; Firefox 6 or 7; Adobe Flash 10 or later

— For View Composer: 2.0 GHz or faster, 4 CPUs/vCPUs; 8GB+RAM; 1GB NIC; 60GB+ Disk
Space

— For View Transfer Server: Can co-exist on the same VM with any other View Manager
component

Create SQL Databases for View 5.2

View Manager Installer needs a separate database for View Composer Server and View Server events.

Create Database for View Composer Server
1. Create a Database for View Composer server and create a user with server authentication.
2. On the VM where View Composer will be installed, go to Start' Administrative Tools ' ODBC.
3. Create a system DSN using DB server and user with SA authentication.

Create Event Database for View Administrator.

Create a Database for View Administrator Events and user with SA authentication.

Install View Manager and components

Download View Manager software from the link given below.

https://my.vmware.com/web/vmware/details?downloadGroup=VIEW-520-PREMIER &productld=320
&rP1d=3908
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Install View Connection server

Log into View Connection server with Domain Administrator credentials.

1. Open installer file VMware-viewconnectionserver-x86_64-5.2.0-987719.exe with "Run as
administrator."

2. Click Next.

VHMware View Connection Server il x|

Welcome to the Installation Wizard for
v e View C ction Server

The installation wizard will install vMware View Connection
Server on your computer. To continue, dick Next.

VMware Horizon View

2 Copyright (c) 1998-2013 VMware, Inc. All rights reserved. This
CO nnection product is protected by U.S. and international copyright and
Serve r intellectual property laws. VMware products are covered by
one or more patents listed at

http: /fwww.vmware.com/go/patents.

Product version: 5.2.0-987719 x64 = Back Next, Cancel I
La¥

3. Read the VMware End User License Agreement and click Next.

=]

L3

YMware Yiew Connection Server
License Agreement

Please read the Following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWNLOADING,
INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF

THIS END USER LICENSE AGREEMENT (“EULA™). IF YOU DO

NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWHNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU

MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE =i

(* I accept the terms in the license agresment
¢ 1 do not accept the terms in the license agreement

< Back I Next > I Cancel l

4. Select the location for the installer to install all the components and click Next.
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Destination Folder

Click Mext to install to this Folder, or click Change to install to a different Folder.

d ] Install ¥Mware View Connection Server to:

Ci\Program Files\WMware\YiMware View)Server), Change... I

< Back. I Mext > I Cancel I

5. Select Standard server installation.

|'§ ¥Mware ¥iew Connection Server

Installation Dptions

Select the type of View Connection Server instance you want to install.

Select the type of View Connection Server instance you want to install.

Perform a standard full install. This is used to install

Wiew Replica Server standalone instance of View Connection Server or the first
Wiew Security Server instance of a group of servers.

‘iews Transfer Server

< Back I Next > I Cancel

6. Enter a password and click Next.

]‘.’E- ¥Mware ¥iew Connection Server

Data Recovery

Enter data recovery password details,

This password protects data backups of your View Connection Server. Recovering a backup will
require entry of this password.

Enter data recovery password:

I LA L L L L Ll
Re-enter password: I pep————
Enter password reminder {optional): IdeFaultl

< Back I Mext = I Cancel |

Select the radio button Configure Windows Firewall automatically. Click Next.

Solution Validation
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I@ ¥Mware Yiew Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order For VWiew Connection Server to operate on a network, specific incoming TCP ports
must be allowed through the local Windows Firewall service. The incoming TCP ports For
the Standard Server are 5009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 {IMS), and 4100
{IMSIR). If the Standard Server runs on a Windows Server 2008 R2 then the incoming TCP
and UDP packets on port 4172 are allowed through as well.

& Configure Windows Firewall automatically

¢ Do not configure Windows Firewall

< Back I Mext = I Cancel |

8. Select the radio button Authorize a specific domain user or domain group. Click Next.

f'é‘- ¥Mware Yiew Connection Server

Initial ¥iew Administrators

Specify the domain user or group For initial Wiew administration.

To login to View Administrator, you will need to be authorized. Select the local Administrators
group option or enter the name of a domain user or group that will be initially allowed to login and
will be granted full admistrative rights.

The list of authorized administrator users and groups can be changed later in View Administrator.

(" Authorize the local Administrators group

(* Authorize a specific domain user or domain group

IVDI—VSPEX'I,admhbstrator

(domainnamelusername, domainnamelgroupname or UPN Format)

< Back I Next = I Cancel I

9. Uncheck the box Participate anonymously in the user experience improvement program. Click Next.

10. Click Install.
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1.? ¥Mware Yiew Connection Server

User Experience Improvement Program

Basic Customer Demographics

WiMware is constanthy trying to improve the user experience of our products. You can

help us in this effort by agreeing to send product usage statistics, This data is . |
completely anonymous, and is restricted to product usage metrics, For more details

about it visit the ViMware user experience improvement web page by dicking the ...

button.

[~ Participate anonymoausly in the user experience improvement program

Select your organization industry bype: I LI
Select location of your organization's headquarter: I LI
Select approximate number of employees: I LI

< Back MNext = Cancel I

11. Double-click the View Administrator icon on the desktop; ignore the security warning on IE.

Note  You need to install Flash player plugin v10.3 or higher to use Web Browser for Login to View
Administrator.

12. Log into View Administrator GUI by entering username, password and Domain name.

VMware Horizon View Administrator

User name: GEEEDREY

Password:

Domain: VDILAB-Y

Install View Replica Server

1. Log into the replica server with domain administrator credentials

2. Open the installer file VMware-viewconnectionserver-x86_64-5.2.0-987719.exe with "Run as
administrator."

3. Click Next.
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i I

Welcome to the Installation Wizard for
v e View C ction Server

The installation wizard will install vMware View Connection
Server on your computer. To continue, dick Next.

VMware Horizon View
Copyright (c) 1998-2013 VMware, Inc. All rights reserved. This

CO nnection product is protected by U.S. and international copyright and
Serve r intellectual property laws. VMware products are covered by
one or more patents listed at

http: ffwww.vmware.com/fgo/patents.

Product version: 5.2.0-987719 x64 = Back Next, Cancel I
La¥

4. Read the VMware End User License Agreement and click Next.

i ¥Mware Yiew Connection Server

License Agreement
Please read the following license agreement carefully.

=

VMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWNLOADING,
INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OR LEGAL ENTITY) AGREE TO BEE BOUND BY THE TERMS OF

THIS END USER LICENSE AGREEMENT (“EULA™). IF YOU DO

NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST MOT
DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU

MUST DELETE OFR RETUREN THE UNUSED SOFTWARE TO THE =

1 accept the terms in the license agreement
* I do not accept the terms in the license agreement

< Back I Next = I Cancel

5. Select a destination for installation. Click Next.

{i‘?— ¥Mware Yiew Connection Server

Destination Folder
Click Mext to install to this Folder, or click Change to install to a different Folder.

¢ = j Install YMware Yiew Connection Server to:
C:\Program Files\VMwarelVMware View\Server), Change

< Back. l MNext = I Cancel ]

6. Select Replica server installation. Click Next.
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Select the type of View Connection Server instance you want to install.

Select the type of Yiew Connection Server instance you want to install,

Perform a replica instance install joining an existing server

y : instance. This is used to install a second or subsequent
Wiew Security Serve server in a group of servers that all automatically share the
Wiew Transfer Server same directory configuration.

< Back I Next = I Cancel

;'&l ¥Mware Yiew Connection Server E

1.

server. (FQDN is recommended)

pél ¥Mware ¥iew Connection Server

Source Server

Select an existing View Connection Server instance from which to replicate.

A group of View Connection Server instances that share the same configuration data is called a
View Connection Server group. Setup will replicate configuration data from an existing server
instance.

Enter the server name of an existing View Connection Server instance to make this server part
of that group.

Example server: view.internal. vimware.com.

Server:

2 Iview—csﬂl.vdi-vspex.com {hostname or IP address)
< Back I MNext > I Cancel
Click Next.

Solution Validation 1l

Select IP Address/Host name for view connection server primary instance to connect with replica
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i'é‘- ¥Mware ¥iew Connection Server [ X]

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocal
connections.

In order for View Connection Server to operate on a network, specific incoming TCP ports
must be allowed through the local Windows Firewall service, The incoming TCP ports For
the Replica Server are 5009 (AJP13), 50 (HTTPY, 443 (HTTPS), 4001 (M3, and 4100
(IMSIR). If the Replica Server runs on Windows Server 2008 R2 then the incoming TCP
and UDP packets on port 4172 are allowed through as well,

' Configure Windows Firewall automatically

" Do not configure Windows Firswall

< Back I Mexk = I Cancel

9.

i'é‘- ¥Mware ¥iew Connection Server

Click Next.

Ready to Install the Program

The wizard is ready to begin installation,

WMware Yiew Connection Server will be installed in:

C:\Program Files\YMwarelviware Yiew!Server,

Click Install to begin the installation or Cancel to exit the wizard,

< Back I Install I Cancel

Install View Composer Server

View Composer server can be install on a separate stand alone server or on the same server that was used
for vCenter server installer. For our test, we installed View Composer server on the same server we used

for vCenter server.

1.
2.

Open View composer installer VMware-viewcomposer- 5.2.0-983460.

Create a database and ODBC connection for view composer installation. See section 7.8.2.1 for how

to create database for view composer server.

Click Next.
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i VMware View Composer e x|

Welcome to the Installation Wizard for
VMware View Composer

The installation wizard will install VMware View Composer on
your computer, To continue, dick Next.

VMware Horlzon View Copyright © 1998-2013 VMware, Inc. All rights reserved, This
C omposer product is protected by U.5. and international copyright and
P intellectual property laws. VMware products are covered by
one or more patents listed at
EIPCe http: ffwww.vmware.com/fgo/patents.
< Back I Neflt > I Cancel I
A

4, Read the VMware End User License and click Next.

ﬁ;‘ ¥YMware View Composer

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT ﬂ
IMPORTANT-READ CAREFULLY: BY DOWHNLOADING,
INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF
THIS END USER LICENSE AGREEMENT (“EULA™). IF YOU DO
NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR. USE THE SOFTWARE, AND YOU
MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE =

(* I accept the terms in the license agreement
" Ido not accept the terms in the license agreement

Installshisld

< Back I Next = I Cancel |

5. Select a location for the View Composer installation. Click Next.

|‘él ¥YMware Yiew Composer m

Destination Folder

Click Mext to install to this Folder, or click Change to install to a different Foldes

¢ ‘—I Install YMware Yiew Composer to:

C:\Program Files {x86)\YMware\YMware View Compaser), T |

Installshield

< Back I Mext > I Cancel
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6. Enter the newly created Database and SA user Information for the View Composer installation.Click
Next.

i'é" ¥YMware Yiew Composer

Database Information

Enter additional database configuration information,

Enter the Data Source Mame (DSN) for the YMware Yiew Composer database, To set up the
DSM click the ODEC Setup button,

QDEC DSM Setup... |

Enter the username that yvou entered in the ODBC Data Source Administrator,

53

Enter the password For this database connection.

InistallShield

< Back | Mexk = I Cancel |

1. Accept the default port settings and click Next.

]@ ¥Mware Yiew Composer

YMware View Composer Port Settings

Enter the connection information For the YMware Yiew Composer,

Specify the web access port and security settings for YMware Yiew Composer.

SOAP Port:

S5L Certificate: Mo SSL certificates were Found on your machine.
A default SSL certificate will be created For you,

< Back I Mext = I Cancel

8. Click Install.
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i-:l ¥YMware View Composer

Ready to Install the Program
The wizard is ready to begin installation.

are View C will be lled in:

begin the installation or Cancel to exit the wizard.

Instalshield

C:\Program Files (x86)\¥Mware\VMware Yiew Composer),

IF you want to review or change any of your install settings, dick Back. Click Install to

<Back [ nstal | conca |

View Administrator Configuration

To configure the View 5.2 system, follow these steps:

1
2
3.
4

Select View configuration.

Log into Vmware View Administrator using web browser.

From the drop-down menu select Product Licensing and Usage.

Click Edit settings and enter a valid License key for View Manager.

License serizl number:  *

In View Configuration Click on servers. Select vCenter Servers tab. Click Add.
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R Dabbesnd
[ I —
» Inventory

okl Samings
Bagistened Cusktop Souroes
Atz stons

Thisdps Configuration
Evant Canfiguranion

Sarvers

[ —

A4,

Seounty Sarvers

Connemuon Servers

Carnar Sarvar

Transter Sarvaes

6. Enter FQDN for vCenter server and username/password. Make the necessary changes for Advanced
settings. Click Next.

For this test case we used the following parameters.

Max concurrent vCenter Provisioning operations: 20

Max concurrent Power operations: 10

Max concurrent View Composer maintenance operations: 50

Max concurrent View Composer provisioning operations: 50

Edit vCenter Server

vCenter Server Settings
Server address:

User name:

Password:

Description:

Port:

Advanced Settings

veantar. vdilabev. local

adrministrator

Specify the concurrent operation limits.

Max concurrent
wCenter provisioning
operations:

Max concurrent power
operations:

Max concurrent View
Composer
maintenance
operations:

Max concurrent View
Composer provisioning

20
[10
0

=0

1. Click View Certificate and accept certificate warning.
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Invalid Certific

12/7/2012 4:48 PM

The identity of the specified View Composer Server cannot be
verified for the following reasons:

éﬁ Server's certificate does not match the URL.
& Server's certificate is not trusted.

VYMware recommends the use of certificates signed by a trusted
Certification Authority.

|. Wiew Certificate... ] [ Cancel |

Solution Validation

8. Select View Composer settings. Select the radio button for View Composer Server; either co-

installed with Vcenter or Standalone View Composer Server.

~

Note  For the study, the View Composer Server was installed as a Standalone.

Edit vCenter Server

View Composer Settings

O View Composer co-installed with vCenter Server

(=) Standalone View Composer Server
ch

Server address: | viewcompserv.vdilab-v.local
User name: welilab-v\adrninistratar
Password: el
Port: 18443

Domains

| Verify Server Information |

| ox || cancel |

9. Click View Certificate and accept the certificate.

12/7/2012 4:48 PM

The identity of the specified View Composer Server cannot be
wverified for the following reasons:

& Server's certificate does not match the URL.

A Server's certificate is not trusted.

VMware recommends the use of certificates signed by a trusted
Certification Authority.,

l Wiew Certificate... |’5_ Cancel |

10. Click Add to add view composer domain.
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Full domain nare: wdi-vspex.com
User name: administrator
Password: | et et

(=] 4 ---l |"-é.-;ncel |

11. Click Next.

Edit vCenter Server

View Composer Settings

(O View Composer co-installed with vCenter Server

(@ Standalone View Composer Server

Server address:  viewcempserv.vdilsb-v.local

User name: elilab-v\administratar
Password: weesss
Port: 18443
Domalins
Add...
Domain User Pool

vdilab-v local{administral vdilab-v Jocal{administral VDI-SRV1,VDI-CL2 VDI-CI

Lok || cancel |

12. Select the check box to enable host caching. Set Default host cache siz. Click Next.

a

Note For this test case we used 2048MB cache size.
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Storage |

vCenter Server

Storage Settings

L] reclaim vM disk space
[*] Enable View Storage Accelerator

Default host cache size: | mMe

Cache must be between 100 MB and 2048 MB
Hosts
L] show all hosts

[ Edit cache size... |

Host
AsDI-2000/host/Infra-Cluster/10.29.. Default
ADI-2000/host/Infra-Cluster/10.29.. Dafault
ADI-2000/host/Launcher-CL/10.29.1 Default
ADI-2000/host/Launcher-CLS10.29.1 Default
AVDI-2ooo/hostflavncher-CLA10.29.1 Default
ADI-2000/hostf/Launcher-CLA10.29.1 Default
R e T Ty 0 S S VY P B

Cache Size

| ok || cancel ],:

13. Create a new database for View Event Database in SQL server.
14. Click Event Database configuration.
15.

Database server:
Database type:
Port:

Database name:
User narme:
Password:
Confirm password:

Table prefix:

Enter Database server information, database name, username/password. For the table prefix add
VE_

ms=gl-db

| Microsaoft sQL Server | = |

1433

viewEventDBS .2

VE,

1‘ =1 ]l Cancel Ii

16. After completion of the View configuration go to Dashboard for View Administrator and check
System Health and verify all components are shown as green.
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VMware Horizon View Administrator

Remote Sessions

Local Sessons

Froblem Desktops

Everts 0 0 4
Spembosth HEE

Investory

8 users and Grougs

Castboand
Syitam Haslth o Darkisp Stabur
¥ View companents Dersktons

» [ Consction Servers
» W Evest dotabase

» [l View Compaser Servers

¥ vSphere comganents

¥ Inwentery » [l Catastores
Grocts » W s tosts
3 Deskazps * W vcester Servers
A Partert Disks ¥ Other composants
’ Apps L . Domains

Install SSL Certificate for View Connection and Replica Server

1. Loginto AD server and Add role for Active Directory Certifiacate services if does not exist.

2. Go to start Menu > Run > mmc.

Type the name of a prograrm, folder, document, or Internet
resource, and Windows will open it foryou,

Open: lﬁ j

'&' This task will be created with administrative privileges.

=]

Ok I Cancel | Browyse.., |

3. Click File and select Add/Remove Snap-in.

[Eonsole Roat]

Newr
Cpen... =] 1

A There are o ket bo show in this view,

[Changes the options for the user andjor the snap-in console.

4. Select Certificates and click Add.
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Add or Remove Snaj
You can select snap-ins for this console from those available on your computer and configure the selected set of snap-ins. For
extensible snap-ins, you can configure which extensions are enabled.

Available snap-ins: Selected snap-ins:

Snap-in | Wendor |~ [ Console Root Edit Extensions. ..

'k_r‘ Active Directory Do...  Microsoft Cor...

{8} Active Directory Site... Microsoft Cor... o

: Active Directory Use... Microsoft Cor...

- Active Control Micrasoft Cor... Iave Lip

=2’ ADSI Edit Micrasoft Cor...
. Autharization Manager  Microsoft Cor... Move [
Ll Certificate Templates  Microsoft Cor... Add > |

5 Microsoft Cor..,.
Ll Certification Authority  Microsoft Cor...

B, Component Services  Microsoft Cor..,.
A4 Computer Managem... Microsaft Cor. ..

:_%Dew:e- Manager Microsoft Cor...

“F pHee Micrasaft Cor... o

=4 Disk Management Microscft and... = SRR
Description:

The Certificates snap-in allows you to browse the contents of the certificate stores for yourself, a service, or a computer,

5. Select the radio button for Computer account.

Thiz snap-in will always manage certificates for:

& My user account
" Service account

" Computer account

I Finish I Cancel

6. Select the radio button for Local Computer. Click Finish.

Cisco Solution for EMC VSPEX End User Computing g



I Solution Validation

Select Computer [ %]

Select the computer pou want thiz snap-in ko manage.

Thiz snap-in will always manage:

' Local computer: [the computer this consale is running on)

" Another computer: I Browse... |

[~ Allaw the selected computer to be changed when launching from the command line. This
only applies if you zave the conzole.

< Back I Finizh I Cancel |

1. Add Certificate Templates and Certification Authority. Click OK.

Add or Remove Snap-ins [ x]

‘ou can select snap-ins For this console from those available on your computer and configure the selected set of snap-ins. For
extensible snap-ins, you can configure which extensions are enabled,

Available snap-ins: Selected snap-ins:
Snap-in Wendor - [ Console Root
-E; Active Directory Do...  Microsoft Cor... ECertllcates (Local Computer)
Wi Active Directory Se... Microsoft Cor... L) Certification Authority (Local)
: Ackive Directory Use.., Mecrosoft Cor,.. | Certificate Templates
=" Activei Cortral Microsoft Cor...
2 ADSI Edit Microsoft Cor...
g Authorization Manager  Microsoft Cor...
Certificate Templates  Microsoft Cor... Add >
Hc,ertlicates Microsoft Cor...

Gl Certification Authority  Mecrosoft Cor...
. Component Services  Microsoft Cor...
AL Computer Manager.., Microsoft Cor,..

HDcvkc Manager Microsoft Cor...

¥ pHop Micrasoft Cor... T

=% Disk. Management Microsoft and... 2| el
Description:

The Certificate Templates snap-in sllows you to create and manage certificate templates.

0K Cancel |

8. Click Certificate Template and from the list of template displayed on the right side select Web
Server.

9. Right -click Web Server; select properties.
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@ Fle  Acion  View Favorkes Window  Help
== H|m H|rm

Solution Validation

=18 x|

Conmole Roct

= Gl Certificates (Local Competer)
= (1] Persond

Contifientes

EPS Riecovery figent
1 Trusted Rook Certication # | ] enectiment Agen X
F cem‘-::m Eryole (Carputen :
z Feprae Trust ¢
. ]m" e edicaton | 2 Lrchange Ercolmect Ageck (0ffice request)  Windows 2000 al
& 7] Trusted Py " Exchange Signsture Only ‘Windowrs 2000 61
5 ) Unbrusted Cortfiates Exchange Liser Windows 2000 71
) ] Thid-Party Rook Certficats | = P50 Windioers 2000 81
‘ Trusted People = [P (Gffine request) ‘Windowrs: 2000 n
5[] Rasseste Desbbop ] esberos Authertication ‘Windows Server Z003EE...  110.0
# ] Certficate Eneolment Requ | 1 Key Recovery Agent Windows Serves S003ERE...  105.0
%1 [] Smart Card Trusted Roots | 2 OCSP Rsponsa Sigring ‘Winalowrs Sorver IO Erk-. 1010
Trusted Devices 31 as and 145 Server ‘Windowes Server Z003Erk... 1010
= L) Certification Authorky (Local) | 3 Rect Certification Authorky Windiows 2000 5.1
S g vdvspes-AD-DNS-CA 3 Rewter (Offine requsst) Windows 2000 A
Revohed Certdicates Wirsdowrs 2000 61
| fssued Corficates Wirdowes 2000 1.1
Windows 2000 51
Falad Racuets Widows 2000 31
Certficate Templates p
3 Windows 2000 3
1 Certificate Templates (AD-ONS, ‘ “
Wirnddowrs Servee S003EE...  101.0

i

More Actions »

Chert Aathentic:
Kty Reecovery A
OCSP Sigrire

Chert Authantic:

Chert thesntic o |

2

10.
Allow full control to both servers.

Select for the Security tab and add the computer name to assign for connection server, replica server.

Web Server Properties

GICI.ID Oor user names.

" General | Request Handiing | Subject Name | Extensions Secuity |

52, Authenticated Users

B IEW-CS01 [WDIWSPEXWIEW-CS01%)
WVSPE> E ]
Q?‘ Domain Admins WDI-VSPEXADomain Admins)

Q?‘ Enterprize Admins [WDI-VSPEXME nterprize Admins)

Permissions for VIEW-CS02

Full Control
Read
Wirite:
Enroll

For special permizzions or advanced settings. click
Advanced.

Leamn about access control and permissions

0K

| | Cancel I

Lpply |

1.

12. Select Request New Certificate on All Tasks.

Select Certificates on the Console Root > Personal > Right-click Certificates.
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l‘![nnwle] [Console Root\Certificates (Local Compater)|Personal\Certificates]
@ Fle At Vew Favortes  Window  Help =18 x|
Jesnmio]e oy

[0 Conecle Root TsandTo - [sssmdey I T [ itended [ Actions
i = m Ceetficates (Local Computer) | EarrC500, vid-vipec. com Witw-CS01 wdevEpe, Com 1z Server A if
= Personal

W More Actions L3
o Tsted oo I 20t e Certficste...
i 5 D Enveprise Ti e 0 " Impert...
| = How = 5
1 @2 Trustedpa 1

D Untrusted C Naw Taskpad View. ..
Third-Party §
Trusted Py Fsfrish
Bomote Desd | ExportList...
smartCard g

4 | 2 ] |

Corkard sctiore that can b performed on the e,

13. Click Next.

I Certificate Enrollment Hi=1E I

) Certificate Enrollment

Before You Begin

The Following steps will help you install certificates, which are digital credentials used to connect ko wireless networks,
protect content, establish identity, and do other security-related tasks,

Before requesting a certificate, verify the following:

Your computer is connected to the network
You have credentials that can be used ko verify your right: to obtain the certificate

Learn more about digital certificates

coc |

14. Check the box for Web Server. Click Details.
15. Click Properties.
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T e ———

M Certificate Enr

=[=] E3

| Certificate Enrollment

Request Certificates

You can request the Following bypes of certificates. Select the certificates you want to request, and then click Enroll.

L ULy

1 STATUS: Available

W Wieb Server

=)
Details (5
Details &
_g}‘ More information is required to enroll for this certificate. Click here bo configure settings.
-

1) STATUS: available

The Following options describe the uses and validity period that apply to this type of certificate:
Key usage: Digital signature
Key encipherment
#Application policies:  Server Authentication

Waldity period (days): 730
Properties

I show al templates
Learn more about certificates

[ ] _comeal |

16. On the left side from the drop menu for Subject Type select Common Name, Organization, Country,
Locale and add them with their appropriate value as shown in the screenshot below.

17. Alternative name: from the drop menu for type select DNS and add DNS name for view connection

server. Do the same for view Replica server.

18. Click Apply.

ois Subject | General | Extensions | Private Key | Certification authoriey |
The dubpact of & cartificats i the
wnter nformation asbout

oA cortific ate .

Usar oF COMBARSr Lo wihich the Cartificats b b iued. Vou can

the types of subject neme and shernative Name . s that can be used
Subject oF cortificate

The user or computer that is receing the cortificsts

Subject name:

; Crambmrc s 2. 01 s, COM
Lves: EM— skl el exaior
[cvaarmeation -1 A | iCmcz
L=Pragus
l!""-" P | C—foita.com
ARt e |
Jroe: wim sz O . coen
[oms =1 mm_
Vahim

I =]

Learn mars ahout subiect name

19. Click Apply > Click OK.
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Certificate Properties

i Subject | General | Extensions Private Key | Certification Authority |

Cryptographic Service Provider &
Key options L=t
Set the key length and export options For the private key.

Key size: I‘ L]

I allow private key to be archived

™ Strong private key protection

Key bype (1)
Key permissions @
Learn more about private losy

| oK 1 Cancel | apply |

20. Export certificate created for view connection server and Replica server. Copy them to their
corresponding server.

21. Go to View connection server/Replica server. Start Menu > Run > mmc.

22. Click File and Select Add/remove Snap-in.

Save ks I
Save ... Thee are o Ristres b shewe in this vitw, S

[Changes the options for the user andjor the snap-in console.

23. Select Certificate from the Available snap-ins on the left side and click Add.
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Add or Remove Snap-ins E

You can select snap-ins for this console from those avalable on your computer and configure the selected set of snap-ins. For
extensible snap-ins, you can configure which extensions are enabled.

Avallable snap-ins: Selected snap-ins:
| Snap-in Vendor - 2] Console Root Edit Extensions. .. |
{7 Active Directory Ske... Microsoft Cor... ECerLiucat&: (Local Computer)
- Activei Corttrol Microsoft Cor...
= ADSI Edit Microsoft Cor...
ﬂ.ﬂuthouzatuon Manager Microsoft Cor...
Bl certificates Microsoft Cor,.. —
. Component Services  Microsoft Cor...
A Computer Managet...  Micresoft Cor... Add >
Qbevke Manager Microsoft Cor...
=7 Disk Management Microsoft and...
|§| Event Viewer Microsoft Cor...
| Folder Microsoft Cor...
. Group Policy Object ... Microsoft Cor...
B, 1P Security Monitor Micrasoft Cor...
®, 1P Security Policy Ma... Microsoft Cor... ﬂ Gttt
Description:
The Certificates snap-in allows you to browse the contents of the certificate stores for yourself, a service, or a computer.

0K Cancel |

24. Select the radio button for Computer account.

ates snap

Thiz snap-in will alwayps manage certificates for:
My user account
7 Service account

' Computer account

< Back I Mest > I Cancel |

25. Select the radio button for Local computer. Click Finish.
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Select Computer [ %]

Select the computer pou want thiz snap-in ko manage.

Thiz snap-in will always manage:

' Local computer: [the computer this consale is running on)

" Another computer: I Browse... |

[~ Allaw the selected computer to be changed when launching from the command line. This
only applies if you zave the conzole.

< Back I Finizh I Cancel |

26. Select Certificates on the Console Root; Select Personal > Certificates > All Tasks > Import.

i ¥ Consolel - [Console Rook\Certificates (Local Computer}Personal) Certificates]

& P Action ew Favortes Widow Heb =181 x|
|leszmole Bl

Console Root IssndTo [issnd oy [ Exprats [rkmnded [ Actions
=1 Gl Certicates {Local Computer) [ FVum-C301 vdhvspes.com WView-CS01 v v om [FiEt Server A il
= ] Personal |

e More rctirs »
o Tsted oo I st e Cortficste..
[l # (] Erverprise T e i Irgpet...
| o Inteemadiaste .
d B Tsted il !

Unirusted € Hew Taskpad Yiew,..
ThirchParty §

Trusted Py Fsfrish

Pemote Desl  Export Lisk...
smartCond”

a | 21 | L]

Corkard sctiore that can b performed on the e,

27. Browse and select copied certificate for view connection server and follow the same for view
Replica server.

28. Select the previous installed certificate and change the friendly name. Replace the newly created
certificate with vdm as the friendly name.

I Conicke - [Crncke Rook ertiicates (local Competer) Personal Certiicates]

ALIE]

Iamdls «
FTer )
AR T
Eytew sl e

& [ Tash oot Cortfication hforisy
& [ rderprisa Tnst

For more information about VMare’s best practices to obtain the self-signed certificate, go to:
http://pubs.vmware.com/view-52/topic/com.vmware.ICbase/PDF/horizon-view-52-obtaining-certificat
es.pdf
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Install View Client on End Points

1. Download the installer file from the link given below:

https://my.vmware.com/web/vmware/info/slug/desktop_end_user_computing/vmware_horizon_view/5
_2Mnrct=j&q=cmware%20view %205.2%20horizon%20download&source=web&cd=1&ved=0CEIQFjA
A&url=http://www.vmware.com/go/downloadview

2. Open the installer file for 32-bit or 64-bit OS and click Next.

ﬁVMwam View Client

Welcome to the Installation Wizard for
VMware View Client

The installation wizard will install VMware View Client on your
computer. To continue, click Next.

- ; Copyright © 1998-2012 VMware, Inc. All rights reserved. This
VMware View product is protected by U.S. and international copyright and

Client intellectual property laws. VMware products are covered by one
or more patents listed at http://wwow. vmware.com/go/patents.

EIPC

Product version: 5.2.1-937772 x64 Back MNext > I [ Cancel ]

3. Read the VMWare EndUser Lincednse Agreement and click Next.

VMware View Clie

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT El

IMPORTANT-READ CAREFULLY: BY DOWNLOADING.,
INSTALLING. OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS
END USER LICENSE AGREEMENT (“EULA™). IF YOU DO NOT
AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL. OR USE THE SOFTWARE. AND YOU MUST
DELETE OR RETURN THE UNUSED SOFTWARE TO THE VENDOR

FDORM TUHTAT VAATT AT TTDET TT WTTHTAR THIDTWV 72N THYAVC ANTTY

(@)1 accept the terms in the license agreement
() 1do not accept the terms in the license agreement

ERETN mrr— =

4. Click Next.
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Custom Setup

Select the program features you want installed.

Click on an icon in the list below to change how a

_______ Feature Description

a_I USE Redirection VMware View Client
- =3=] Log in as current user

This feature requires 38MB on your hard
drive. It has 2 of 2 subfeatures selected. The
subfeatures require 13MB on your hard
drive.

Install to:

C:\Program Files\VMware\VMware View\Client),

[ Help ] [ Space ] [ < Back [ nea> ]| cancel |

5. Enter FQDN for View Connection server ad click Next.

VMware View CI

Default Server

Configures the server View Client connects to by default.

Specify a default server for this View Client. This setting is optional.

Default View Connection Server: ||

[ <sack | new> ][ concet |

6. Accept the default or add the fqdn of your View Connection Server and click Next.
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Enhanced Single Sign On
Sign on as currently logged on user.

Set default behavior for the "Log in as current user” checkbox:

[¥#] Show in connection dialog

|| set default option to login as current user

[ <Back |[ mwex> ][ cancel

1. Click Next.

VMware View Clien:

Configure Shortcuts

Creates program shortcuts.

Create shortcuts for VMware View Client in the following places:
[¥] Desktop

|| start Menu Programs folder

[. < Back ] Next > [ Cancel ]

8. Click Install.
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i@ VMware View (.:.I.ient

Ready to Install the Program

The wizard is ready to begin installation.

VMware View Client will be installed in:

C:\Program Files\VMware\VMware View\Client\

Click Install to begin the installation or Cancel to exit the wizard.

) [ coneet ]

[ < Back

9. Reboot is required after completing the installation.

Configure the View 5.2 Hosts and Storage

Configure Content Based Read Cache (CBRC) on View 5.2 Hosts

CBRC was introduced as a feature of vSphere 5. It is a read cache that is particularly useful during boot
storms. It becomes an essential configuration for floating assignment View 5.2 Linked Clones.

The CBRC feature provides a per-host RAM-based solution for View desktops. This considerably
reduces the read I/0O requests that are issued to the storage layer, and also addresses boot storm snags.

CBRC is configured in vCenter by highlighting the host; access the Configuration Tab, Software, and
Advanced Settings.

Each ESXi host used for View Desktops we enabled CBRC and increased the
CBRC.DCacheMemReserved to 2048.

5 T TRRRRTI—, e —
@ Advanced Settings g'
[
Annotations —
BufferCache CBRC.DCacheMemReserved I 2048
_'__g:‘!r% Memary consumed by CBRC Data Cache (in MB)
B Vipx Min 100 Ma 2048
cow
Cpu CBRC.DCachesze [ 2048
DataMover
DUl Size of CBRC Data Cache in MB. This cannot be changed if CBRC.Enable is set to 1.
ecnie SRR Mn 2048 Ma 2048 |
E‘;_fr CBRC.DigestlournaBootinterval 10
:Ian Interval (in minutes) for which Digest Journal is temporarily disabled to avoid interfering with the boot pro...
Irq Mn 0 Ma 10000
LPage
LSOM CBRC.Enabie =
Mem
Migrate Enable Content Based Read Cache
Misc

These CBRC settings are used in conjunction with the View 5.2 Administrator, View Configuration,
Servers, vCenter Server Properties, Host Cashing tab.

In our test environment, we enabled 2GB of CBRD and correspondingly, 2GB of Host Cache in View
Administrator. This combination enables the View Storage Accelerator feature.
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Storage Configuration for View 5.2 Hosts

On VNX 5500 30 SAS disks with 300 GB capacity were used to create 16 LUNs, each with a capacity
of 370 GB. 2 LUNSs with capacities of 50 GB each were created to store replica disks.

Each ESXi host in each cluster was assigned 8 LUNs as VMFSS5 datastores for linked clones and one
50Gb VMEFSS5 datastore to hold the Replica disk.

=] & Srr;{ag'qﬂladn.-Tmt =
ikt Hardware View: [Dafastores. Deviors
= (A VDI-Desktops-Pocil ProCESSOrS Datastores
0 AL Memon [ Edenthcation TSats  [Die  [DeTyre | Gesdy| e Type |
[ 10.29.164.92 hernory
, 10.29.164.93 @ datmstorel (3)  © Momal  DGCFbreCh.. NonSSD 100G 7.78GB VMFS5
§ Dm0 @ Infrastore © hormal  DGCFbre Ch. Non-SSD 20078 1.25TB VMFSS
1029.164.9 @ VORLCLUNL © Homdl  DGC AbreCh., NonSSD MOTEG 247886 VMPSS
L, 10.29.164.97 @ VOMCLUZ  © Nomal  DGCRbrech.. NonSSD 975G 256416 VMPSS
if&g?f.“k?"g'm @ VDO @ Momal DGCFbreCh.. Non-SSD MOTSG 260976 VMPSS
H B VORLC-LUNS & Mormal  DGC Fbre Che.,  Non-550 MITEG 261.66G VMFSS
@ VOHCLWS & homal  DGCRbreCh.. NonSSD 975G 261856 VMPSS
@ VOLLCUME @ Momdl  DGCFbreCh.. Non-SSD MOTSG 259605 VMPSS
@ VOHCLUT  © Momal  DGCFbreCh.. NonSSD M9T5G 261316 VMPSS
@ VOHCLWS & homal  DGCRbreCh.. NonSSD 975G 260.78G VMPSS
[0 WrRephaCli  © Mormal DGCFibre Ch. Non-5SD 49756 846G VMFSS

Note  The same configuration was done for second Cluster.

29.164.100 VMware ESX], 5.1.0, B38463
Summary . Virtual Machines . Performance. Reliielle Gl Tasks & Events . Alarms . Permissions . Maps . Storage Views . Hardware

View: |Datastores Devices
Datastores
[ Wdentiheation Stats Device DiveType | Capadty|  Free| Type
| @ datastore1(17) © Normal DGCFbreCh.. Mon-SSD 100G 7.93G8 VMFSS
@ Infrastore © Nomal  DGCFire Ch.. NonSSD 20078 125TB VMFSS
| @ VOHCWND  © Nomal DGCFbre Ch. Non-SSD 375G 266606 VMFSS
| @ VDMCLUNIL @ Normal  DGCFRbre Ch... Non-SSD MITSG 261ETG VMFSS
@ VOMCLN2 @ Nomal  DGCRbreCh. NonSSD WITSG 262836 VMFSS
@ VOMCLUN3 @ Nomal DGCRbreCh. NonSSD WIT5G 263676 VMFSS
@ VDILCLUNIA  ® Momal DGCFbreCh. Mon-SSD WIT5G 263406 VMFSS
@ VDILGLUNIS  ® Mormal DGCFbreCh. Mon-SSD MIT5G 263576 VMFSS
& VD201 @ VDHLCLUNIE  © Normal DGCFibvreCh.. NonSSD MITSG 262036 VMFSS
& VDI-CL2-102 @ VDLLCLUNG © Mormal DGCFbreCh... Mon-SSD MITSG 250.26G VMFSS
gmff[z:{g: i VDIRepicaPoo @ Mormal DGCFbreCh.. Mon-SSD 49756 863G VMFSS
& VDICLE-105
@ VDICL2-106

Desktop Delivery Base Image Creation and Desktop Deployment

Microsoft Windows 7 Golden Image Creation

Create base Windows SP1 Virtual Machine
1. Select ESXi host in Infrastructure cluster and create a virtual machine to use as Golden Image with
windows 7 OS. MS Windows 7 32 bit OS was used for testing.
For the virtual machine following parameters were used:
Memory: 1536Mb
Processor: 1vCPU
Hard Disk: 18Gb
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Network Adapter: 1 attached to VDI port-group on Nexus 1000v
2. Right-click Windows 7 Golden Image properties and select Hardware TAB to attach the Windows

(2 WIN-7-GOLDEN-IMAGE-VDI - Virtual Machine Propertie =1o| x|
Hardware | Options | Resources | Profies | vServices Virtual Machine Version: 8
Device Status
Show All Devices Add Remaove
T 3 power o
Summary
rpirssgien Device Type
et P
= 1
=
o}
= Virtual Disk il
£ CO/DVD drive 1 (edi..  Tmage File
W Network adapter 1 (.. VM Network ® Fustaatren 190 Fle
[ [
(3 Browse Datastores (=] |
ookm: [k <] (@
[reame File Size (=1
44132951 6-6Ab0eGREI]
: 3 6B 20/
professional_with_sp1_xB6_dvd_u_67705650 268 10/1/:
wer_2008_r2_standard_enterprise_datacentes 3 GB CETS
2 MB 719/
2M8 7119 = |
»
[ = 1]
File type: 150 tmage (*.50) - Cancel |
Help oK | Canoel

3. Click OK.

4. Right-click Windows 7 Golden Image Properties and click Edit Setting. Click the Options tab
a. Go to the Options tab.
b. Select Boot Options and check box for Force BIOS Setup
c. Click OK and complete installation.

5. After the installation, log in to Windows 7 Golden Image virtual machine and configure IP Address,
join the domain and Restart the Virtual Machine.

6. Install Windows Upates, then disable the Windows Update service on the Golden Image machine.

This complete the process of creating the Golden Image virtual machine.

Optimization of Base Windows 7 SP1 Virtual Machine

1. Click the link below for instructions about how to optimize MS Windows 7 SP1 32 bit virtual
machine.

www.vmware.com/files/pdf/VMware-View-OptimizationGuideWindows7-EN.pdf

Install View 5.2 Virtual Desktop Agent Software

1. Download software from the following link:

https://my.vmware.com/web/vmware/details?downloadGroup=VIEW-520-PREMIER &productld=
320&rPId=4175

2. Open the installer VMware-viewagent-5.2.0-987719.exe for 32bit OS or
VMware-viewagent-x86_64-5.2.0-987719.exe 64bit OS.

3. Click Next.

Cisco Solution for EMC VSPEX End User Computing
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x|
Welcome to the installer for VMware View
Agent

The installer will allow you to modify, repair, or remove YMware
View Agent. To continue, dick Next.

VMware Horizon View

Agent

EIPC

Product version: 5.2.0-987719ia32

4. Read the VMware End User License Agreement, click I accept and click Next.

}gl VMuware View Agent x|
License Agreement
Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT :I
INPORTANT-READ CAREFULLY: BY DOWNLOADING,
INSTALLING, OR USING THE SOFTWARE, YOU (THE
INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE
TERMS OF THIS END USER LICENSE AGREEMENT (“EULA™). IF
YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST
NOT DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU
MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE LI

(* I accept the terms in the license agreement
" I do not accept the terms in the license agreement

< Back MNext > Cancel

5. Click Next to accept the default setup.
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_ﬁ] VMware View Agent

Custom Setup
Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

- USB Redirection MRS BT 2
- View Composer Agent
- Virtual Printing
E- PColIP Server _ )
: - % ~| PColP Smartcard This feature requires 112MB on your hard
: Sr=——yuy PP Audi drive. It has 5 of 5 subfeatures selected.
: = Wars rueo The subfeatures require 15MB on your
- =3~ | View Persona Management | hard drive.
<] |+

Install to:

C:\Program Files\VMware \WMware View\Agent), Change... |
Help | Space < Back | Mext > I Cancel |

6. Click Install.

ﬂ VMware View Agent X i
Ready to Install the Program
The wizard is ready to begin installation.

VMware View Agent will be installed in:
C:'Program Files\VMware\VMware View\Agent)

Click Install to begin the installation or Cancel to exit the wizard.

< Back I Install | Cancel

Install Additional Software

1. Install additional software required for your base windows image. We installed the following
software:

e MS Office 2010 was installed for test environment.
e The VSI Target software package was installed to facilitate workload testing. (Optional)
2. Reboot the virtual machine.

3. Install the service packs and hot fixes required for the additional software components that were
added.

4. Shut down the virtual machine.
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Perform Additional View 5.2 Configuration

Create a Snapshot for the Virtual Machine

1. Shut down the MS Windows 7 Golden Image virtual machine to take a snapshot.

2. Right-click Windows 7 Golden Image Virtual Machine, click Snapshot, then Take Snapshot to take
a snapshot. This snapshot is required for the virtual desktop deployment.

3. Provide the name and description for the snapshot and click OK.

4. Click OK.

(&) Take Virtual Machine Snapshot ngﬁ

Name

|Win-?-Golden-lmage-SnapShot for VDI-Deployment

Description

Win-7-Golden-Image-SnapShot for VDI-View-Deployment

| oK l Cancel Help

Create Customization Specification for Virtual Desktops
1. From vCenter, Right-click the powered off virtual machine after taking a snapshot and select
Convert to Template.
Provide a name for the template and provide the host /cluster, data store details.
Convert the template back to a virtual machine or deploy a virtual machine from the template.
Provide a name and select the data center, click Next.
Select the cluster for the virtual machine.
Select the virtual machine host.

Select the datastore.

O N o e B~ w N

Select Guest Customization and check the radio button for Customize using the Customization
Wizard.

9. Click Next.

Cisco Solution for EMC VSPEX End User Computing
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(2 Deploy Template

Guest Customization
Select the customization option for the guest operating system

™ Power on this virtual machine after

B L

B Gt oty Select the option 1o USe N CUSoMIZNg the guest operating system of the
R t Do not customize

& Customize using the Customization Wizard

" Customize using an existing customization

Help | < Back | Next > I Cancel

10. Select the appropriate name and organization. Click Next.

@\c‘jpher: Client Windows Guest Customization

Reqistration Information
Specly registration information for this copy of the guest operating system.

Type in the owner's name and organization.

HName: [Adminstrator
Organization: [vatat-vspex.local

Help | =< Back | Next > | Cancel |

11. Select the radio button for Use the virtual machine name. Click Next.
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(2] vsphere Client Windows Guest Customization X

Computer Name
Specfy a computer name that wil identffy this virtual machine on a network.

NEtBIOS Name

" Frter a nama

The name cannot exceed 15 characters,
I s

The name vl be truncated f combined weh the numeric

& Wse the virtual machine name

IF the name exceeds 15 characters, it wil be truncated.
" Enter a name in the Deploy wizard
=

12. Specify the Volume License Key for Windows 7 and select Per seat or Per server Maximum. Click
Next.

(&) vSphere Client Windows Guest Customization ﬁ

i Windows License
; Specty the Windows kcensing information for this copy of the guest operating System,

Eﬁog“é;a:fr ;’r‘éce’“m“ Enter the Windows koensing information. If this virtual machine does not require lcensing information, leave these fisds
Windows License S5

Product Key: |
W Inclade Server License Information (Required for customizing a server guest OS)

Server License © por et

* Por corver

Maximum ,5_

13. Enter the credential for the administrator account. Click Next.
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(3) vSphere Client Windows Guest Customization x|

Administrator Password
Specfy the password and auto logon option for the Adminstrator account.

Type in the password for the Administrator account.
I
™ Automaticaly log on as the
=
Kl —
Help | < Back | Next > | Cancel

14. Select the appropriate time zone, Click Next.

(7] vSphere Ciient Windows Guest Customization ™

Time Zone
Select a time zone for this virtual machine.

Tme  [(GMT-0800) THuana, Los Angeles, Seattie, Vancouver =]

K
Help | < Back | Next > I Cancel I

15. For Network, select Typical Setting for the virtual desktop networking. Click Next.
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(2 vSphere Client Windows Guest Customization ﬁ

HNetwork
Select F you want to customize the software settings for each network interface,

This guest cperating system should use the folowing network settings:
= Typical settings
Select to apply standard configuration settings, including enabling DHCP, on al network interfaces.

" Custom settings
Select to manualy configure each network interface.

LI < Back | Hext > | Cancel |

16. For Workgroup or Domain, select the radio button for Windows Server. Enter the domain for
environment.

17. Specify the user account name password. Click Next.

{2 vSphere Client Windows Guest Customization X/

Workgroup or Domain
This virtual machine may belong to a workgroup or domain.

Howi wil this virtual machine particpate in a network?
© Workgroup: [WORKGROUP
& Windows Server vdiab-vspex local

Speciy a user account that has permission to add a computer to the domain.

Username: Administrator
Password: i
Confrm FTTTTTT

L‘ < Back ] Next> | cance |

18. Select the checkbox to generate the new security ID. Click Next.
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(3 vSphere Client Windows Guest Customization x|

Operating System Options
Configure these optional parameters for the guest operating system.

Regsstration Information
Computer Name ¥ Generate New Security ID (SID)

r15e . L
trator Pacawocd Sedect this em to generate a new security dentity,
ne

perating

_"?;__J < Back | Next > | Cancel |

19. Select the checkbox to Save the customization specification for later use and provide a name.

{2 vSphere Client Windows Guest Customization x|

Save Spedfication
Would you lke to save this customization specfication for later use? It can be accessed from the Customization Specfication Manager,

Regstraton Information
mpULEr Nams

'ﬂ:r!' WS Licens Name:

Administrator Password B

e zoe [WIN-7-GOLDEN - MAGE-VDI-CUSTOMIZATION-SPECIFICATIONS

Run Once Description:

Network

Workaroup o Domain WIN-7-GOLDEN-IMAGE-VDI-CU! ON-SPECIFICATIONS-CLUSTER

Operating Svstem Option

Save S n

Ready to Complete

W Save this customization specification for later use

20. Verify and click Finish.
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QvSnnere Client Windows Guest Customization ﬁ

Ready to Comphete
Are these the guest customization options you wish to inCude?

Review this summary and cck Finish.

Owmer Name Administrator

Owner Organization  vdiab-vspex.local
Computer Name =\Virtual Machine Name:>
License Mode Per Server

Max connections 5

Administrator Password ***

Timezone (GMT-0800) THuana, Los Angeles, Seattle, Vancouver
Netwerk Typical

Join Domain wdiab-vspex_local
Dormain Adminstrator  Adminstrator

Generate new SID true

Save spectication name WIN-7-GOLDEN-IMAGE-VDI-CUSTOMIZATION-SPECIFICATIONS

Help <sack | [ msn | conce |

21. To edit or modify the customization specification, log into vCenter Client with vCenter server IP
and credentials. Go to the Home screen and select Customization Specification Manager. Select
Saved customization, right -click and select edit.

Configure the View Desktop Pools and Options.

Desktop Pools are the containment object in View 5.2 Administrator that hold the configuration and the
provisioned linked clones in the View environment.

The maximum recommended number of virtual machines in a VMware ESXi cluster is 1000. Therefore,
we created two View 5.2 pools with identical settings to match up with our two ESXi 5.1 clusters for
VDI described earlier in this document.

The following sections describe how we configured our View 5.2 environment.

Create the Desktop Pools

1. Loginto View Administrator console. on the left side; from drop menu for Inventory select Pools.
Click Add to create a new desktop pool.

VMware Horizon View Administrator

& Puools

Remote Sassions
Local Sessions

Problem Desktops M. > Status = Folder = More Commands
Evants oo o
systemteath @@ @ Fiter ~ Find || Clear Folder: | Al | v
7300 0
14} Display Name Type Souree User Assio.,
Inventory i vorcu 1.0 ; Ao

(R Dashboard & ooz
& users and Groups

¥ Inventory

= Parsistent Disks
A Thinapps
» Monitaring

* Policies

¥ View Configuration

There are three types of Desktop Pools you can create and descriptions for each type is given on the right
side of the screen.
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2. Select Automated Pool and click Next.

Add Pool (]
Pool Definition 15
Trpe Automated Fool

m] (s) Automated Pool
==

Setting

E () Manual Pool

demand based on pool ¢

| () Terminal Services Pool

=2

Supported Features
v vCe

r virtual machines

LT T Y

Next = Cancel

There are two types of User Assignment options available:
e Dedicated (desktops that are manually or automatically assigned to users)

¢ Floating (desktops that are randomly assigned to users from the pool.

~

Note  For the purpose of testing, the Floating user assignment is used.

3. Select Floating. Click Next.

Add Pool 7
Poal Definition User assignment
Type ©) Dadicated Floating assignment
User Assignment et : i
v
Setting
E (») Floating

Supported Features

v \iew Composer
Local Mode
¥ PColP

' Persona management

< Back Next = Cancel

4. Select the radio button for either Full Vitual Machine or view composer linked clones. Click Next.

S

Note  For this study, we chose View Composer linked clones.
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I,
Poal Definition wCarter Sarver
) Full virrual machings View Composer

User Assignment
" View Composer linked cones
vContor 7 (&) View Compoger knked dones share the same base image and
use loss storage space than full
Sutting S vCantar Servar View Composer o et

weanter.vdilab- viewcompsery.vdlab-

wJocalladministrator)  vlocal Tha upar profls for inked dones

can be redirected to persistent
disks that will be unaffectad by
05 updates and refreshes.

| Supported Features

Local Mode

PCalp

Storage savings
Recompose and refresh

L TR ]

QuickPrep guest
CUStOMmzation
Dagoription: s ~ SYSOreD QuESt customization
(vSphere 4.1 or higher)

~ Persona management

5. Enter a unique pool ID and Display name optionally, select a folder for the Desktops. Click Next.

Troe i ID: VDI-CLE o

User Assignment — | The pool ID is the unique name

vCenter Server Display name:  \WDI-CL3 wsed to identfy this poal.
Setting View foldar: I | Display Name

- - Description: WMvare View 5.2 Horizon Virtual The display name is the name

Focl secinds o Machines Oeplayment Paol that users will see when they

connect to View Client. If the
display name is left blank, the
1D will be used.

View Folder

Vigw folders can organize the
poals in your organization. They
can also be used for delegated
administration.

Description

This description is only shown
on the Settings tab for a pool
within View Administrator.

6. Configure the Pool Settings as needed. Select all default settings except the Remote Desktop Power
Policy. Select Ensure deskstops are always powered on. Click Next.
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Add Poal - VDI-CL3

Paol Defindtion
Tyoe
User Assignment
vCenter Server
Setting
Pool Idertification
Foul Settings

PTG SH0E
Basic

¥ Enable rovisicring

¥ Stop provisioning on ermor
Wirtwal Machine Naming

) Spedfy names manualy

[enames encered |

Start deskRons i Mantenante mode

(&) Use a naming pattern

Harning Pattern: VoIL3
Poal Sizimg
Max number of desktops: 1000
Hurmber of spare (powered on) desktops: 1000

Mirimum number of ready {provisionad) deskiops duning View o
Composer Mantenante 0perations:

Provisiening Timing
) Promsion desktops on demand

&) Provision all desktoos up-front

Namsing Pattern

<Batk || Next> || Cancel

1. On the Provisioning Settings page, set the following options:

e Basic: Enable provisioning and Stop provisioning at error.

e Virtual Machine Naming: Use naming pattern.

Note  Use {n} to deploy multiple desktops with same naming pattern. In case of name used VM-{n} deployed
desktops will be VM-1, VM-2 ..... VM-10

¢ Pool Sizing: Select maximum number of desktops, number of powered on desktops and how to

provision the desktops

Note  For this study, we provisioned the entire desktops up front.

8. Select the radio button to Redirect disposable files to a non-persistent disk, set the Drive size for the
disk, and select a Drive. Click Next.

VMware Horizon View Administrator

Add Pocl - VDI-CL3

Pool Definition
Tron
User Assignment
wCenter Server
Setting
Pool Identification
Fool Settings
Erovisioring Settings
View Compaser Disks

View Compaser Disks

Dispasable File Redirection

(&) Rediroct disposable files to a non-persistent disk
Disk size: 4095  MB (mirimum 512 ME)
Drive lotmar Mt v

(O Do not recirect depossbile files

< Back

Dispasable
ibe

Fl
Redicection

Nest» || Cancel

9. Check the box for Select separate datastore for replica disk and OS disk. Click Next.
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Paol Definition
Type
User Assignment
wCenter Server
Setting
Pool Idzntification
Pool Setings
Pravisioning Settings
View Composar Dicks
Storaga Optimzation

Replica disks

V] Sedoct separate datastores for rephca and 05 disk.

Storage Optimization

Replica disks

<Bak || Net> || Cancel

10. Select parent image (Golden Image), associated snapshot with GI image, location for VM if any
specific folder was created, Host or Cluster where desktops are going to provision, Resource Pool,
Linked Clone datastore, Replica disk datastores.

For our testing we created 2 Pools with 1000 desktops in each. One Pool was created with Cluster] as
host Resource Pool. 8 VMFSS5 datastores for Linked Clones and one Replica disk datastore were
selected. The second Pool was configured similarly with the remaining 8 VMFSS5 datastores for Linked
Clones and the remaining Replica VMFSS5 datastore for the Replica disk.

Add Pool - VRI-CL3

Pool Definitian
Type
LUser ASSIONMErS
vCRnor Server
Setting
Pool [dentfcatign
Pool Settings
Provisioning Settangs
View Compotar Drsks
Storage Optmizabon
vCenter Settings

vCentar Satings
Default Image

1 ParentvM [

2 Smapshot: l

Wirtual Machine Location

VM folder location: |
Resource Settings
4 Host or custer [
RESOUTDR POC [
Lenked clone 8 selected
datastores
7 Replca disk 1 selected

datastones

Browse...

Browse..

< Back Maat > Canee!

11. On the Advanced Storage Options page, check box to enable Use Storage Accelerator and add
Blackout time if necessary. Click Next.
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12.

4Add Pool - VDICL3

T p——m— “Advanced Storsge Optons
Remete Sessions N 1y0e View Starage
MR O ser assignment Accalerator
ekl oo BB center server
Everits. Qodo Settian View Storage Accelerator
Systembeath @EE D ; _
SSNOmONgY|  Fovl 1derication Disk Types T
Fool Settings
Inventery Provisioning Sattings Regenarate storags acalerator slter: Days
View Composer Disks
2( ek Storage Optimization
Latdactn ) wCanter Settings [ech preves]
¥ Inventory .
#dvarcod Storage Options
5 Desktogs.
B Persistent Disks Initiate reclamation whan unused space l:l = 4
A o1 VM enceeds:
{[leont Native NFS Snapshots
» Monitering (vaar}
ek Blackout Times
¥ Wiew Configeration Storage accelrator regeneraticn and WM disk space reclamation do not ocour during
Sarvers blackout times. The same bladkout policy a0nkes to both opsrations,
Preduet Lisendieeg and Uiage Add
Glebal Sattngs. .
Regritered Deskiep Sources
Aedministrators
ThinApp Configquration
Event Coafiguration
Disk Space
Reclamation
< Back hest > Cancel

Browse to select the AD container to be used for the provisioned machines. Select the radio button
for Use a customization specification and select customization created from the Parent Windows 7

image VM.

Add Pool - VDI-VMs

Pool Definition

Type
User Assignment
vCenter Server

Setting

Pool Identification

Pool Settings

Provisioning Settings

View Composer Disks
Storage Optimization
wCenter Settings
Advanced Storage Options
Guest Customization

Guest Customization

Domain:

AD container:

vdi-vspex.comi{administrator) |

CN=Computers

[ allow reuse of pre-existing computer accounts

() Use QuickPrep

(=) Use a customization specification (Sysprep)

Hame

Win7-opt

Guest OF

windows

=

Browse...

= Back

Dascription

|
¥

Next = Cancel

13.

Verify all the details provided for the pool settings and check box to entitle specific users and groups
to provide access to the desktops in the Pool and click Finish.
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o

Pool Definition
Type
User Assgnment
vCerter Server

Setting
Pool Identfication
Pool Settings.
Provisioning Settngs
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Opticns
Guest Customization
ks -

Tripe:

User assignment:

wlenter Server:

Use View Composer:

Unéque 10:

Display name:

View Foldar:

Dasktop pocl state:

Remaote Desktop Pawer Polcy:

Automatic Iogod after
disconnact:

Connection Server restrictions:
Allow users to raset their
desktop:

Allow multipe sessions per
usar:

Detete or refresh desktop on
logosf:

Defsukt display protacol:

Allow users to choose protocol:

30 Renderer:

Max rumber of monitors:
Mazx resclution of any one
moneor:

HTML Acoess:

Adobe Flash quatty:
Enable provisioning:

Stop provisionng on aror:
Virtual Maching Naming:
WM Raming pattarn:

Provigion all desktops up-rant:

Max ruenber of desktops:
Mumber of spare (powered on)
desktops:

Minimum number of ready
(provisioned) desktops during
View COmposar maintenance
Prn—

14. On the Entitlements page, click Add.

L] Ertitle users after this wizard finishes

Automated
Flagting assigrimant
woeriter vdilab-v locall sdministrator)

e

VDI-CL3
WDI-CLL

/

Enabled
Ensure desktops ane always powered on

Maver

None
Mo

Mo

Refrash Immediataly

=0
o

Disablad

1
1920x

1200

Disabled
Disabled

o
o5
Use a

naming patsam

VDICLI

Yeox
1,000
1,000

o

<back || Fnish || caneal |

Entitled users and groups can use this pool

l Add... [

Name I

Comain

] Ermail

| =T

Cancel l

15. Enter a name for the users or groups who will be authorized to use View desktops in the pool. Click

Find.

16. Select the appropriate users and group from the list. Click OK.
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Find User or Group
Type: [¥] Users [¥] Groups
Dormain: Entire Directory | ¥
Name/User name: Contains > Login_WSI
Description: Contains 1= [

Find
Displaying the first 100 results that match your criteria. Refine ye

Harme Usar Narma Ernail

Login_VSI_TS

Login_wSI_TS/vdilab

ur search criteria to

Dascription

see additional results.

In Foldar

wdilab-v.localfLogin_

Login_vsSI1i Login_Vsii@vdilab-v Login VST vdilab-v.local/Login_
Legin_VSIio Login_vEI10@vdilab Lagin WS wdilab-v.localfLogin_ [}
Login_WsSIii Login_VSIlli@vdilab: Login VST vdilab-v.local/Login_§8
Login_wsI1z Login_vsI1z@vdilab: Login VST wdilab-v.localfLogin_
Login_VSI13 Login_WSI13@vdilab: Lagin WSI vdilab-v.local/Login_ ['

Cancel

17. When the pool is Enabled and has Entitlements, both the columns will turn green.

= Folder | | = More Commands

rotiem

e = fied Clear Folder: | an - 1 =
o Display Name Sowres User A *Cantes Seever ied | Enabied Sessises
@ vorms oL «Cartar (lnked clon Deficated  vesster.vdivipar om0 w0 Remets, 0 Loca

After the completion of the pool setting, a replica from the parent VM is created and the provisioning of
the desktops as per the pool settings begins.

m
=1}

pr==e et Emmmm&@m <

Desklops—Pouiz
.29.164.100

.29.164.101

.29.164,102

.29.164.103

.29.164.104

.29.164.98

.29.164,99

rEpIu:a Sb?35135~3333-445d -aeed-
VI
VDI-CL2-10
VDI-CL2-100
VI

VI

DI-CL2-1000
DI- CL2 101

Test Setup and Configurations

In this project, we tested a single Cisco UCS B200 M3 blade in a single chassis and fourteen Cisco UCS
B200 M3 blades in two chassis to illustrate linear scalability.

Cisco UCS Test Configuration for Single Blade Scalability

Figure 18 illustrates the Cisco UCS test configuration single-blade scalability.
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Figure 18 Cisco UCS B200 M3 Blade Server for Single Server Scalability

Cisco UCS B200 M3 Blade Server

Single Blade Test Result—155 Users

Wmnmpman  Wesman
urdos urdcs

Hardware components

1 X Cisco UCS B200-M3 (2 X E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB
X 16 DIMMS @ 1666 MHz) Windows 7 SP1 Virtual Desktop hosts

2 X Cisco UCS B250-M2 (2 X 5680 @ 3.333 GHz) blade servers with 96 GB of memory (4 GB X
24 DIMMS @ 1333 MHz) Infrastructure Servers

4 X Cisco UCS B250-M2 (2 X 5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X
48 DIMMS @ 1333 MHz) Load Generators

2 X M81KR (Palo) Converged Network Adapter/Blade (B250 M2)
1X VIC1240 Converged Network Adapter/Blade (B200 M3)

2 X Cisco Fabric Interconnect 6248UPs

2 X Cisco Nexus 5548UP Access Switches

1 X EMC VNX System storage array, two controllers, two Datamovers, 2 x dual port 8GB FC cards,
2 x dual port 10 GbE cards, 4 x 200GB Flash Drives for EMC Fast Cache, 30 x 300GB SAS drives
for VMES datastores, 8 x 600GB SAS Drives for Infrastructure and Boot LUNs and 2 x 300GB SAS
drives and 1 200GB Flash Drive for hot spares

Software components

Cisco UCS firmware 2.1(1a)

Cisco Nexus 1000V virtual distributed switch
VMware ESXi 5.1 for VDI Hosts

Horizon View 5.2

Windows 7 SP1 32 bit, 1vCPU, 1 GB of memory, 18 GB/VM

Cisco UCS Configuration for Two Chassis—Fourteen Blade Test

Figure 19 illustrates the two chassis test configuration.
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Figure 19 Two Chassis Test Configuration-14 x B200 M3 Blade Servers

Cisco UCS B200 M3 Blade Servers
Two Chassis 14-Blades - 2000 Users

= 14 Bladn Sarmr kor Dukrep—e210 1,
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Hardware components

e 14 X Cisco UCS B200-M3 (2 X E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB

X 16 DIMMS @ 1666 MHz) Windows 7 SP1 Virtual Desktop hosts

e 2 X Cisco UCS B250-M2 (2 X 5680 @ 3.333 GHz) blade servers with 96 GB of memory (4 GB X

24 DIMMS @ 1333 MHz) Infrastructure Servers

e 6 X Cisco UCS B250-M2 (2 X 5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X

48 DIMMS @ 1333 MHz) Load Generators
e 2 X MS8I1KR (Palo) Converged Network Adapter/Blade (B250 M2)
e 1X VICI1240 Converged Network Adapter/Blade (B200 M3)
e 2 X Cisco Fabric Interconnect 6248UPs
e 2 X Cisco Nexus 5548UP Access Switches

e 1 XEMC VNX System storage array, two controllers, two Datamovers, 2 x dual port 8§GB FC cards,
2 x dual port 10 GbE cards, 4 x 200GB Flash Drives for EMC Fast Cache, 30 x 300GB SAS drives
for VMES datastores, 8 x 600GB SAS Drives for Infrastructure and Boot LUNs and 2 x 600GB SAS

drives and 1 200GB Flash Drive for hot spares

Software components
e Cisco UCS firmware 2.1(1a)

e (Cisco Nexus 1000V virtual distributed switch
e VMware ESXi 5.1 for VDI Hosts
e Horizon View 5.2

e Windows 7 SP1 32 bit, 1vCPU, 1.5 GB of memory, 18 GB/VM

Testing Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco Labs with joint support from both Cisco

and EMC resources.
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The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics
during the desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user
workload execution (also referred to as steady state), and user logoff for the Hosted VDI model under
test.

Test metrics were gathered from the hypervisor, virtual desktop, storage, and load generation software
to assess the overall success of an individual test cycle. Each test cycle was not considered passing unless
all of the planned test users completed the ramp-up and steady state phases (described below) and unless
all metrics were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results
were found to be relatively consistent from one test to the next.

Within each test environment, load generators were utilized to put demand on the system to simulate
multiple users accessing the Horizon View 5.2 environment and executing a typical end-user workflow.
To generate load within the environment, an auxiliary software application was required to generate the
end user connection to the Horizon View environment, to provide unique user credentials, to initiate the
workload, and to evaluate the end user experience.

In the Hosted VDI test environment, sessions launchers were used simulate multiple users making a
direct connection to Horizon View 5.2 via a VMware Horizon View PColP protocol connection.

User Workload Simulation—LoginVSI From Login Consultants

~

Note

One of the most critical factors of validating a Horizon View deployment is identifying a real-world user
workload that is easy for customers to replicate and standardized across platforms to allow customers to
realistically test the impact of a variety of worker tasks. To accurately represent a real-world user
workload, a third-party tool from Login Consultants was used throughout the Hosted VDI testing.

The tool has the benefit of taking measurements of the in-session response time, providing an objective
way to measure the expected user experience for individual desktop throughout large scale testing,
including login storms.

The Virtual Session Indexer (Login Consultants' Login VSI 3.6) methodology, designed for
benchmarking Server Based Computing (SBC) and Virtual Desktop Infrastructure (VDI) environments
is completely platform and protocol independent and allows customers to easily replicate the testing
results in their environment.

In this testing, we utilized the tool to benchmark our VDI environment only.

e Login VSI calculates an index based on the amount of simultaneous sessions that can be run on a
single machine.

e Login VSI simulates a medium workload user (also known as knowledge worker) running generic
applications such as: Microsoft Office 2007 or 2010, Internet Explorer 8 including a Flash video
applet and Adobe Acrobat Reader (Note: For the purposes of this test, applications were installed
locally, not streamed nor hosted on XenApp).

Like real users, the scripted Login VSI session will leave multiple applications open at the same time.
The medium workload is the default workload in Login VSI and was used for this testing. This workload
emulated a medium knowledge working using Office, IE, printing and PDF viewing.

e When a session has been started the medium workload will repeat every 12 minutes.
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e During each loop the response time is measured every two minutes.

e The medium workload opens up to five apps simultaneously.

e The type rate is 160ms for each character.

e Approximately two minutes of idle time is included to simulate real-world users.
Each loop will open and use:

¢ Outlook 2007/2010, browse 10 messages.

e Internet Explorer, one instance is left open (BBC.co.uk), one instance is browsed to Wired.com,
Lonelyplanet.com and heavy

e 480 p Flash application gettheglass.com.

e Word 2007/2010, one instance to measure response time, one instance to review and edit document.
e Bullzip PDF Printer & Acrobat Reader, the word document is printed and reviewed to PDF.

e Excel 2007/2010, a very large randomized sheet is opened.

e PowerPoint 2007/2010, a presentation is reviewed and edited.

e 7-zip: using the command line version the output of the session is zipped.

A graphical representation of the medium workload is shown below.
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You can obtain additional information on Login VSI from http://www.loginvsi.com.

Testing Procedure

The following protocol was used for each test cycle in this study to help ensure consistent results.
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Pre-Test Setup for Single and Multi-Blade Testing

Test Run Protocol

Success Criteria

e All virtual machines were shut down utilizing the vCenter.

e All Launchers for the test were shut down. They were then restarted in groups of 10 each minute
until the required number of launchers was running with the Login VSI Agent at a "waiting for test
to start" state.

e All VMware ESXi 5.1 VDI host blades to be tested were restarted prior to each test cycle.

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known
as Ramp Up, to complete in 30 minutes. Additionally, we require all sessions started, whether 155 single
server users or 2000 full scale test users to become active within 2 minutes after the session is launched.

For each of the three consecutive runs on single blade (155 User) and 14-blade (2000 User) tests, the
same process was followed:

1. Time 0:00:00 Started ESXtop Logging on the following systems:

© o N & g B~ w N

S N
W NN =2

VDI Host Blades used in test run
Profile Servers used in test run
SQL Servers used in test run

7 or 80 Launcher VMs

Time 0:00:10 Started EMC Basic Performance Logging on SPs

Time 0:00:15 Started EMC NFS Performance Logging on Datamovers

Time 0:05 Take 155 or 2000 desktops out of maintenance mode on Horizon View Admin Console
Time 0:06 First machines boot

Time 0:33 155 or 2000 desktops booted on 1 or 14 blades

Time 0:35 155 or 2000 desktops available on 1 or 14 blades

Time 0:50 Start Login VSI 3.6 Test with 155 or 2000 desktops utilizing 7 or 80 Launchers
Time 1:20 155 or 2000 desktops launched

Time 1:22 155 or 2000 desktops active

Time 1:35 Login VSI Test Ends

Time 1:50 155 or 2000 desktops logged off

Time 2:00 All logging terminated

There were multiple metrics that were captured during each test run, but the success criteria for
considering a single test run as pass or fail was based on the key metric, VSI Max. The Login VSI Max
evaluates the user response time during increasing user load and assesses the successful start-to-finish
execution of all the initiated virtual desktop sessions.
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Login VSI Max

Note

Calculating VSIMax

VSI Max represents the maximum number of users the environment can handle before serious
performance degradation occurs. VSI Max is calculated based on the response times of individual users
as indicated during the workload execution. The user response time has a threshold of 4000ms and all
users response times are expected to be less than 4000ms in order to assume that the user interaction with
the virtual desktop is at a functional level. VSI Max is reached when the response times reaches or
exceeds 4000ms for 6 consecutive occurrences. If VSI Max is reached, that indicates the point at which
the user experience has significantly degraded. The response time is generally an indicator of the host
CPU resources, but this specific method of analyzing the user experience provides an objective method
of comparison that can be aligned to host CPU performance.

In the prior version of Login VSI, the threshold for response time was 2000ms. The workloads and the
analysis have been upgraded in Login VSI 3 to make the testing more aligned to real-world use. In the
medium workload in Login VSI 3.0, a CPU intensive 480p flash movie is incorporated in each test loop.
In general, the redesigned workload would result in an approximate 20 percent decrease in the number
of users passing the test versus Login VSI 2.0 on the same server and storage hardware.

Typically the desktop workload is scripted in a 12-14 minute loop when a simulated Login VSI user is
logged on. After the loop is finished it will restart automatically. Within each loop the response times of
seven specific operations is measured in a regular interval: six times in within each loop. The response
times if these seven operations are used to establish VSImax.

The seven operations from which the response times are measured are:
¢ Copy new document from the document pool in the home drive

— This operation will refresh a new document to be used for measuring the response time. This
activity is mostly a file-system operation.

e Starting Microsoft Word with a document

— This operation will measure the responsiveness of the Operating System and the file system.
Microsoft Word is started and loaded into memory, also the new document is automatically
loaded into Microsoft Word. When the disk I/O is extensive or even saturated, this will impact
the file open dialogue considerably.

e Starting the "File Open" dialogue

— This operation is handled for small part by Word and a large part by the operating system. The
file open dialogue uses generic subsystems and interface components of the OS. The OS
provides the contents of this dialogue.

e Starting "Notepad"

— This operation is handled by the OS (loading and initiating notepad.exe) and by the Notepad.exe
itself through execution. This operation seems instant from an end-user's point of view.

e Starting the "Print" dialogue

— This operation is handled for a large part by the OS subsystems, as the print dialogue is provided
by the OS. This dialogue loads the print-subsystem and the drivers of the selected printer. As a
result, this dialogue is also dependent on disk performance.

e Starting the "Search and Replace" dialogue

— This operation is handled within the application completely; the presentation of the dialogue is
almost instant. Serious bottlenecks on application level will impact the speed of this dialogue.
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e Compress the document into a zip file with 7-zip command line

— This operation is handled by the command line version of 7-zip. The compression will very
briefly spike CPU and disk I/O.

These measured operations with Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations
are specifically short by nature. When such operations are consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
escalate. This effect is clearly visible to end-users. When such operations consistently consume multiple
seconds the user will regard the system as slow and unresponsive.

With Login VSI 3.0 and later it is now possible to choose between 'VSImax Classic' and 'VSImax
Dynamic' results analysis. For these tests, we utilized VSImax Dynamic analysis.

VSImax Dynamic is calculated when the response times are consistently above a certain threshold.
However, this threshold is now dynamically calculated on the baseline response time of the test.

Five individual measurements are weighted to better support this approach:
e Copy new doc from the document pool in the home drive: 100%
e Microsoft Word with a document: 33.3%
e Starting the "File Open" dialogue: 100%
e Starting "Notepad": 300%
e Starting the "Print" dialogue: 200%
e Starting the "Search and Replace" dialogue: 400%
e Compress the document into a zip file with 7-zip command line 200%

A sample of the VSImax Dynamic response time calculation is displayed below:

Activity (RowName) Result (ms) Weight (%) Weighted Result (ms)
Refresh document (RFS) 160 100% 160 ‘
Start Word with new doc (LOAD) 1400 33.3% 467

File Open Dialogue (OPEN) 350 100% 350 ‘
Start Notepad (NOTEPAD) 50 300% 150

Print Dialogue (PRINT) 220 200% 440 ‘
Replace Dialogue (FIND) 10 400% 40

Zip documents (ZIP) 130 200% 230 ‘

VSImax Dynamic Response Time 1837

Then the average VSImax response time is calculated based on the amount of active Login VSI users
logged on to the system. For this the average VSImax response times need to consistently higher than a
dynamically calculated threshold.

To determine this dynamic threshold, first the average baseline response time is calculated. This is done
by averaging the baseline response time of the first 15 Login VSI users on the system.

The formula for the dynamic threshold is: Avg. Baseline Response Time x 125% + 3000. As a result,
when the baseline response time is 1800, the VSImax threshold will now be 1800 x 125% + 3000 =
5250ms.
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Determining VSIMax

Note

Especially when application virtualization is used, the baseline response time can wildly vary per vendor
and streaming strategy. Therefore it is recommend to use VSImax Dynamic when comparisons are made
with application virtualization or anti-virus agents. The resulting VSImax Dynamic scores are aligned
again with saturation on a CPU, Memory or Disk level, also when the baseline response time are
relatively high.

The Login VSI analyzer will automatically identify the "VSImax". In the example below the VSImax is
99. The analyzer will automatically determine "stuck sessions" and correct the final VSImax score.

e Vertical axis: Response Time in milliseconds

e Horizontal axis: Total Active Sessions

Figure 20 Sample Login VSI Analyzer Graphic Output
1|
2000 . ol ¥ ! Am
NGNS 2505 Sy ]

¢ Red line: Maximum Response (worst response time of an individual measurement within a single
session)

e Orange line: Average Response Time within for each level of active sessions
e Blue line: the VSImax average.

e Green line: Minimum Response (best response time of an individual measurement within a single
session)

We discovered a technical issue with the VSIMax dynamic calculation in our testing on Cisco B200 M3
blades where the VSIMax Dynamic was not reached during extreme conditions. Working with Login
Consultants, we devised a methodology to validate the testing without reaching VSIMax Dynamic until
such time as a new calculation is available.

Our Login VSI "pass" criteria, accepted by Login Consultants for this testing is as follows:

e Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by
CPU utilization, Memory utilization, Storage utilization and Network utilization.

e We will use Login VSI to launch version 3.6 medium workloads, including flash.

e Number of Launched Sessions must equal Active Sessions within two minutes of the last session
launched in a test.

e The VMware Horizon View Desktop Administrator will be monitored throughout the steady state to
make sure that:

— All running sessions report In Use throughout the steady state
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— No sessions move to Unregistered or Available state at any time during Steady State

e Within 20 minutes of the end of the test, all sessions on all Launchers must have logged out
automatically and the Login VSI Agent must have shut down.

e  We will publish our CVD with our recommendation following the process above and will note that
we did not reach a VSIMax dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax.

The purpose of this testing is to provide the data needed to validate VMware View 5.2 automated pool,
floating assignment linked clone virtual desktops using ESXi 5.1 and vCenter 5.1 to virtualize Microsoft
Windows 7 SP1 desktops on Cisco UCS B200 M3 blade servers using a EMC VNX5500 storage system.

The information contained in this section provides data points that a customer may reference in
designing their own implementations. These validation results are an example of what is possible under
the specific environment conditions outlined here, and do not represent the full characterization of View
5.2 with VMware vSphere.

Two test sequences, each containing three consecutive test runs generating the same result, were
performed to establish single server performance and multi-server, linear scalability.

One additional series of stress tests on a single blade server was conducted to establish the official Login
VSI Max Score. To reach the Login VSI Max, we ran 195 Medium Workload (with flash) Windows 7
SP1 sessions on a single server. The Login VSI score was achieved on three consecutive runs and is
shown in the next section of the document.

Cisco UCS Test Configuration for Single-Server Scalability Test Results

Note

This section details the results from the View 5.2 Hosted VDI single blade server validation testing. The
primary success criteria used to validate the overall success of the test cycle is an output chart from Login
Consultants' VSI Analyzer Professional Edition, VSIMax Dynamic for the Medium workload (with
Flash.)

We did not reach a VSIMax Dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the single server test at approximately 10% lower user density than prescribed by the Login VSI
Max to achieve a successful pass of the test with server hardware performance in a realistic range.

Additionally, graphs detailing the CPU, Memory utilization and network throughput during peak session
load are also presented. Given adequate storage capability, the CPU utilization determined the maximum
VM density per blade.

The charts below present our recommended maximum Login VSI Medium workload loading on a single
blade server.
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Figure 21
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The following graphs detail CPU, Memory, Disk and Network performance on the Single Cisco UCS
B200-M3 Blades

Figure 22 155 User Single B200 M3 CPU Utilization Boot Phase
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Figure 23 155 User Single B200 M3 Available Memory Boot Phase
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Figure 24 155 User Single B200 M3 Cisco
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Figure 25 155 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps
Read/Write Boot Phase
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Figure 26 155 User Single B200 M3 CPU Core Utilization - Test Phase
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Figure 29 155 User Single B200 M3 Cisco VIC1240 MLOM Mbps Received/Transmitted Test
Phase
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Figure 30 155 User Single B200 M3 Cisco VIC1240 MLOM Mbps Read/Written Test Phase
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The following charts details for VIEW Connection Server performance during the single blade, 155
User test: Boot Phase
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155 User View Connection Server 5.2 CPU Utilization

Figure 31
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155 User View Connection Server 5.2 Available Memory

Figure 32
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155 User View 5.2 - View Connection Total User Time- TEST Phase
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Figure 39 155 User View 5.2 View Connection Server Bytes Sent
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Cisco UCS Test Configuration for 2000 Desktop Two-Cluster Scalability Test

Results

Note

This section details the results from the View 5.2 Hosted VDI seven blade server, two-cluster, 2000 user
validation testing. It demonstrates linear scalability for the system. The primary success criteria used to
validate the overall success of the test cycle is an output chart from Login Consultants' VSI Analyzer
Professional Edition, VSIMax Dynamic for the Medium workload (with Flash.)

We did not reach a VSIMax Dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the multi-server test at an average user density slightly below 143 users per blade across the
system. Two ESX Clusters, each containing seven B200 M3s ran the entire workload. In fact the
fourteen blade test harness provides N+1 server fault tolerance on a system basis to achieve a successful
pass of the test with server hardware performance in a realistic range.

Additionally, graphs detailing the CPU, Memory utilization and network throughput during peak session
load are also presented for a representative blade running 143 user sessions below. We have provided
performance charts for all 14 blades in Appendix B to illustrate this point.

Given adequate storage capability, the blade CPU utilization determined the maximum recommended
VM density per blade for the 2000 user environment.

We also present performance information on key infrastructure virtual machines with the tested blade
data.

For the large scale test, we are including the EMC VNX5500 performance metrics as well.
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Figure 40 2000 Desktop Sessions on VMware ESXi 5.1 below 4000 ms
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco
UCS B200 M3 Blade during the fourteen blade, 2000 User test. (Representative results for all fourteen
blades in one of the vCenter clusters can be found in Appendix B.)

Figure 41 2000 User Single B200 M3 Core CPU Utilization Boot Phase
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Figure 45
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Figure 46

2000 User Single Cisco UCS B200 M3 CPU Utilization Test Phase
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Figure 47 2000 User Single Cisco UCS B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps
Receive/Transmit Test Phase
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Figure 48 2000 User Single Cisco UCS B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter
MBps Read/Write Test Phase
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Figure 49 2000 User Single Cisco UCS B200 M3 Cisco VIC1240 MLOM VIC Mbps
Receive/Transmit Test Phase
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Figure 50 2000 User Single Cisco UCS B200 M3 Cisco Non-Kernel Mbytes Avaaible
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The following charts detail the VNX5500 performance during the fourteen blade, 2000 User test:
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Figure 54 2000 Users EMC VINX5500 SP Utilization Test Phase
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Figure 55 2000 Users EMC VNX5500 SP Queue Lengths Test Phase
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Figure 56 2000 Users EMC VNX5500 SP Total Throughput Test Phase
14000
12000
10000 -+
5000 +
e 5P 4 - Total Throu ghput [10/3)
£000 v
4000 3P B - Total Throughput (10/s)
2000 —
0 T AT I I T I I T I I T I I I T T I
EE2222E2E2E2E2EZEZZ=2Z=2ZZ =
e B N A T T T
4 A4 4 4 4 4 A4 A4 A4 A4 A4 A A A A A A -
w A4 w A4 w0 A w0 A w0 4w A w0 A4 Wwo A Wwo oA
R B A A L s B BELL B T 4
LU I v v v v B B v v B Y o O e R S N T« (O = O 1Y

r Cisco Solution for EMC VSPEX End User Computing



Test Setup and Configurations

2000 Users EMC VINX5500 SP Total Response Time Test Phase

Figure 57

P A4 - Response Time [ms)

Al

3P B- Response Time (ms)

L

18

16
1.4
1.2

1
0.8
0.e

0.4

0.2 -

0 rrrrT

WY TT:0F 6
WY TT:98%6
WY TT:2E6
WY TT:8Z6

=
=T
—
-
=
]
o

WY TT:0Z'6
WY TT:9T6

=
=T
—
-
o
—
o

WY TT:20G
WY TT:F06
WY TT:00'6
WY TT:95%8
WY TT:25%8

=
S
—
=
i}
ko
i}

WY TT:FFE
WY TT:0FE

=
=T
—
!
1
w
®

WY TT:ZEE
WY TT:E8TE

=
S
—
=
=
iz}
i}

WY TT:0Z8
WY TT:9TE

The following charts detail infrastructure server performance during the fourteen blades, 2000 User test:

2000 User View Connection Server 5.2 CPU Utilization Test Phase

Figure 58
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Figure 60
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Figure 62 2000 Users EMC VNX5500 SP Queue Lengths Test Phase
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Figure 63 2000 Users EMC VNX5500 SP Total Throughput Test Phase
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Figure 64 2000 Users EMC VNX5500 SP Total Response Time Test Phase
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The following charts detail infrastructure server performance during the fourteen blades, 2000 User test:
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2000 User View Connection Server 5.2 CPU Utilization Test Phase
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Figure 67 2000 User View Connection Server 5.2 Bytes Received/Second Test Phase
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Figure 68 2000 User View Connection Server 5.2 Bytes Sent/Second Test Phase
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Scalability Considerations and Guidelines

There are many factors to consider when you begin to scale beyond 2000 User, six chassis, 14 VDI host
server configuration, which this reference architecture has successfully tested. In this section we give
guidance to scale beyond the 2000 user system.

Cisco UCS System Configuration Considerations

As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as
tested.

e Cisco UCS 2.1 management software supports up to 20 chassis within a single Cisco UCS domain
on our second generation Cisco UCS Fabric Interconnect 6248 and 6296 models. Our single UCS
domain can grow to 160 half-width blades.

e With Cisco UCS 2.1 management software, released late in November 2012, each Cisco UCS 2.1
Management domain is ostensibly manageable by Cisco UCS Central, our new manager of
managers, vastly increasing the reach of the Cisco UCS system.

Cisco Solution for EMC VSPEX End User Computing
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M Scalability Considerations and Guidelines

e As scale grows, the value of the combined Cisco UCS fabric, Nexus physical switches and Nexus
virtual switches increases dramatically to define the Quality of Services required to deliver excellent
end user experience 100% of the time.

e To accommodate the Cisco Nexus 5500 upstream connectivity in the way we describe in the LAN
and SAN Configuration section, we need four Ethernet uplinks and two Fibre Channel uplinks to be
configured on the Cisco UCS Fabric interconnect. And based on the number of uplinks from each
chassis, we can calculate number of desktops can be hosted in a single Cisco UCS domain.
Assuming eight links per chassis, four to each 6248, scaling beyond 10 chassis would require a pair
of Cisco UCS 6296 fabric interconnects. A 20,000 virtual desktop building block, with its support
infrastructure services can be built out of the RA described in this study with eight links per chassis
and 20 Cisco UCS chassis comprised of seven Cisco UCS B200 M3 VDI blade server and one Cisco
UCS B200 M3 Infrastructure blades servers in each chassis.

Of course, the backend storage has to be scaled accordingly, based on the IOPS considerations as
described in the EMC scaling section. Please refer the EMC section that follows this one for scalability
guidelines.

VMware View 5.2 Considerations

VMware View Composer can create and provision up to 1000 desktops per pool when deployed on
vSphere 4.1 or later. View Composer can also perform a recompose operation on up to 1,000 desktops
at a time. Desktop pool size is limited by the following factors:

e Each desktop pool can contain only one ESX/ESXi cluster.

e With View 5.2 and later and vSphere 5.0 and later, an ESXi cluster can contain more than 8§ ESXi
hosts (up to 32), but you must store the linked-clone replica disks on NFS datastores.

e Each CPU core has compute capacity for 8 to 10 virtual desktops.

A single VMware View Connection server can host up to 2000 simultaneous connections over any
supported connection type. Seven View Connection Servers (5 active plus 2 spares) can host up to 10000
direct, RDP or PColP connections simultaneously. The sever View Connection Server cluster
configuration should not be clustered across WAN links.

VMware View deployments can use VMware HA clusters to guard against physical server failures. With
View 5.2 and later and vSphere 5 and later, if you use View Composer and store replica disks on NFS
datastores, the cluster can contain up to 32 servers, or nodes.

With vCenter 4.1 and 5.0, each vCenter Server can support up to 10,000 virtual machines.

For more information on VMware View 5.2 configuration and guidelines, see Chapter 11 References.

EMC VNX Storage Guidelines for Horizon View 5.2 Provisioned Virtual

Machines

Sizing VNX storage system to meet virtual desktop IOPS requirement is a complicated process. When
an I/O reaches the VNX storage, it is served by several components such as Data Mover (NFS), backend
dynamic random access memory (DRAM) cache, FAST Cache, and disks. To reduce the complexity,
EMC recommends using a building block approach to scale to thousands of virtual desktops.

For more information on storage sizing guidelines to implement virtual desktop infrastructure in VNX
unified storage systems, refer to the EMC white paper "Sizing EMC VNX Series for VDI workload - An
Architectural Guideline".
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VMware ESXi 5.1 Guidelines for Virtual Desktop Infrastructure

In our test environment two adjustments were performed to support our scale:
¢ The amount of memory configured for the Tomcat Maximum memory pool was increased to 3072.
e The cost threshold for parallelism was increased to 15.

For further explanations on a basis for these adjustments and details on how to perform them, refer to
the VMware documentation sited in the References section of this document.

References

This section provides links to additional information for each partner's solution component of this
document.

Cisco Reference Documents

Third-Generation Fabric Computing: The Power of Unification webcast replay

http://tools.cisco.com/gems/cust/customerSite.do?’METHOD=W & LANGUAGE_ID=E&PRIORITY_C
ODE=215011_15&SEMINAR_CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTRY_SITE=
us&POSITION=banner&REFERRING_SITE=go+unified+computing& CREATIVE=carousel+banner+
event+replay

Cisco Unified Computing System Manager Home Page
http://www.cisco.com/en/US/products/ps10281/index.html

Cisco UCS B200 M3 Blade Server Resources
http://www.cisco.com/en/US/partner/products/ps12288/index.html
Cisco UCS 6200 Series Fabric Interconnects
http://www.cisco.com/en/US/partner/products/ps11544/index.html
Cisco Nexus 1000V Series Switches Resources
http://www.cisco.com/en/US/partner/products/ps9902/index.html
Cisco Nexus 5500 Series Switches Resources
http://www.cisco.com/en/US/products/ps9670/index.html
Download Driver Software for Cisco UCS B200 M3 Blade Server

http://software.cisco.com/download/release.html?mdfid=283612660&flowid=22121&softwareid=2836
55658&release=2.1%281a%29&relind=AVAILABLE&rellifecycle=&reltype=latest

Download Cisco UCS Manager and Blade Software Version 2.1(1b)

http://software.cisco.com/download/release.html?mdfid=283612660&flowid=22121&softwareid=2836
55658&release=2.1%281a%29&relind=AVAILABLE&rellifecycle=&reltype=latest

Download Cisco UCS Central Software Version 1.0(1a)

http://software.cisco.com/download/cart.html?imageGuld=8CAAAD77B3A1DB35B157BES4ED109A
4703849F53&i=rs
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VMware View Reference Documents

View 5 Documents

Performance and Best Practices
http://www.vmware.com/files/pdf/view/vmware-horizon-view-best-practices-performance-study.pdf

View 5.2 Architecture and Planning
https://pubs.vmware.com/view-52/topic/com.vmware.ICbase/PDF/horizon-view-52-architecture-planni
ng.pdf

View 5 with PCoIP Network Optimization Guide
http://www.vmware.com/files/pdf/view/VMware-View-5-PColIP-Network-Optimization-Guide.pdf

Virtual Desktop

Windows 7 Optimization Guide
http://www.vmware.com/files/pdf/VMware-View-OptimizationGuideWindows7-EN.pdf

EMC Reference Documents

¢ Sizing EMC VNX Series for VDI Workload - An Architectural Guideline

VMware Reference Documents

e Accessing a vCenter Server using Web access or vSphere Client fails with an SSL certificate error:
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=1021514

e VMware vSphere ESXi and vCenter Server 5 Documentation:
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.upgrade.doc%2FG
UID-200B9E03-D46B-44A9-9B0OE-4863D067CFFF.html

e VMware vCenter Management Webservices features do not function properly:
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=1039180

e VMware® vCenter Server™ 5.1 Database Performance Improvements and Best Practices for
Large-Scale Environments:
http://www.vmware.com/files/pdf/techpaper/VMware-vCenter-DBPerfBestPractices.pdf

e Performance Best Practices for VMware vSphere™ 5.0:
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.1.pdf

Appendix

Click the following link to open the Appendix:
http://www.cisco.com/en/US/docs/unified_computing/ucs/UCS_CVDs/ucs_vspex_vview5.2_2000_app
endix.pdf.
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