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Cisco Solution for EMC VSPEX End User
Computing for 2000 VMware View 5.1.2 Users

1 Overview

Industry trends indicate a vast data center transformation toward shared infrastructures. Enterprise
customers are moving away from silos of information and toward shared infrastructures, to virtualized
environments, and eventually to the cloud to increase agility and reduce costs.

This document reports the results of a study evaluating the scalability of VMware View 5.1 environment
on Cisco UCS B-Series B200 M3 Blade Servers running VMware ESXi 5.1 hypervisor software
connected to an EMC VNX 5500 Storage Array. We utilize second generation Unified Computing
System hardware and software. We provide best practice recommendations and sizing guidelines for
large scale customer deployments of VMware View 5.1 on the Cisco Unified Computing System.

1.1 Solution Component Benefits

Each of the components of the overall solution materially contributes to the value of functional design
contained in this document.

1.1.1 Benefits of Cisco Unified Computing System

T
CISCO.

Cisco Unified Computing System™ is the first converged data center platform that combines
industry-standard, x86-architecture servers with networking and storage access into a single converged
system. The system is entirely programmable using unified, model-based management to simplify and
speed deployment of enterprise-class applications and services running in bare-metal, virtualized, and
cloud computing environments.

Benefits of the Unified Computing System include:
Architectural flexibility
» Cisco UCS B-Series blade servers for infrastructure and virtual workload hosting
e Cisco UCS C-Series rack-mount servers for infrastructure and virtual workload Hosting

» Cisco UCS 6200 Series second generation fabric interconnects provide unified blade, network and
storage connectivity

Corporate Headquarters:
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA

Copyright 2012 Cisco Systems, Inc. All rights reserved.
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* Cisco UCS 5108 Blade Chassis provide the perfect environment for multi-server type,
multi-purpose workloads in a single containment

Infrastructure Simplicity
» Converged, simplified architecture drives increased IT productivity

« Cisco UCS management results in flexible, agile, high performance, self-integrating information
technology with faster ROI

« Fabric Extender technology reduces the number of system components to purchase, configure and
mainta

» Standards-based, high bandwidth, low latency virtualization-aware unified fabric delivers high
density, excellent virtual desktop user-experience

Business Agility

* Model-based management means faster deployment of new capacity for rapid and accurate
scalability

» Scale up to 16 Chassis and up to 128 blades in a single Cisco UCS management domain

e Leverage Cisco UCM Management Packs for System Center 2012 for integrated management

1.1.2 Benefits of Nexus 5548UP

The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity,
and business agility, with support for networking standards. For traditional, virtualized, unified, and
high-performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

¢ Unified ports that support traditional Ethernet, Fibre Channel (FC),and Fibre Channel over Ethernet
(FCoE)

* Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

» Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including:

e Nexus 1000V Virtual Distributed Switch
» Cisco Nexus 2000 FEX
e Adapter FEX
« VM-FEX
Infrastructure Simplicity
* Common high-density, high-performance, data-center-class, fixed-form-factor platform
» Consolidates LAN and storage
* Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 Traffic
* Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE
¢ Reduces management points with FEX Technology
Business Agility
* Meets diverse data center deployments on one platform

e Provides rapid migration and transition for traditional and evolving technologies

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i
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» Offers performance and scalability to meet growing business needs
Specifications At-a-Glance

e A1 rack-unit, 1/10 Gigabit Ethernet switch

» 32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

¢ The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fibre Channel, and
Ethernet or FCoE

e Throughput of up to 960 Gbps

1.1.3 Benefits of EMC VNX Family of Storage Controllers

The EMC VNX Family delivers industry leading innovation and enterprise capabilities for file, block,
and object storage in a scalable, easy-to-use solution. This next-generation storage platform combines
powerful and flexible hardware with advanced efficiency, management, and protection software to meet
the demanding needs of today’s enterprises.

All of this is available in a choice of systems ranging from affordable entry-level solutions to high
performance, petabyte-capacity configurations servicing the most demanding application requirements.
The VNX family includes the VNXe Series, purpose-built for the IT generalist in smaller environments,
and the VNX Series , designed to meet the high-performance, high scalability, requirements of midsize
and large enterprises.

VNXe Series — Simple, Efficient, Affordable

The VNXe Series was designed with the IT generalist in mind and provides an integrated storage system
for small-to-medium businesses as well as remote offices, and departments in larger enterprise
businesses. Starting at less than $8,000, the VNXe series provides true storage consolidation with a
unique application—driven approach that eliminates the boundaries between applications and their
storage.

This simple application-driven approach to managing shared storage makes the VNXe series ideal for
IT generalists/managers and application administrators who may have limited storage expertise. EMC
Unisphere for the VNXe series enables easy, wizard-based provisioning of storage for Microsoft,
Exchange, file shares, iSCSI volumes, VMware, and Hyper-V. VNXe supports tight integration with
VMware to further facilitate efficient management of virtualized environments. Complemented by
Unisphere Remote, the VNXe is also ideal for remote office-branch office (ROBO) deployments.
Built-in efficiency capabilities, such as file de-duplication with compression and thin provisioning result
in streamlined operations and can save up to 50 percent in upfront storage costs. Software packs aimed
at facilitating backup, remote data protection, and disaster recovery include features such as
easy-to-configure application snapshots.

The VNXe series supports high availability by using redundant components — power supplies, fans, and
storage processors — as well as dynamic failover and failback. Additionally, the VNXe series supports
the ability to upgrade system software or hardware while the VNXe system is running. It also delivers
single click access to a world of resources such as comprehensive online documentation, training, and
how-to-videos to expand your knowledge and answer questions.

VNX Series - Simple, Efficient, Powerful

A robust platform for consolidation of legacy block storage, file-servers, and direct-attached application
storage, the VNX series enables organizations to dynamically grow, share, and cost-effectively manage
multi-protocol file systems and multi-protocol block storage access. The VNX Operating environment
enables Microsoft Windows and Linux/UNIX clients to share files in multi-protocol (NFS and CIFS)

environments. At the same time it supports iSCSI, Fiber Channel, and FCoE access for high bandwidth
and latency-sensitive block applications. The combination of EMC Atmos Virtual Edition software and

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users
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VNX storage supports object-based storage and enables customers to manage web applications from
EMC Unisphere. The VNX series next generation storage platform is powered by Intel quad-core Xeon
5600 series with a 6 —Gb/s SAS drive back-end and delivers demonstrable performance improvements
over the previous generation mid-tier storage:

¢ Run Microsoft SQL and Oracle 3x to 10x faster
» Enable 2x system performance in less than 2 minutes —non-disruptively

e Provide up to 10 GB/s bandwidth for data warehouse applications

1.1.4 Benefits of VMware ESXi 5.1

As virtualization is now a critical component to an overall IT strategy, it is important to choose the right
vendor. VMware is the leading business virtualization infrastructure provider, offering the most trusted
and reliable platform for building private clouds and federating to public clouds.

Find out how only VMware delivers on the core requirements for a business virtualization infrastructure
solution.

1. Is built on a robust, reliable foundation

2. Delivers a complete virtualization platform from desktop through the datacenter out to the public
cloud

3. Provides the most comprehensive virtualization and cloud management
4. Integrates with your overall IT infrastructure

5. Is proven over 350,000 customers

And best of all, VMware delivers while providing

6. Low total-cost-of-ownership (TCO)

See what is new in vSphere 5.1 by visiting the following URL:

http://www.vmware.com/files/pdf/products/vsphere/vmware-what-is-new-vsphere51.pdf

1.1.5 Benefits of VMware View 5.1

Simplify desktop and application management while increasing security and control with VMware View.
Deliver a personalized high fidelity experience for end-users across sessions and devices. Enable higher
availability and agility of desktop services unmatched by traditional PCs while reducing the total cost
of desktop ownership up to 50 percent. End-users can enjoy new levels of productivity and the freedom
to access desktops from more devices and locations while giving IT greater policy control.

Automated Desktop Provisioning

VMware View Manager provides a single management tool for greater IT efficiency to provision new
desktops or groups of desktops, and an easy interface for setting desktop policies. Using a template, you
can customize virtual pools of desktops and easily set policies, such as how many virtual machines can
be in a pool, or logoff parameters.

Streamlined Application Management

VMware ThinApp application virtualization separates applications from underlying operating systems
and reduces conflict between the OS and other applications for increased compatibility and streamlined
management. Applications packaged with ThinApp can be run centrally from the datacenter, deployed
locally to physical or virtual desktops or on USB drives for deployment flexibility.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i
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Advanced Virtual Desktop Image Management

VMware View Composer enables the rapid creation of desktop images from a golden image. Updates
are instant and guaranteed across any number of virtual desktops. When combined with ThinApp IT
administrators can reduce the number of total images, storage requirements and operational costs.

Automate Desktop Operations Management

VMware vCenter Operations Manager for View allows administrators to gain insight into desktop and
infrastructure performance, quickly pinpoint and troubleshoot issues. Administrators can optimize
resource utilization, and proactively manage the desktop environment through the management
dashboards. vCenter Operations Manager for View is an optional add-on for View customers.

Built-in Security

Maintain control over data and intellectual property by keeping it secure in the datacenter. Encrypted
protocol traffic provides secure end-users access virtual desktops inside or outside of the corporate
network. Integration with vShield Endpoint enables offloaded and centralized anti-virus and
anti-malware (AV) solutions. This integration helps to eliminate agent sprawl and AV storm issues while
minimizing the risk of malware infection and simplifying AV administration. VMware View also
supports integration with RSA SecurelD for 2-factor authentication requirements.

1.2 Audience

This document describes the architecture and deployment procedures of an infrastructure comprised of
Cisco, EMC, and VMware hypervisor and desktop virtualization products. The intended audience of this
document includes, but is not limited to, sales engineers, field consultants, professional services, IT
managers, partner engineering, and customers who want to deploy the solution described in this
document.

2 Summary of Main Findings

The combination of technologies from Cisco Systems, Inc, VMware and EMC, called Cisco Solutions
for EMC VSPEX End User Computing—produced a highly efficient, robust and scalable Virtual
Desktop Infrastructure (VDI) for a hosted virtual desktop deployment. Key components of the solution
included:

e The combined power of the Unified Computing System, Nexus switching and EMC storage
hardware with VMware ESXi 5.1, and VMware View 5.1 software produces a high density per blade
and per chassis Virtual Desktop delivery system.

e Cisco UCS B200 M3 half-width blade with dual 8-core processors and 256GB of memory running
at 1600 MHz supports 30% more virtual desktop workloads than the previously studied full width
blade using a new medium workload with flash.

» The study design based on two Unified Computing System chassis, each with seven Cisco UCS
B200 M3 blades, each with dual 8-core processors and 256GB of memory running at 1600 MHz and
a Cisco VIC 1240 converged network adapter supports 2000 virtual desktop workloads running the
new medium workload with flash, more than 2.25 times the density of previously studied chassis
with full width blades.

*  We were able to boot the full complement of 2000 virtual desktops (ready to login) in under 20
minutes.

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users
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*  We were able to ramp up (log in and start workloads) to steady state with all 2000 users running a
knowledge worker workload with flash in 30 minutes without pegging the processor, exhausting
memory or storage subsystems.

e Our design provides N+1 server fault tolerance for the 2000 virtual desktop system, making the
design fully fault tolerant from end to end.

» Compared to previous studies with full width blades, the rack space required to support 2000 users
was reduced from 30 Rack Units to 12 Rack Units.

* Pure Virtualization: We continue to present a validated design that is 100% virtualized on ESXi 5.1.
All of the Windows 7 SP1 virtual desktops and supporting infrastructure components, including
vCenter, Active Directory, Profile Servers, SQL Servers, and View 5.1 components were hosted as
virtual servers.

*  We maintain our industry leadership with our new Cisco UCS Manager 2.1(1a) software that makes
scaling simple, consistency guaranteed and maintenance simple.

e Our 10G unified fabric story gets additional validation on second generation 6200 Series Fabric
Interconnects and second generation Nexus 5500 Series access switches as we run more challenging
workload testing, maintaining unsurpassed user response times.

« EMC’s VNX5500 system provides storage consolidation and outstanding efficiency. Both block and
file bases storage resources are available on a single system, utilizing EMC Fast Cache technology.

* VMware View 5.1 with PColP display protocol delivers high-performance desktop experience with
host-rendered flash video and other demanding applications.

3 Architecture

3.1 Hardware Deployed

The architecture deployed is highly modular. While each customers environment might vary in its exact
configuration, once the reference architecture contained in this document is built, it can easily be scaled
as requirements and demands change. This includes scaling both up (adding additional resources within
a Cisco UCS Domain) and out (adding additional Cisco UCS Domains and VNX Storage arrays).

The 2000 User View 5.1 solution includes Cisco networking, Cisco UCS and EMC storage, all of which
fits in two data center racks (one for the EMC VNX and one for the Cisco networking and Cisco UCS
gear.) In fact, there is adequate rack space in the Cisco rack to add blades and chassis to support an
additional 4000 users

This document details the deployment of VMware View 5.1 with Provisioning Server 6.1 on VMware
ESXi 5.0 Update 1. Cisco Nexus 1000V distributed switch manages the three VMware Clusters hosting
the virtual desktops, insuring end to end Quality of Service and ease of management by the network
team.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i
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Figure 1 VMware View 5.1 2000 User Hardware Components
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The reference configuration includes:
* Two Cisco Nexus 5548UP switches with 16-universal port Expansion Modules (Optional)

» Two Cisco UCS 6248 Series Fabric Interconnects with UCS 6200 16-universal port Expansion
Modules (Optional)
* Two Cisco UCS 5108 Blade Server Chassis with two 2204XP IO Modules per chassis

» Fourteen Cisco UCS B200 M3 Blade Servers with Intel E5-2690 processors, 256 GB RAM, and VIC
1240 mezzanine cards for View 5.1 virtual desktops (providing N+1 Server fault tolerance for the
system)
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e One EMC VNX5500 dual controller storage system for HA

» Two Cisco UCS B200 M3 Blade servers with Intel E5S-2650 processors, 96 GB RAM, and VIC 1240
mezzanine card for infrastructure (not shown in the drawing above)

e Four Cisco UCS B250 M2 Blade Servers with Intel Xeon 5680 processors, 96 GB RAM, and
M81KR mezzanine cards for workload launchers (not shown in the drawing above)

The EMC VNX5500 disk shelf, disk and Fast Cache configurations are detailed in Section 5.4 Storage
Architecture Design later in this document.

3.2 Software Revisions

Table 1 Software Used in this Deployment
Compute | Cisco UCS Fabric 2.1 (1a) Embedded
Interconnect Management
Cisco UCS B200 M2 Hardware BIOS
2.1 (1a)
Network Nexus Fabric Switch 5.2(1)N1(1) Operating System
Version
Storage EMC VNX5500 05.32.000.5.008 Operating System
Block Version
7.1.47-5 File
Software Cisco UCS Blade VMware ESXi 5.1 | Operating System
Hosts Version
Cisco Nexus 1000V 4.2(1)SV1(5.2) V|rtu.al Switch .
appliance version

3.3 Configuration Guidelines

The 2000 User View 5.1 solution described in this document provides details for configuring a fully
redundant, highly-available configuration. Configuration guidelines are provided that refer to which
redundant component is being configured with each step, whether that be A or B. For example, SP A and
SP B are used to identify the two EMC VNX storage controllers that are provisioned with this document
while Nexus A and Nexus B identify the pair of Cisco Nexus switches that are configured. The Cisco
UCS Fabric Interconnects are configured similarly.

This document is intended to allow the reader to configure the VMware View 5.1 customer environment
as stand-alone solution.

3.3.1 VLANSs

For the 2000 User View 5.1 solution, we utilized VLANS to isolate and apply access strategies to various
types of network traffic. Table 2 details the VLANS used in this study.
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Table 2 VLANS
VLAN Name VLAN ID Purpose Native
VDA 122 Virtual Desktops No
MGMT 164 ESXi, N1KV | Yes
Management
INFRA 165 Infrastructure VMs No
N1K-Control 167 N1KV Control No
N1K-Packet 168 N1KV Packet No
vMOTION 169 vMotion No
3.3.2 VMware Clusters

We utilized four VMware Clusters to support the solution and testing environment:

e Infrastructure Cluster (vCenter, Active Directory, DNS, DHCP, SQL Clusters, VMware View
Connection Servers, View Composer, and Nexus 1000V Virtual Switch Manager appliances, etc.)

* VDA Clusters (2) (Windows 7 SP1 32-bit pooled virtual desktops; 1000 per cluster per VMware best
practices recommended View 5.1 desktop cluster density.)

» Launcher Cluster (The Login Consultants Login VSI launcher infrastructure was hosted on the same
Cisco UCS Domain sharing switching, but running on local storage.)

4 Infrastructure Components

This section describes all of the infrastructure components used in the solution outlined in this study.

4.1 Cisco Unified Computing System (UCS)

Cisco Unified Computing System is a set of pre-integrated data center components that comprises blade
servers, adapters, fabric interconnects, and extenders that are integrated under a common embedded
management system. This approach results in far fewer system components and much better
manageability, operational efficiencies, and flexibility than comparable data center platforms.

4.1.1 Cisco Unified Computing System Components

Cisco UCS components are shown in Cisco Unified Computing System Components.

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users
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Figure 2 Cisco Unified Computing System Components
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The Cisco Unified Computing System is designed from the ground up to be programmable and
self-integrating. A server’s entire hardware stack, ranging from server firmware and settings to network
profiles, is configured through model-based management. With Cisco virtual interface cards, even the
number and type of I/O interfaces is programmed dynamically, making every server ready to power any
workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration,
associate a model’s service profile with hardware resources and the system configures itself to match the
model. This automation speeds provisioning and workload migration with accurate and rapid scalability.
The result is increased IT staff productivity, improved compliance, and reduced risk of failures due to

inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers
and virtual machines. Virtual networks are now managed exactly as physical networks are, but with
massive scalability. This represents a radical simplification over traditional systems, reducing capital
and operating costs while increasing business agility, simplifying and speeding deployment, and
improving performance.
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4.1.2 Fabric Interconnect

Cisco UCS Fabric Interconnects create a unified network fabric throughout the Cisco UCS. They provide
uniform access to both networks and storage, eliminating the barriers to deploying a fully virtualized
environment based on a flexible, programmable pool of resources.

Cisco Fabric Interconnects comprise a family of line-rate, low-latency, lossless 10-GE, Cisco Data
Center Ethernet, and FCoE interconnect switches. Based on the same switching technology as the Cisco
Nexus 5000 Series, Cisco UCS 6000 Series Fabric Interconnects provide the additional features and
management capabilities that make them the central nervous system of Cisco UCS.

The Cisco UCS Manager software runs inside the Cisco UCS Fabric Interconnects. The Cisco UCS 6000
Series Fabric Interconnects expand the Cisco UCS networking portfolio and offer higher capacity, higher
port density, and lower power consumption. These interconnects provide the management and
communication backbone for the Cisco UCS B-Series Blades and Cisco UCS Blade Server Chassis.

All chassis and all blades that are attached to the Fabric Interconnects are part of a single, highly
available management domain. By supporting unified fabric, the Cisco UCS 6200 Series provides the
flexibility to support LAN and SAN connectivity for all blades within its domain right at configuration
time. Typically deployed in redundant pairs, the Cisco UCS Fabric Interconnect provides uniform access
to both networks and storage, facilitating a fully virtualized environment.

The Cisco UCS Fabric Interconnect family is currently comprised of the Cisco 6100 Series and Cisco
6200 Series of Fabric Interconnects.

Cisco UCS 6248UP 48-Port Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a 1 RU, 10-GE, Cisco Data Center Ethernet,
FCoE interconnect providing more than 1Tbps throughput with low latency. It has 32 fixed ports of Fibre
Channel, 10-GE, Cisco Data Center Ethernet, and FCoE SFP+ ports.

One expansion module slot can be up to sixteen additional ports of Fibre Channel, 10-GE, Cisco Data
Center Ethernet, and FCoE SFP+.

Cisco UCS 6248UP 48-Port Fabric Interconnects were used in this study.

4.1.3 Cisco UCS 2200 Series 10 Module

The Cisco UCS 2100/2200 Series FEX multiplexes and forwards all traffic from blade servers in a
chassis to a parent Cisco UCS Fabric Interconnect over from 10-Gbps unified fabric links. All traffic,
even traffic between blades on the same chassis, or VMs on the same blade, is forwarded to the parent
interconnect, where network profiles are managed efficiently and effectively by the Fabric Interconnect.
At the core of the Cisco UCS Fabric Extender are ASIC processors developed by Cisco that multiplex
all traffic.

Up to two fabric extenders can be placed in a blade chassis.

Cisco UCS 2104 has eight I0GBASE-KR connections to the blade chassis mid-plane, with one
connection per fabric extender for each of the chassis’ eight half slots. This gives each half-slot blade
server access to each of two 10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 4 ports connecting up the fabric interconnect.

Cisco UCS 2208 has thirty-two 10GBASE-KR connections to the blade chassis mid-plane, with one
connection per fabric extender for each of the chassis’ eight half slots. This gives each half-slot blade
server access to each of two 4x10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 8 ports connecting up the fabric interconnect.
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4.1.4 Cisco UCS Chassis

The Cisco UCS 5108 Series Blade Server Chassis is a 6 RU blade chassis that will accept up to eight
half-width Cisco UCS B-Series Blade Servers or up to four full-width Cisco UCS B-Series Blade
Servers, or a combination of the two. The UCS 5108 Series Blade Server Chassis can accept four
redundant power supplies with automatic load-sharing and failover and two Cisco UCS (either 2100 or
2200 series ) Fabric Extenders. The chassis is managed by Cisco UCS Chassis Management Controllers,
which are mounted in the Cisco UCS Fabric Extenders and work in conjunction with the Cisco UCS
Manager to control the chassis and its components.

A single Cisco UCS managed domain can theoretically scale to up to 40 individual chassis and 320 blade
servers. At this time Cisco supports up to 20 individual chassis and 160 blade servers.

Basing the I/0 infrastructure on a 10-Gbps unified network fabric allows the Cisco UCS to have a
streamlined chassis with a simple yet comprehensive set of I/O options. The result is a chassis that has
only five basic components:

e The physical chassis with passive midplane and active environmental monitoring circuitry

* Four power supply bays with power entry in the rear, and hot-swappable power supply units
accessible from the front panel

« FEight hot-swappable fan trays, each with two fans
» Two fabric extender slots accessible from the back panel

» Eight blade server slots accessible from the front panel

4.1.5 Cisco UCS B200 M3 Blade Server

Cisco UCS B200 M3 is a third generation half-slot, two-socket Blade Server. The Cisco UCS B200 M3
harnesses the power of the latest Intel® Xeon® processor E5S-2600 product family, with up to 384 GB
of RAM (using 16-GB DIMMs), two optional SAS/SATA/SSD disk drives, and up to dual 4x 10 Gigabit
Ethernet throughput, utilizing our VIC 1240 LAN on motherboard (LOM) design. The Cisco UCS B200
M3 further extends the capabilities of Cisco UCS by delivering new levels of manageability,
performance, energy efficiency, reliability, security, and I/O bandwidth for enterprise-class
virtualization and other mainstream data center workloads.

4.1.6 Cisco UCS VIC1240 Converged Network Adapter

A Cisco® innovation, the Cisco UCS Virtual Interface Card (VIC) 1240 is a 4-port 10 Gigabit Ethernet,
Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the M3 generation of Cisco UCS B-Series Blade Servers. When used in combination with
an optional Port Expander, the Cisco UCS VIC 1240 capabilities can be expanded to eight ports of 10
Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240

supports Cisco Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the
Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization deployment.
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Figure 3 Cisco UCS VIC1240 Converged Network Adapter
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Note  The Cisco UCS VIC1240 virtual interface cards are deployed in the Cisco UCS B-Series B200 M3 blade
servers.

4.2 VMware View

VMware View simplifies desktop and application management while increasing security and control.
View delivers a personalized high fidelity experience for end-users across sessions and devices. It
enables higher availability and agility of desktop services unmatched by traditional PCs while reducing
the total cost of desktop ownership up to 50%. End-users can enjoy new levels of productivity and the
freedom to access desktops from more devices and locations while giving IT greater policy control.
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4.2.1 View Features

View delivers rich, personalized virtual desktops as a managed service from a virtualization platform
built to deliver the entire desktop, including the operating system, applications and data. With VMware
View, desktop administrators virtualize the operating system, applications, and user data and deliver
modern desktops to end-users. Get centralized automated management of these components for
increased control and cost savings. Improve business agility while providing a flexible high performance
desktop experience for end-users, across a variety of network conditions.

The following features of VMware View 5 provide measurable benefits for desktop virtualization.:

» View Media Services for 3D Graphics enables basic 3D applications like Windows Aero, Office
2010 or those requiring OpenGL or DirectX in View desktops without the need for specialized
graphics cards or client devices. (Requires vSphere 5 or later as the platform.)

» View Media Services for Integrated Unified Communications enables an integrated VOIP and View
desktop experience for the end-user with an architecture to provide optimized performance for both
the desktop and unified communication.

* View Persona Management (View Premier editions only) dynamically associates a user persona to
stateless floating desktops. IT administrators can streamline migration from physical to stateless
virtual desktops while preserving user settings

« View Storage Accelerator optimizes storage load by caching common image blocks when reading
virtual desktop images to decrease storage load during boot storms.

* vSphere 5 support ensures that View desktop services run on the industry’s most complete and
robust cloud infrastructure platform for flexible, reliable IT services.

e PColIP Extension Services allow WMI based tools to collect over 20 session statistics for
monitoring, trending and troubleshooting end-user support issues.

» PColP Optimization Controls deliver protocol efficiency and enables IT administrators to configure
the bandwidth settings by use case, user or network requirements to consume up to 75 percent less
bandwidth.

* PColP Continuity Servicesdeliver a seamless end-user experience regardless of network reliability
by detecting interruptions and automatically reconnecting the session

4.2.2 Enhancements in View 5.1

VMware View 5.1 continues to build upon the advancements released in View 5. TCO was further
reduced by optimizing storage reads, improved desktop migration and large scale management, and
further enhanced the user-experience with lower bandwidth and client diversity.

Lower Total Cost of Ownership

Storage Optimization—New in View 5.1, View Storage Accelerator is a technology that reduces storage
loads generated by peak VDI storage reads caching the common blocks of desktop images into local host
memory. The Accelerator leverages a VMware vSphere (version 5.0 or later) platform feature called
Content Based Read Cache (CBRC) implemented inside the ESX/ESXi hypervisor. When enabled for
specific VMs, the host hypervisor scans the storage disk blocks to generate digests of the block contents.
When these blocks are read into the hypervisor, they are cached in the host based CBRC. Subsequent
reads of blocks with the same digest will be served from the in-memory cache directly. This significantly
improves the desktop performance, especially during boot storms or anti-virus scanning storms when a
large number of blocks with identical contents are read.
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Simplify Desktop Management and Deployment

View Persona Management—To help with physical to virtual desktop migrations, View Persona
Management has been extended to physical desktops. his new feature also enables Windows XP to
Windows 7 migration. The View Persona Management agent can be installed without the VMware View
agent on physical desktops belonging to the same licensed VMware View desktop end-users.

During a physical to virtual migration, an administrator can first install View Persona Management on
the physical desktop. When the same user uses a virtual desktop with Persona Management enabled, user
data and settings are automatically synchronized. We also extend Persona Management to support a
one-time Windows XP to Windows 7 migration.

VMware vCenter Operations for View—New for VMware View 5.1, we have integrated with our
management products to give you VMware vCenter Operations (vCOps) Manager for View. Optimized
for virtual desktop deployments, VMware vCenter Operations Manager for View provides end-to-end
monitoring of desktops and users, displayed with user friendly dashboards, to help identify,
troubleshoot, and trend potential issues.

View Administrator Enhancements—Some customers deploy VMware View in a restrictive
environment in which write access to the Active Directory is prohibited. In this new version of View, an
administrator can set a configuration option to reuse existing machine accounts in AD during the
provisioning process.

As the numbers of VMware View deployments grow, our customers are expanding the scale of their
View virtual desktop programs. Enhancements made in VMware View 5.1, make management at scale
easier. VMware View Composer server in View 5.1 can be installed in a standalone server. An
administrator can also configure VMware View Connection Server (via vdmadmin command line tool)
to log events in syslog rather than a database.

Last but not least, View Admin UI response time has been greatly improved in a large-scale
environment.

View Administrator Language Support—To serve a growing international customer base, the View
Admin Ul is localized to five major non-English languages: French, German, Japanese, Korean, and
Simplified Chinese.

Create the Best End-User Experience

USB Enhancements —The USB redirect feature for the Windows client has been reworked. The new USB
feature no longer requires device driver to be installed on the client side. A generic USB arbitrator is
implemented on the client side, while a proper USB hub is implemented in the agent. This allows
VMware View to support a much broader range of USB devices while supporting fine-grained remote
device policy (e.g. enable/disable mass storage file copy) even on multi-function USB devices.

RADIUS Support—Based on customer feedback, the security authentication support in VMware View
has been extended to other two-factor authentication vendors leveraging a RADIUS client in the View
5.1 Connection Server. This gives you more choice when implementing single sign-on or security tokens
into your virtual desktops.

Continued PColIP Enhancements—Continuous enhancements the PColP remote protocol have been
made following the significant progress made in version 5.0. The optimal remote protocol performance
cannot be achieved with code improvement alone. To help customers make the right choice in protocol
with proper performance tuning, we published a white paper comparing the tuning and test results of all
state-of-the-art remote protocols:
http://www.vmware.com/files/pdf/techpaper/PColPvHDXsinglesession03-05-12.pdf.

4.2.3 VMware View 5.1 Hosted Virtual Desktop (HVD) Overview

Hosted Virtual Desktop (HVD) uses a hypervisor to host all the desktops in the data center.
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Three types of HVD pools are available with View 5.1: Automated, Manual, and Terminal Services
Pools. These pool types are discussed below.

» Automated HVD pools use View Composer to create some number of HVDs. HVD users can be
assigned as floating or dedicated users. Floating users will be assigned randomly to HVDs as they
log on. Once the user logs off, the HVD is available for any other user. Dedicated user assignments
insure that a user is provided the same HVD each time he or she connects to the View Connection
server. Automated pools can utilize the PColP protocol and View Persona Management.

» Automated HVD pools can create two types of HVDs: Full virtual machines created from a vCenter
template or View Composer linked clones which share the same base image and use less storage.

e Manual HVD pools provide access to an existing set of HVDs. Any type of machine that can install
the View Agent is supported. Examples could include vCenter virtual machines, physical machines,
or blade PCs. Manual pools support the PCoIP protocol, View Persona Management, and Local
Mode.

¢ Microsoft Terminal Services Pools provide Terminal Services sessions as desktops to View users.
The View Connection Server manages these sessions in the same way it does for Automated or
Manual HVD pools. Terminal Services Pools support View Persona Management.

For this study, we utilized Automated HVD pools with floating user assignments and View Composer
linked clones over the PColIP protocol.

View Persona Manager was not deployed.

The following figure shows the logical architecture for a View 5.1 deployment, including the optional
related product, Thin App. Thin App provides application streaming capability and is not included in
this study.
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Figure 4 VMware View 5 Architecture Diagram
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4.3 EMC VNX Series

The VNX series delivers uncompromising scalability and flexibility for the mid-tier while providing
market-leading simplicity and efficiency to minimize total cost of ownership. Customers can benefit
from VNX features as follows:

» Next-generation unified storage, optimized for virtualized applications.

» Extended cache by using Flash drives with Fully Automated Storage Tiering for Virtual Pools
(FAST VP) and FAST Cache that can be optimized for the highest system performance and lowest
storage cost simultaneously on both block and file.

» Multiprotocol supports for file, block, and object with object access through EMC Atmos™ Virtual
Edition (Atmos VE).

e Simplified management with EMC Unisphere™ for a single management framework for all NAS,
SAN, and replication needs.

» Up to three times improvement in performance with the latest Intel Xeon multicore processor
technology, optimized for Flash.

* 6 Gb/s SAS back end with the latest drive technologies supported:

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



4 Infrastructure Components ||

— 3.5”100 GB and 200 GB Flash, 3.5” 300 GB, and 600 GB 15k or 10k rpm SAS, and 3.5” 1 TB,
2 TB and 3 TB 7.2k rpm NL-SAS

— 2.57100 GB and 200 GB Flash, 300 GB, 600 GB and 900 GB 10k rpm SAS

» Expanded EMC UltraFlex™ [/O connectivity—Fibre Channel (FC), Internet Small Computer
System Interface (iSCSI), Common Internet File System (CIFS), network file system (NFS)
including parallel NFS (pNFS), Multi-Path File System (MPFS), and Fibre Channel over Ethernet
(FCoE) connectivity for converged networking over Ethernet.

The VNX series includes five software suites and three software packs that make it easier and simpler
to attain the maximum overall benefits.

Software suites available:

¢ VNX FAST Suite—Automatically optimizes for the highest system performance and the lowest
storage cost simultaneously (FAST VP is not part of the FAST Suite for VNX5100™).

* VNX Local Protection Suite—Practices safe data protection and repurposing.
¢ VNX Remote Protection Suite—Protects data against localized failures, outages, and disasters.
¢ VNX Application Protection Suite—Automates application copies and proves compliance.

e VNX Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious
activity.

Software packs available:
¢ VNX Total Efficiency Pack—Includes all five software suites (not available for VNX5100).
* VNX Total Protection Pack—Includes local, remote, and application protection suites.

* VNX Total Value Pack—Includes all three protection software suites and the Security and
Compliance Suite (VNX5100 exclusively supports this package).

4.3.1 EMC VNXS5500 Used in Testing

EMC VNX 5500 is a unified storage platform for multi-protocol file, block and object storage. It is
powered by Intel quad-core Xeon 5500 series processors and delivers five 9’s availability. It is designed
to deliver maximum performance and scalability for enterprise and mid-tier companies, enabling them
to dramatically grow, share, and cost-effectively manage multi-protocol file and block systems. It
supports up to 250 drives and three X-Blades (also known as Data Movers) for file protocol support.
This solution was validated Fibre Channel for hypervisor SAN boot, data storage of virtual desktops,
SQL database, and infrastructure virtual machines such as VMware View Composer, View Connection
Server, VMware vCenter Servers, and other supporting services. An NFS or iSCSI variant could be
deployed on the VNX5500 using NFS or iSCSI for data storage of virtual desktops.

4.4 VMware ESXi 5.1

VMware, Inc. provides virtualization software. VMware’s enterprise software hypervisors for
servers—VMware vSphere ESX, VMware vSphere ESXi, and VSphere—are bare-metal hypervisors
that run directly on server hardware without requiring an additional underlying operating system.
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4.4.1 VMware on ESXi 5.1 Hypervisor

ESXi 5.1 is a "bare-metal" hypervisor, so it installs directly on top of the physical server and partitions
it into multiple virtual machines that can run simultancously, sharing the physical resources of the
underlying server. VMware introduced ESXi in 2007 to deliver industry-leading performance and
scalability while setting a new bar for reliability, security and hypervisor management efficiency.

Due to its ultra-thin architecture with less than 100MB of code-base disk footprint, ESXi delivers
industry-leading performance and scalability plus:

* Improved Reliability and Security — with fewer lines of code and independence from general
purpose OS, ESXi drastically reduces the risk of bugs or security vulnerabilities and makes it easier
to secure your hypervisor layer.

e Streamlined Deployment and Configuration — ESXi has far fewer configuration items than ESX,
greatly simplifying deployment and configuration and making it easier to maintain consistency.

+ Higher Management Efficiency — The API-based, partner integration model of ESXi eliminates
the need to install and manage third party management agents. You can automate routine tasks by
leveraging remote command line scripting environments such as vCLI or PowerCLI.

« Simplified Hypervisor Patching and Updating — Due to its smaller size and fewer components,
ESXi requires far fewer patches than ESX, shortening service windows and reducing security
vulnerabilities.

4.5 Modular Virtual Desktop Infrastructure Technical Overview

4.5.1 Modular Architecture

Today’s IT departments are facing a rapidly-evolving workplace environment. The workforce is
becoming increasingly diverse and geographically distributed and includes offshore contractors,
distributed call center operations, knowledge and task workers, partners, consultants, and executives
connecting from locations around the globe at all times.

An increasingly mobile workforce wants to use a growing array of client computing and mobile devices
that they can choose based on personal preference. These trends are increasing pressure on IT to ensure
protection of corporate data and to prevent data leakage or loss through any combination of user,
endpoint device, and desktop access scenarios. These challenges are compounded by desktop refresh
cycles to accommodate aging PCs and bounded local storage and migration to new operating systems,
specifically Microsoft Windows 7.
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Figure 5 The Evolving Workplace Landscape
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through
increased control and reduced management costs.

4.5.1.1 Cisco Data Center Infrastructure for Desktop Virtualization

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a
simplified, secure, and scalable desktop virtualization platform.
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4.5.1.2 Simplified

Figure 6 VMware View 5.1 on Cisco Unified Computing System
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Cisco UCS provides a radical new approach to industry standard computing and provides the heart of
the data center infrastructure for desktop virtualization and the Cisco Virtualization Experience (VXI).
Among the many features and benefits of Cisco UCS are the drastic reductions in the number of servers
needed and number of cables per server and the ability to very quickly deploy or re-provision servers
through Cisco UCS Service Profiles. With fewer servers and cables to manage and with streamlined
server and virtual desktop provisioning, operations are significantly simplified. Thousands of desktops
can be provisioned in minutes with Cisco Service Profiles and Cisco storage partners’ storage-based
cloning. This speeds time to productivity for end users, improves business agility, and allows IT
resources to be allocated to other tasks.

IT tasks are further simplified through reduced management complexity, provided by the highly
integrated Cisco UCS Manager, along with fewer servers, interfaces, and cables to manage and maintain.
This is possible due to the industry-leading, highest virtual desktop density per blade of Cisco UCS
along with the reduced cabling and port count due to the unified fabric and unified ports of Cisco UCS
and desktop virtualization data center infrastructure.

Simplification also leads to improved and more rapid success of a desktop virtualization
implementation. Cisco and its partners —VMware and EMC — have developed integrated, validated
architectures, including available pre-defined, validated infrastructure packages, known as Cisco
Solutions for EMC VSPEX.

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



4.5.1.3 Secure

4.5.1.4 Scalable

4 Infrastructure Components ||

While virtual desktops are inherently more secure than their physical world predecessors, they introduce
new security considerations. Desktop virtualization significantly increases the need for virtual
machine-level awareness of policy and security, especially given the dynamic and fluid nature of virtual
machine mobility across an extended computing infrastructure. The ease with which new virtual
desktops can proliferate magnifies the importance of a virtualization-aware network and security
infrastructure. Cisco UCS and Nexus data center infrastructure for desktop virtualization provides
stronger data center, network, and desktop security with comprehensive security from the desktop to the
hypervisor. Security is enhanced with segmentation of virtual desktops, virtual machine-aware policies
and administration, and network security across the LAN and WAN infrastructure.

Growth of a desktop virtualization solution is all but inevitable and it is critical to have a solution that
can scale predictably with that growth. The Cisco solution supports more virtual desktops per server and
additional servers scale with near linear performance. Cisco data center infrastructure provides a flexible
platform for growth and improves business agility. Cisco UCS Service Profiles allow for on-demand
desktop provisioning, making it easy to deploy dozens or thousands of additional desktops.

Each additional Cisco UCS blade server provides near linear performance and utilizes Cisco’s dense
memory servers and unified fabric to avoid desktop virtualization bottlenecks. The high performance,
low latency network supports high volumes of virtual desktop traffic, including high resolution video
and communications.

Cisco Unified Computing System and Nexus data center infrastructure is an ideal platform for growth,
with transparent scaling of server, network, and storage resources to support desktop virtualization.

4.5.1.5 Savings and Success

As demonstrated above, the simplified, secure, scalable Cisco data center infrastructure solution for
desktop virtualization will save time and cost. There will be faster payback, better ROI, and lower TCO
with the industry’s highest virtual desktop density per server, meaning there will be fewer servers
needed, reducing both capital expenditures (CapEx) and operating expenditures (OpEx). There will also
be much lower network infrastructure costs, with fewer cables per server and fewer ports required, via
the Cisco UCS architecture and unified fabric.

The simplified deployment of Cisco Unified Computing System for desktop virtualization speeds up
time to productivity and enhances business agility. IT staff and end users are more productive more
quickly and the business can react to new opportunities by simply deploying virtual desktops whenever
and wherever they are needed. The high performance Cisco systems and network deliver a near-native
end-user experience, allowing users to be productive anytime, anywhere.

4.5.2 Understanding Desktop User Groups

There must be a considerable effort within the enterprise to identify desktop user groups and their
memberships. The most broadly recognized, high level user groups are:

» Task Workers—Groups of users working in highly specialized environments where the number of
tasks performed by each worker is essentially identical. These users are typically located at a
corporate facility (for example, call center employees).
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+ Knowledge/Office Workers—Groups of users who use a relatively diverse set of applications that
are Web-based and installed and whose data is regularly accessed. They typically have several
applications running simultaneously throughout their workday and a requirement to utilize Flash
video for business purposes. This is not a singular group within an organization. These workers are
typically located at a corporate office (for example, workers in accounting groups).

e Power Users—Groups of users who run high-end, memory, processor, disk 10, and/or
graphic-intensive applications, often simultaneously. These users have high requirements for
reliability, speed, and real-time data access (for example, design engineers).

* Mobile Workers—Groups of users who may share common traits with Knowledge/Office Workers,
with the added complexity of needing to access applications and data from wherever they
are—whether at a remote corporate facility, customer location, at the airport, at a coffee shop, or at
home—all in the same day (for example, a company’s outbound sales force).

* Remote Workers—Groups of users who could fall into the Task Worker or Knowledge/Office
Worker groups but whose experience is from a remote site that is not corporate owned, most often
from the user’s home. This scenario introduces several challenges in terms of type, available
bandwidth, and latency and reliability of the user’s connectivity to the data center (for example, a
work-from-home accounts payable representative).

¢ Guest/Contract Workers—Groups of users who need access to a limited number of carefully
controlled enterprise applications and data and resources for short periods of time. These workers
may need access from the corporate LAN or remote access (for example, a medical data
transcriptionist).

There is good reason to search for and identify multiple sub-groups of the major groups listed above in
the enterprise. Typically, each sub-group has different application and data requirements.

4.5.3 Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI
planning exercise, but is essential for the VDI project’s success. If the applications and data are not
identified and co-located, performance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be
complicated by the inclusion cloud applications, like SalesForce.com. This application and data analysis
is beyond the scope of this Cisco Validated Design, but should not be omitted from the planning process.
There are a variety of third party tools available to assist organizations with this crucial exercise.

4.5.4 Project Planning and Solution Sizing Sample Questions
Now that user groups, their applications and their data requirements are understood, some key project
and solution sizing questions may be considered.
General project questions should be addressed at the outset, including:

» Hasa VDI pilot plan been created based on the business analysis of the desktop groups, applications
and data?

e Is there infrastructure and budget in place to run the pilot program?
» Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
* Do we have end user experience performance metrics identified for each desktop sub-group?

« How will we measure success or failure?
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*  What is the future implication of success or failure?

Provided below is a short, non-exhaustive list of sizing questions that should be addressed for each user
sub-group:

*  What is the desktop OS planned? Windows 7 or Windows XP?

e 32 bit or 64 bit desktop OS?

¢ How many virtual desktops will be deployed in the pilot? In production? All Windows 7?

e How much memory per target desktop group desktop?

e Are there any rich media, Flash, or graphics-intensive workloads?

*  What is the end point graphics processing capability?

«  Will Remote Desktop Services be used for Hosted Shared Server Desktops or exclusively View 5.1?
e Are there ThinApp hosted applications planned? Are they packaged or installed?

« Will Provisioning Server or Machine Creation Services be used for virtual desktop deployment?
¢ What is the hypervisor for the solution?

» What is the storage configuration in the existing environment?

e Are there sufficient IOPS available for the write-intensive VDI workload?

» Will there be storage dedicated and tuned for VDI service?

e Is there a voice component to the desktop?

e Is anti-virus a part of the image?

e Isuser profile management (e.g., non-roaming profile based) part of the solution?

» What is the fault tolerance, failover, disaster recovery plan?

e Are there additional desktop sub-group specific questions?

4.5.5 Proof of Concept

Note

To validate what you have learned during your analysis, create an isolated Proof of Concept environment
to test the various workloads and validate your sizing calculations.

Then create a Pilot environment and get users from each user group who can exercise all of the
organizations key applications. Use the pilot user feedback to further refine you design in preparation
for production roll out.

Failure to follow these key steps will make a successful virtual desktop deployment project nearly
impossible.

4.5.6 Cisco Services

Cisco offers assistance for customers in the analysis, planning, implementation, and support phases of
the VDI lifecycle. These services are provided by the Cisco Advanced Services group. Some examples
of Cisco services include:

e Cisco VXI Unified Solution Support
* Cisco VXI Desktop Virtualization Strategy Service
e Cisco VXI Desktop Virtualization Planning and Design Service

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



W 4 Infrastructure Components

4.5.7 The Solution: A Unified, Pre-Tested and Validated Infrastructure

To meet the challenges of designing and implementing a modular desktop infrastructure, Cisco,
VMware, and EMC have collaborated to create the data center solution for virtual desktops outlined in
this document.

Key elements of the solution include:

A shared infrastructure that can scale easily

A shared infrastructure that can accommodate a variety of virtual desktop workloads

4.6 Cisco Networking Infrastructure

This section describes the Cisco networking infrastructure components used in the configuration.

4.6.1 Cisco Nexus 5548 Switch

The Cisco Nexus 5548UP is a 1-RU 10 Gigabit Ethernet, Fibre Channel, and FCoE switch offering up
to 960 Gbps of throughput and up to 48 ports. The switch has 32 unified ports that accept modules and
cables meeting the Small Form-Factor Pluggable Plus (SFP+) standard and one expansion slot.
Expansion slot options include:

Ethernet module that provides sixteen 1/10 Gigabit Ethernet and FCoE ports using the SFP+
interface.

Fibre Channel plus Ethernet module that provides eight 1/10 Gigabit Ethernet and FCoE ports using
the SFP+ interface, and eight ports of 8/4/2/1-Gbps native Fibre Channel connectivity using the
SFP+/SFP interface.

Unified port module that provides up to sixteen 1/10 Gigabit Ethernet and FCoE ports using the
SFP+ interface or up to sixteen ports of 8/4/2/1-Gbps native Fibre Channel connectivity using the
SFP+ and SFP interfaces; the use of 1/10 Gigabit Ethernet or 8/4/2/1-Gbps Fibre Channel on a port
is mutually exclusive but can be selected for any of the 16 physical ports per module.

Four port QSFP Ethernet module that provides 4 40 Gigabit Ethernet ports using QSFP interface.

The switch has a single serial console port and a single out-of-band 10/100/1000-Mbps Ethernet
management port. Two N+1 redundant, hot-pluggable power supplies and five N+1 redundant,
hot-pluggable fan modules provide highly reliable front-to-back cooling.

4.6.2 Cisco Nexus 5500 Series Feature Highlights

The switch family's rich feature set makes the series ideal for rack-level, access-layer applications. It
protects investments in data center racks with standards-based Ethernet and FCoE features that allow IT
departments to consolidate networks based on their own requirements and timing.

The combination of high port density, wire-speed performance, and extremely low latency makes
the switch an ideal product to meet the growing demand for 10 Gigabit Ethernet at the rack level.
The switch family has sufficient port density to support single or multiple racks fully populated with
blade and rack-mount servers.

Built for today‘s data centers, the switches are designed just like the servers they support. Ports and
power connections are at the rear, closer to server ports, helping keep cable lengths as short and
efficient as possible. Hot-swappable power and cooling modules can be accessed from the front
panel, where status lights offer an at-a-glance view of switch operation. Front-to-back cooling is
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consistent with server designs, supporting efficient data center hot-aisle and cold-aisle designs.
Serviceability is enhanced with all customer replaceable units accessible from the front panel. The
use of SFP+ ports offers increased flexibility to use a range of interconnect solutions, including
copper for short runs and fibre for long runs.

* FCoE and IEEE data center bridging features support I/O consolidation, ease management of
multiple traffic flows, and optimize performance. Although implementing SAN consolidation
requires only the lossless fabric provided by the Ethernet pause mechanism, the Cisco Nexus 5500
Series switches provide additional features that create an even more easily managed,
high-performance, unified network fabric.

4.6.2.1 Features and Benefits

The following sections detail the specific features and benefits provided by the Cisco Nexus 5500 Series.

4.6.2.2 10GB Ethernet, FCoE, and Unified Fabric Features

4.6.2.3 Low Latency

The Cisco Nexus 5500 Series is first and foremost a family of outstanding access switches for 10 Gigabit
Ethernet connectivity. Most of the features on the switches are designed for high performance with 10
Gigabit Ethernet. The Cisco Nexus 5500 Series also supports FCoE on each 10 Gigabit Ethernet port
that can be used to implement a unified data center fabric, consolidating LAN, SAN, and server
clustering traffic.

The cut-through switching technology used in the Cisco Nexus 5500 Series ASICs enables the product
to offer a low latency of 3.2 microseconds, which remains constant regardless of the size of the packet
being switched. This latency was measured on fully configured interfaces, with access control lists
(ACLs), QoS, and all other data path features turned on. The low latency on the Cisco Nexus 5500 Series
enables application-to-application latency on the order of 10 microseconds (depending on the NIC).
These numbers, together with the congestion management features described in the next section, make
the Cisco Nexus 5500 Series a great choice for latency-sensitive environments.

Other features include: Nonblocking Line-Rate Performance, Single-Stage Fabric, Congestion
Management, Virtual Output Queues, Lossless Ethernet (Priority Flow Control), Delayed Drop FC over
Ethernet, Hardware-Level I/0O Consolidation, and End-Port Virtualization.

4.6.3 Cisco Nexus 1000V Feature Highlights

Cisco Nexus 1000V Series Switches are virtual machine access switches that are an intelligent software
switch implementation based on IEEE 802.1Q standard for VMware vSphere environments running the
Cisco® NX-OS Software operating system. Operating inside the VMware ESX hypervisor, the Cisco
Nexus 1000V Series supports Cisco VN-Link server virtualization technology to provide:

* Policy-based virtual machine connectivity
¢ Mobile virtual machine security and network policy
» Non-disruptive operational model for server virtualization and networking teams

With the Cisco Nexus 1000V Series, you can have a consistent networking feature set and provisioning
process all the way from the virtual machine access layer to the core of the data center network
infrastructure. Virtual servers can now use the same network configuration, security policy, diagnostic
tools, and operational models as their physical server counterparts attached to dedicated physical
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network ports. Virtualization administrators can access pre-defined network policy that follows mobile
virtual machines to help ensure proper connectivity, saving valuable time for virtual machine
administration.

Developed in close collaboration with VMware, the Cisco Nexus 1000V Series is certified by VMware
to be compatible with VMware vSphere, vCenter, ESX, and ESXi, and with many other vSphere
features. You can use the Cisco Nexus 1000V Series to manage your virtual machine connectivity with
confidence in the integrity of the server virtualization infrastructure.

The Cisco Nexus 1000V Release 2.1 software onwards, is being offered in two editions:

e Cisco Nexus 1000V Essential Edition: This is available at no cost and provides most of the
comprehensive Layer 2 networking features of the Cisco Nexus 1000V Series, including VXLAN,
Cisco vPath for service insertion and chaining, and VMware vCloud Director integration.

e Cisco Nexus 1000V Advanced Edition: This version offers value-added security features such as
Domain Host Control Protocol (DHCP) snooping, IP source guard, Dynamic Address Resolution
Protocol (ARP) Inspection, and Cisco TrustSec® Secure Group Access (SGA) support (a new
feature in Release 2.1). The Cisco VSG zone-based virtual firewall is also included in the Advanced
Edition.

4.6.3.1 Cisco Nexus 1000V Product Architecture

Cisco Nexus 1000V Series Switches have two major components: the Virtual Ethernet Module (VEM),
which runs inside the hypervisor, and the external Virtual Supervisor Module (VSM), which manages
the VEMs.

Virtual Ethernet Module (VEM)

The Cisco Nexus 1000V Series VEM runs as part of the VMware ESX or ESXi kernel and replaces the
VMware virtual switch (vSwitch). This level of integration helps ensure that the Cisco Nexus 1000V
Series is fully aware of all server virtualization events, such as VMware vMotion and Distributed
Resource Scheduler (DRS). The VEM takes configuration information from the VSM and provides
advanced networking functions: quality of service (QoS), security features, and monitoring features.

Virtual Supervisor Module (VSM)

The Cisco Nexus 1000V Series VSM controls multiple VEMs as one logical modular switch.
Configuration is performed through the VSM and is automatically propagated to the VEMs. Instead of
configuring soft switches inside the hypervisor on a host-by-host basis administrators can define
configurations for immediate use on all VEMs being managed by the VSM from a single interface.

4.6.3.3 Product Architecture

The Cisco Nexus 1000V Series Switch has two major components: the Virtual Ethernet Module (VEM),
which runs inside the hypervisor, and the external Virtual Supervisor Module (VSM), which manages
the VEMs (Cisco Nexus 1000V Series Architecture)

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



4 Infrastructure Components ||

Figure 7 Cisco Nexus 1000V Series Architecture
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Virtual Ethernet Module

The Cisco Nexus 1000V Series VEM runs as part of the VMware ESX or ESXi kernel and replaces the
VMware Virtual Switch functionality. The VEM uses the VMware vNetwork Distributed Switch (vDS)
API, which was developed jointly by Cisco and VMware, to provide advanced networking capability to
virtual machines. This level of integration helps ensure that the Cisco Nexus 1000V Series is fully aware
of all server virtualization events, such as VMware VMotion and Distributed Resource Scheduler (DRS).
The VEM takes configuration information from the VSM and performs Layer 2 switching and advanced
networking functions:

e PortChannels

e Quality of service (QoS)

» Security: Private VLAN, access control lists (ACLs), and port security

e Monitoring: NetFlow, Switch Port Analyzer (SPAN), and Encapsulated Remote SPAN (ERSPAN)

In the event of loss of communication with the VSM, the VEM has Nonstop Forwarding (NSF)
capability to continue to switch traffic based on the last known configuration. Thus, the VEM provides
advanced switching with data center reliability for the server virtualization environment.

Virtual Supervisor Module

The Cisco Nexus 1000V Series VSM controls multiple VEMs as one logical modular switch. Instead of
physical line-card modules, the VSM supports multiple VEMs running in software inside the physical
servers. Configuration is performed through the VSM and is automatically propagated to the VEMs.
Instead of configuring soft switches inside the hypervisor on a host-by-host basis, administrators can
define configurations for immediate use on all VEMs being managed by the VSM, from a single
interface.
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By using the capabilities of Cisco NX-OS, the Cisco Nexus 1000V Series provides:

» Flexibility and scalability: port profiles, a new Cisco NX-OS feature, provides configuration of
ports by category, enabling the solution to scale to a large number of ports. Common software can
run all areas of the data center network, including the LAN and SAN.

» High availability: Synchronized, redundant VSMs enable rapid, stateful failover and help ensure an
always available virtual machine network.

e Manageability: The Cisco Nexus 1000V Series can be accessed through the Cisco command-line
interface (CLI), Simple Network Management Protocol (SNMP), XML API, and CiscoWorks LAN
Management Solution (LMS).

The VSM is also integrated with VMware vCenter Server so that the virtualization administrator can
take advantage of the network configuration in the Cisco Nexus 1000V Series.

4.6.3.4 Features and Benefits

The Cisco Nexus 1000V Series provides a common management model for both physical and virtual
network infrastructures that includes policy-based virtual machine connectivity, mobility of virtual
machine security and network properties, and a non-disruptive operational model.

Policy-Based Virtual Machine Connectivity

To complement the ease of creating and provisioning virtual machines, the Cisco Nexus 1000V Series
includes the Port profile feature to address the dynamic nature of server virtualization from the network’s
perspective (Figure 2). Port profiles enable you to define virtual machine network policies for different
types or classes of virtual machines from the VSM and then apply the profiles to individual virtual
machine virtual NICs (vNICs) through the VMware vCenter GUI for transparent provisioning of
network resources. Port profiles are a scalable mechanism for configuring networks with large numbers
of virtual machines.

Mobility of Virtual Machine Security and Network Properties

Network and security policies defined in the port profile follow the virtual machine throughout its
lifecycle, whether it is being migrated from one server to another (Figure 3), suspended, hibernated, or
restarted. In addition to migrating the policy, the VSM also moves the virtual machine’s network state,
such as the port counters and flow statistics. Virtual machines participating in traffic monitoring
activities, such as Cisco NetFlow or ERSPAN, can continue these activities uninterrupted by VMware
vMotion operations. When a specific port profile is updated, the Cisco Nexus 1000V Series
automatically provides live updates to all of the virtual ports using that same port profile. With the ability
to migrate network and security policies through VMware vMotion, regulatory compliance is much
easier to enforce with the Cisco Nexus 1000V Series, because the security policy is defined in the same
way as physical servers and constantly enforced by the switch.

Non-disruptive Operational Model

Because of its close integration with VMware vCenter Server, the Cisco Nexus 1000V Series allows
virtualization administrators to continue using VMware tools to provision virtual machines. At the same
time, network administrators can provision and operate the virtual machine network the same way they
do the physical network using Cisco CLI and SNMP along with tools such as ERSPAN and NetFlow
(Figure 4). While both teams work independently, using familiar tools, the Cisco Nexus 1000V Series
enforces consistent configuration and policy throughout the server virtualization environment. This
level of integration lowers the cost of ownership while supporting various organizational boundaries
among server, network, security, and storage teams.
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Differentiated Quality of Service

Today, network interfaces are often dedicated to a particular type of traffic, such as VMware Console or
vMotion. With the Cisco Nexus 1000V Series, all the network interface cards (NICs) on the server can
be treated as a single logical channel with QoS attached to each type of traffic. With VMware vSphere
Version 4.1, the Cisco Nexus 1000V Series can even provide different service-level agreements (SLAs)
for production virtual machines. Consequently, the bandwidth to the server can be more efficiently
utilized with virtualization of network-intensive applications.

S Architecture and Design of VMware View 5.1 on Cisco
Unified Computing System and EMC VNX Storage

5.1 Design Fundamentals

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base
of user devices, complexity in management of traditional desktops, security, and even Bring Your Own
Computer (BYOC) to work programs. The first step in designing a virtual desktop solution is to
understand the user community and the type of tasks that are required to successfully execute their role.
The following user classifications are provided:

* Knowledge Workers today do not just work in their offices all day—they attend meetings, visit
branch offices, work from home, and even coffee shops. These anywhere workers expect access to
all of their same applications and data wherever they are.

« External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices
they use and the locations they work from. Consequently, IT is stuck making trade-offs on the cost
of providing these workers a device vs. the security risk of allowing them access from their own
devices.

¢ Task Workers perform a set of well-defined tasks. These workers access a small set of applications
and have limited requirements from their PCs. However, since these workers are interacting with
your customers, partners, and employees, they have access to your most critical data.

* Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by
installing their own applications and storing their own data, such as photos and music, on these
devices.

» Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant
requirement to re-provision desktops with the latest operating systems and applications as the needs
of the organization change, tops the list.

After the user classifications have been identified and the business requirements for each user
classification have been defined, it becomes essential to evaluate the types of virtual desktops that are
needed based on user requirements. There are essentially five potential desktops environments for each
user:

» Traditional PC: A traditional PC is what—typically constituted a desktop environment: physical
device with a locally installed operating system.
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* Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts
through a delivery protocol. With hosted, server-based desktops, a single installed instance of a
server operating system, such as Microsoft Windows Server 2008 R2, is shared by multiple users
simultaneously. Each user receives a desktop "session" and works in an isolated memory space.
Changes made by one user could impact the other users.

* Hosted Virtual Desktop: A hosted virtual desktop is a virtual desktop running either on
virtualization layer (XenServer, Hyper-V or ESX) or on bare metal hardware. The user does not
work with and sit in front of the desktop, but instead the user interacts through a delivery protocol.

» Streamed Applications: Streamed desktops and applications run entirely on the user‘s local client
device and are sent from a server on demand. The user interacts with the application or desktop
directly but the resources may only available while they are connected to the network.

« Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user‘s local
device and continues to operate when disconnected from the network. In this case, the user’s local
device is used as a type 1 hypervisor and is synced with the data center when the device is connected
to the network.

For the purposes of the validation represented in this document only hosted virtual desktops were
validated. Each of the sections provides some fundamental design decisions for this environment.

5.2 Hosted Virtual Desktop (HVD) Design Fundamentals

VMware View 5.1 can be used to deliver a variety of virtual desktop configurations. When evaluating a
HVD deployment, consider the following:

5.2.1 Choosing a Display Protocol

~

Note

A display protocol provides end users with a graphical interface to a View desktop that resides in the
datacenter. You can use PColP (PC-over-IP), which VMware provides, or Microsoft RDP (Remote
Desktop Protocol.)

You can set policies to control which protocol is used or to allow end users to choose the protocol when
they login to a desktop.

For this study, we used the PCoIP protocol.

5.2.1.1 VMware View with PColP

PColP provides an optimized desktop experience for the delivery of the entire desktop environment,
including applications, images, audio, and video content for a wide range of users on the LAN or across
the WAN. PColP can compensate for an increase in latency or a reduction in bandwidth, to ensure that
end users can remain productive regardless of network conditions.

PColP is supported as the display protocol for View desktops with virtual machines and with physical
machines that contain Teradici host cards.

PColP Features
Key features of PColP include the following:

» For users outside the corporate firewall, you can use this protocol with your company's virtual
private network or with View security servers.
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* Advanced Encryption Standard (AES) 128-bit encryption is supported and is turned on by default.

» Connections from all types of View clients. For more information, go to
https://www.vmware.com/support/viewclients/doc/viewclients_pubs.html

« USB redirection is supported.
e Audio redirection with dynamic audio quality adjustment for LAN and WAN is supported.
e Optimization controls for reducing bandwidth usage on the LAN and WAN.

e Multiple monitors are supported. You can use up to four monitors and adjust the resolution for each
monitor separately, with a resolution of up to 2560x1600 per display. Pivot display and autofit are
also supported. When the 3D feature is enabled, up to 2 monitors are supported with a resolution of
up to 1920x1200.

* 32-bit color is supported for virtual displays.
» ClearType fonts are supported.

» Copy and paste of text and images between a local Windows client system and the desktop is
supported, up to IMB. Supported file formats include text, images, and RTF (Rich Text Format).
You cannot copy and paste system objects such as folders and files between systems.

Video Quality

¢ 480p-formatted video You can play video at 480p or lower at native resolutions when the View
desktop has a single virtual CPU. If the operating system is Windows 7 and you want to play the
video in high-definition Flash or in full screen mode, the desktop requires a dual virtual CPU.

* 720p-formatted video You can play video at 720p at native resolutions if the View desktop has a
dual virtual CPU. Performance might be affected if you play videos at 720p in high definition or in
full screen mode.

* 1080p-formatted video If the View desktop has a dual virtual CPU, you can play 1080p formatted
video, although the media player might need to be adjusted to a smaller window size.

e 3D Ifyou plan to use 3D applications such as Windows Aero themes or Google Earth, the Windows
7 View desktop must have virtual hardware version 8, available with vSphere 5 and later. You must
also turn on the pool setting called Windows 7 3D Rendering. Up to 2 monitors are supported, and
the maximum screen resolution is 1920 x 1200. This non-hardware accelerated graphics feature
enables you to run DirectX 9 and OpenGL 2.1 applications without requiring a physical graphics
processing unit (GPU).

Recommended Guest Settings

Recommended guest operating system settings include the following settings:
¢ For Windows XP desktops: 768MB RAM or more and a single CPU
* For Windows 7 desktops: 1GB of RAM and a dual CPU

5.2.1.2 Microsoft RDP

Remote Desktop Protocol is the same multichannel protocol many people already use to access their
work computer from their home computer. Microsoft Remote Desktop Connection (RDC) uses RDP to
transmit data.

Microsoft RDP provides the following features:

*  With RDP 6, you can use multiple monitors in span mode. RDP 7 has true multiple monitor support,
for up to 16 monitors.
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*  You can copy and paste text and system objects such as folders and files between the local system
and the View desktop.

* RDP supports 32-bit color.
» RDP supports 128-bit encryption.

* You can use this protocol for making secure, encrypted connections to a View security server in the
corporate DMZ.

Following are RDP-related requirements and considerations for different Windows operating systems
and features.

¢ For Windows XP and Windows XP Embedded systems, you should use Microsoft RDC 6.x.
*  Windows Vista comes with RDC 6.x installed, though RDC 7 is recommended.

*  Windows 7 comes with RDC 7 installed. Windows 7 SP1 comes with RDC 7.1 installed.

¢ You must have RDC 6.0 or later to use multiple monitors.

*  For Windows XP desktop virtual machines, you must install the RDP patches listed in Microsoft
Knowledge Base (KB) articles 323497 and 884020. If you do not install the RDP patches, a
Windows Sockets failed error message might appear on the client.

¢ The View Agent installer configures the local firewall rule for inbound RDP connections to match
the current RDP port of the host operating system, which is typically 3389. If you change the RDP
port number, you must change the associated firewall rules.

You can download RDC versions from the Microsoft Web site.

Recommended Guest Settings

Client hardware requirements include the following:
* x86-based processor with SSE2 extensions, with a 800MHz or higher processor speed.

* ARM processor with NEON (preferred) or WMMX2 extensions, with a 600MHz or higher processor
speed.

*+ 128 MB RAM

5.2.2 Choose a User Profile Management System

There are a number of options for managing user profiles for HVDs. The two methods we considered
for this study were Microsoft Roaming User Profiles and View Persona Manager. It is important to select
and deploy a method so that user settings for software applications and user preferences are maintained,
particularly for floating desktops. Both methods are discussed briefly below. (We used Microsoft
Roaming User Profiles in the study.)

5.2.2.1 Microsoft Roaming User Profiles and Folder Redirection

This technology has been around for more than a dozen years. It was significantly enhanced with the
introduction of Windows Vista and updated again with Windows 7. Version two (v2) roaming profiles
were introduced, adding 8 additional folders that can be redirected. This greatly reduces the time it takes
to load the user’s profile during logon.

Using Roaming User Profiles and Folder redirection require a network shares that all users have access
to during the virtual desktop session. The user must have read and write access to their profile folder and
folder redirection folder, which get created on first login after Roaming User Profiles is configured.
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Utilizing Microsoft Active Directory Group Policy is the recommended method for providing Roaming
User Profiles and Folder Redirection to your users. See the article titled Managing Roaming User Data
Deployment Guide at the following url for details on how to configure both Roaming User Profiles and
Folder Redirection:

http://technet.microsoft.com/en-us/library/cc766489%28WS.10%29.aspx

~

Note  Significant changes to Roaming User Profiles and Folder Redirection applies to Windows Vista and
Windows 7.

5.2.2.2 VMware Persona Management

You can use View Persona Management with View desktops and with physical computers and virtual
machines that are not managed by View. View Persona Management retains changes that users make to
their profiles. User profiles comprise a variety of user-generated information.

» User-specific data and desktop settings, which allow the desktop appearance to be the same regard
less of which desktop a user logs in to.

« Application data and settings. For example, these settings allow applications to remember toolbar
positions and preferences.

* Windows registry entries configured by user applications.

To facilitate these abilities, View Persona Management requires storage on a CIFS share equal or greater
than the size of the user's local profile.

Minimizing Logon and Logoff Times
View Persona Management minimizes the time it takes to log on to and off of desktops.

» View takes recent changes in the profile on the View desktop and copies them to the remote
repository at regular intervals. The default is every 10 minutes. In contrast, Windows roaming
profiles wait until logoff time and copy all changes to the server at logoff.

e During logon, View downloads only the files that Windows requires, such as user registry files.
Other files are copied to the View desktop when the user or an application opens them from the
profile folder in the View desktop.

« With View Persona Management, during logoff, only files that were updated since the last
replication are copied to the remote repository.

With View Persona Management, you can avoid making any changes to Active Directory in order to have
a managed profile. To configure Persona Management, you specify a central repository, without
changing the user's properties in Active Directory. With this central repository, you can manage a user's
profile in one environment without affecting the physical machines that users might also log on to.

With View Persona Management, if you provision desktops with VMware ThinApp applications, the
ThinApp sandbox data can also be stored in the user profile. This data can roam with the user but does
not significantly affect logon times. This strategy provides better protection against data loss or
corruption.

Configuration Options

You can configure View personas at several levels: a single View desktop, a desktop pool, an OU, or all
View desktops in your deployment. You can also use a standalone version of View Persona Management
on physical computers and virtual machines that are not managed by View.

By setting group policies (GPOs), you have granular control of the files and folders to include in a
persona:
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* Specify whether to include the local settings folder. For Windows 7 or Windows Vista, this policy
affects the AppData\Local folder. For Windows XP, this policy affects the Local Settings folder.

» Specify which files and folders to load at login time. For example: Application
Data\Microsoft\Certificates. Within a folder, you can also specify files to exclude.

» Specify which files and folders to download in the background after a user logs in to the desktop.
Within a folder, you can also specify files to exclude.

e Specify which files and folders within a user's persona to manage with Windows roaming profiles
functionality instead of View Persona Management. Within a folder, you can also specify files to
exclude.

As with Windows roaming profiles, you can configure folder redirection. You can redirect the same
folders that support redirection with Windows Roaming User Profiles.

5.2.3 Accessing USB Devices Connected to the End Point

Administrators can configure the ability to use USB devices, such as thumb flash drives, VoIP
(voice-over-IP) devices, and printers, from a View desktop. This feature is called USB redirection. (It
was not used in this study.)

When you use this feature, most USB devices that are attached to the local client system become
available from a menu in View Client. You use the menu to connect and disconnect the devices.

You can specify which types of USB devices end users are allowed to connect to. For composite devices
that contain multiple types of devices, such as a video input device and a storage device, you can split
the device so that one device (for example, the video input device) is allowed but the other device (for
example, the storage device) is not.

USB devices that do not appear in the menu, but are available in a View desktop, include smart card
readers and human interface devices such as keyboards and pointing devices. The View desktop and the
local computer use these devices at the same time.

This feature has the following limitations:

*  When you access a USB device from a menu in View Client and use the device in a View desktop,
you cannot access the device on the local computer.

« USB redirection is not supported on Windows 2000 systems or for View desktops sourced from
Microsoft Terminal Servers.

5.2.4 Printing from a View Desktop

The virtual printing feature allows end users with View Client on Windows systems to use local or
network printers from a View desktop without requiring that additional print drivers be installed in the
View desktop.

The location-based printing feature allows you to map View desktops to the printer that is closest to the
endpoint client device.

With virtual printing, after a printer is added on a local Windows computer, View adds that printer to the
list of available printers on the View desktop. No further configuration is required. For each printer
available through this feature, you can set preferences for data compression, print quality, double-sided
printing, color, and so on. Users who have administrator privileges can still install printer drivers on the
View desktop without creating a conflict with the virtual printing component. To send print jobs to a
USB printer, you can either use the USB redirection feature or use the virtual printing feature.
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The location-based printing feature is available for both Windows and non-Windows client systems.
Location based printing allows IT organizations to map View desktops to the printer that is closest to the
endpoint client device. Using this feature does require that the correct printer drivers be installed in the
View desktop.

We did not use virtual printing in this study. Our workload generator, Login VSI, installs a pdf printer
into the master image which is utilized for printing during the test.

5.2.5 Other Features to Consider

View 5.1 supports these additional features that were not deployed in this study:
e Streaming Multimedia with Wyse MMR. (Only used for Windows XP environments.)

» Single Sign-On for Logging In (Workload generator initiates multiple sessions from a single
workstation.)

e Multiple Monitor Support (Workload generator supports single monitor.)

5.3 Designing a VMware View 5.1 Deployment

There are several elements that go into the design of a successful View 5.1 environment. This section
covers those topics at a high level. Readers should consult the VMware View Architecture Planning
guide for View 5.1 at the following url for more details:

http://pubs.vmware.com/view-51/topic/com.vmware.ICbase/PDF/view-51-architecture-planning.pdf

5.3.1 Determine Desktop Pools Required

Based on the analysis performed on user groups and the applications identified that will be supported by
the Hosted Virtual Desktop (HVD) environment, a strategy for laying out your desktop pool structure
should be create.

For this study, we will test a single user group (knowledge workers) and have identified the application
workload this group will run, which is based on the Login VSI 3.6 medium workload (with flash.) We
will also use virtual machines as our desktop source.

If you use a vSphere virtual machine as a desktop source, you can automate the process of making as
many identical virtual desktops as you need. You can set a minimum and maximum number of virtual
desktops to be generated for the pool. Setting these parameters ensures that you always have enough

View desktops available for immediate use but not so many that you overuse available resources.

Using pools to manage desktops allows you to apply settings or deploy applications to all virtual
desktops in a pool. The following examples show some of the settings available:

¢ Specify which remote display protocol to use as the default for the View desktop and whether to let
end users override the default.

» Configure the display quality and bandwidth throttling of Adobe Flash animations.

« Ifusing a virtual machine, specify whether to power off the virtual machine when it is not in use and
whether to delete it altogether.

» Ifusing vSphere 4.1 or later, specify whether to use a Microsoft Sysprep customization specification
or QuickPrep from VMware. Sysprep generates a unique SID and GUID for each virtual machine in
the pool.

e Specify whether the View desktop can or must be downloaded and run on a local client system.
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In addition, using desktop pools provides many conveniences.

* Dedicated-assignment pools: Each user is assigned a particular View desktop and returns to the
same virtual desktop at each login. Users can personalize their desktops, install applications, and
store data.

» Floating-assignment pools: The virtual desktop is optionally deleted and re-created after each use,
offering a highly controlled environment. A floating-assignment desktop is like a computer lab or
kiosk environment where each desktop is loaded with the necessary applications and all desktops
have access to necessary data.

Using floating-assignment pools also allows you to create a pool of desktops that can be used by shifts
of users. For example, a pool of 100 desktops could be used by 300 users if they worked in shifts of 100
users at a time.

For this study, we used Automated Pools with Floating Assignments in conjunction with View Composer
linked clones.

5.3.2 Managing Storage Requirements
VMware vSphere lets you virtualize disk volumes and file systems so that you can manage and configure
storage without having to consider where the data is physically stored.

Fibre Channel SAN arrays, iSCSI SAN arrays, and NAS arrays are widely used storage technologies
supported by VMware vSphere to meet different datacenter storage needs. The storage arrays are
connected to and shared between groups of servers through storage area networks. This arrangement
allows aggregation of the storage resources and provides more flexibility in provisioning them to virtual
machines.

With View 4.5 and later and vSphere 4.1 and later, you can now also use the following features:

» vStorage thin provisioning, which lets you start out with as little disk space as necessary and grow
the disk to add space later

» Tiered storage, which allows you to distribute virtual disks in the View environment across high
performance storage and lower-cost storage tiers, to maximize performance and cost savings

* Local storage on the ESX/ESXi host for the virtual machine swap files in the guest operating system.
With View 5.1 and later and vSphere 5.0 and later, you can now also use the following features:

« With the View storage accelerator feature, you can configure ESXi hosts to cache virtual machine
disk data.

Using this content-based read cache (CBRC) can reduce IOPS and improve performance during boot
storms, when many desktops start up and run anti-virus scans at the same time. Instead of reading the
entire OS from the storage system over and over, a host can read common data blocks from cache.

*  You can deploy a desktop pool on a cluster that contains up to 32 ESXi hosts, but you must store the
replica disks on NFS datastores.

Although replica disks must be stored on NFS datastores, OS disks and persistent disks can be stored on
NFS or VMFS datastores.

5.3.2.1 View Composer

Because View Composer creates desktop images that share virtual disks with a base image, you can
reduce the required storage capacity by 50 to 90 percent.
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View Composer uses a base image, or parent virtual machine, and creates a pool of up to 1,000
linked-clone virtual machines. Each linked clone acts like an independent desktop, with a unique host
name and IP address, yet the linked clone requires significantly less storage.

When creating a linked-clone desktop pool, a full clone is first made from the parent virtual machine.
The full clone, or replica, and the clones linked to it can be placed in a variety of locations. The options

are:

~

Replica and linked clones on same datastore

Replica and lined clones on different datastores

As an example, you could place the replicas on low capacity read optimized drives with IOPS
And place the linked clones on traditional spinning media

Disposable Disks for Paging and Temp Files

Guest OS page files and temp files are placed here. When the HVD is powered off, this disk is
deleted

Persistent disks for dedicated desktops

End user’s application data and profiles are stored here. The data survives refresh, recompose and
rebalance operations.

Local datastores for floating or stateless desktops

Host local drives store linked clone files, presenting some advantages and several disadvantages.
Use this option with care after considering your requirements.

Note  For this study, we utilized the replicas and linked clones on different datastores technique.

5.3.3 Hosted Virtual Desktop Infrastructure Design

To implement our automated pool floating desktop delivery model for this study, we followed the
VMware View Reference Architecture for virtual desktop delivery.
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Figure 8 View Desktop Infrastructure

Centralized Clones
Virtual Desktops

Platform

Management

r-*’
| <
Parent
T VMWARE " Image
Desktop VIEW MANAGER -
Thin
Client VMWARE
VIEW
COMPOSER
User Experience 1
s Mobile VMWARE
THINAPP

Learn more about VMware View 5.1 planning and design at the following location:

http://pubs.vmware.com/view-51/topic/com.vmware.ICbase/PDF/view-51-architecture-planning.pdf

6 Desktop Delivery Base Image Creation

6.1 Microsoft Windows 7 Golden Image Creation

6.1.1 Create base Windows SP1 Virtual Machine
1. Select ESXi host in Infrastructure cluster and create a virtual machine to use as Golden Image with
windows 7 OS. We used windows 7 32 bit OS for our testing.
For the virtual machine following parameters were used.
— Memory: 1536Mb

Processor: 1vCPU
Hard Disk: 18Gb
Network Adapter: 1 attached to VDI port-group on Nexus 1000v
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— We removed the floppy drive from the virtual machine.

2. Right-click on Windows 7 Golden Image properties and select Hardware TAB to attach the
Windows -7 SP 1 ISO.

@WIN—?—GOLDEN—IMAGE—VD{ - Virtual Machine Properties == &
Hardware ]ODtions] Resources | Profies | vServices | Virtual Machine Version: 8
Device Status
I~ Show All Devices Add... Remove I
™ Connect at power on
Hardware summary
Device Type
B8 Memory 1536 MB ~ i
O CcPUs 7 Client Nevire
£ video card Video card
= VMCI device Restricted
& sCSI controller 0 LSI Logic S5AS
O =
© Hard disk 1 Virtual Disk o A
| & CD/DVD drive 1 (edi... Image File | | =]
EB Network adapter 1 (.. VM Network ' Natastare 190 File
|
2 Browse Datastores - o] X
Look in: InfraStore ﬂ
Name File Size Last ¥ a
[J win-7-Golden-Images-5.1.2
iﬂ replica-8445c7d9-2ead-4132-9516-6db0et9ddd1
[ w7sp1-GI-v500
[ win-7-Golden-Image5
@] SQLFULL_ENU.iso 3GB 7/20/.
@] en_windows_7_professional_with_sp1_x86_dvd_u_677056.i0 2 GB 10/1/%
@] en_windows_server_2008_r2_standard_enterprise_datacenter... 3GB 9/13/%
@ views.1.is0 792 MB 7/19/.
@) adobeflash.iso 2 MB 7/19/: -
4| | »
0K
File type: IS0 Image (*.is0) ~| Cancel
e
Help 0K Cancel
A

3. Right-click Windows 7 Golden Image Properties and click Edit Setting, click Options tab.
a. Go to the Options TAB
b. Select Boot Options and check box for Force BIOS Setup.
¢. Click Ok and complete the installation
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4. 4.Shut down the Windows 7 Golden Image virtual machine which completes the process of virtual
machine creation.

6.2.2 Optimize the Windows 7 SP1 Golden Image

1. Follow the link below to optimize Windows 7 SP1 32 bit virtual machine.
www.vmware.com/files/pdf/VMware-View-OptimizationGuideWindows7-EN.pdf

2. Restart the Golden Image virtual machine.

6.2.3 Install View 5.1 Virtual Desktop Agent Software on the Windows 7 Golden Image

Download software from the below given link.
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https://my.vmware.com/web/vmware/details?productld=268&downloadGroup=VIEW-512-PREMIER
E

1. Open installer VMware-viewagent-5.1.2-928164.exe for 32bit OS or
VMware-viewagent-x86_64-5.1.2-928164.exe 64bit OS.

2. Click Next in the installer wizard.

‘_'55 Vilware View Agent _X_l

Welcome to the Installation Wizard for
VMware View Agent

The installation wizard will install VMware View Agent on your
computer. To continue, dick Mext,

Copyright © 1998-2012 VYMware, Inc. All rights reserved. This

product is protected by U.S. and international copyright and

Agent intellectual property laws. VMware products are covered by
one or more patents listed at

http: / fwwewe vmware, comfgofpatents.

VMware View

Product version: 5.1.1-799444 332 = Back | Mext = I Cancel ]

3. Accept License agreement and Click Next.

ﬁ! Vhware View Agent

License Agreement

Please read the following license agreement carefully,

VMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWNLOADING,
INSTALLING. OR USING THE SOFTWARE. YOU (THE

INDIVIDUAL OF. LEGAL ENTITY) AGREE TO BE BOUND BY THE
TERMS OF THIS END USER LICENSE AGREEMENT ("EULA™). IF
YOU DO NOT AGREE TCO THE TERMS OF THIS EULA, YOU MUST
NOT DOWNLOAD, INSTATLL, OF. USE THE SOFTWAEE. AND YOU
MUST DELETE OF RETUEN THE UNUSED SOFTWARE TO THE LJ

{* [ accept the terms in the license agreement

" I do not accept the terms in the license agreement

< Back | Mext = | Cancel ]
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4. Seclect default setup or make necessary and Click Next.

i3 VMware View Agent

Custom Setup

Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

VMware View Agent

[H-==| PColP Server

o w - | PcolP Smartcard This feature requires 112ME on your hard
... =3+ | vMware Audio drive. It has 5 of 5 subfeatures selected.

- The subfeatures require 19MB an your
--------- = ~ | View Persona Management | hard drive.

« |+

Install to:

C:\Program Files\WMware\WMware View\Agenth, Change... |
Help Space « Back | Mext = | Cancel ]

5. Click on Install for ready to install program wizard.

1% VMware View Agent

Ready to Install the Program
The wizard is ready to begin installation.

VMware View Agent will be installed in:

C:\Program Files\WMware \WMware View\Agent),

Click Install to begin the installation or Cancel to exit the wizard.

< Back | Install | Cancel
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6.2.3 Install Additional Software

1. Install additional software required into your Windows 7 Golden Image.

a. For our testing, we installed Microsoft Office 2010.

b. Login VSI Target software package to facilitate workload testing.
Reboot the VM.
Install service packs and hot fixes required for the additional software components that were added.
Reboot the VM.
Shut down the VM.

ok wN

6.2.4 Perform Additional View 5.1 Configuration.

6.2.4.1 Create a Snapshot for Virtual Machine

1. Right-click Windows 7 Golden Image VM go to snapshot, select take virtual machine snapshot.
Click OK.

@Take Virtual Machine Snapshot — |0 &

Name

|Win-7-Go|den-1mage-5nap5hot for VDI-Deployment

Description

Win-7-Golden-Image-SnapShot for VDI-View-Deployment

0K Cancel Help

6.2.4.2 Create Customization Specification or Virtual Desktops
1. Right-click on powered off virtual machine after taking snapshot of it. Select Template and click on
convert to template.
2. Name the template and provide select host /cluster and datastore details.
3. Right-click on the template and select deploy virtual machine from this template.

4. Select Guest Customization and check the radio button for Customize using the Customization
wizard. Click Next.
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5. Select appropriate name and organization. Click Next.

@ vSphere Client Windows Guest Customization

Registration Information
Specify registration information for this copy of the guest operating system.

Reqgistration Information

Computer Name Type in the owner's name and organization.
Windows License
Administrator Password

Time Zone Name: |Administrator
Run Once e
Network Organization: |vdiab-vspex.local

Workgroup or Domain
Operating System Options
Save Specification

Ready to Complete

Help

< Back | Next > I

Cancel

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



6 Desktop Delivery Base Image Creation ||

6. Select the radio button for use virtual machine name. Click Next.

@ vSphere Client Windows Guest Customization &

Computer Name
Specify a computer name that will identify this virtual machine on a network.

Reqistration Information NetBIOS Name
Computer Name T Fnter a name
Nindows License
Administrator Password

Time Zone The name cannot exceed 15 characters.
Run Once =
Networlk The name wil be truncated if combined with the numeric

Workgroup or Domain i .

Operating System Option | Use the virtual machine name

Save Specification If the name exceeds 15 characters, it wil be truncated.
Ready to Complete " Enter a name in the Deploy wizard

-

Help | < Back | Next = I Cancel

A

7. Specify Volume License Key for windows 7 and select per seat or per server maximum option. Click
Next.

@ vSphere Client Windows Guest Customization E

Windows License
Spedify the Windows licensing information for this copy of the guest operating system.

Registration Information  gpeer the Windows licensing information. If this virtual machine does not require licensing information, leave these fields
Computer Name T

Windows License
Administrator Password Product Key:

Time Zone

ﬁu? Onkce ' Include Server License Information (Required for customizing a server guest 0S)
NETWOT

Waorkgroup or Domain -

Operating System Option server License e Per ceat

Save Specification * par carver

Ready to Complete Maximum 5

KN I
Help | < Back | Next > | Cancel

8. Enter credential for administrator account. Click Next.
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9. Select appropriate time zone, Click Next.

@ vSphere Client Windows Guest Customization

Time Zone
Select a time zone for this virtual machine.

Reqistration Information

_%:ED%,SEI’LEZ?; Time |(GMT—DSOD) Tijuana, Los Angeles, Seattle, Vancouver
Administrator Password

Time Zone

Run Once

Network

Workgroup or Domain

Operating System Option

Save Specification

Ready to Complete

= Back

Next = | Cancel |
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10. For network select Typical settings for virtual desktop networking. Click Next.

@ vSphere Client Windows Guest Customization ﬁ

Network
Select if you want to customize the software settings for each network interface.

Registration Information
Computer Name This guest operating system should use the following network settings:
Windows License

s :
Administrator Password Typical settings

Time Zone Select to apply standard configuration settings, including enabling DHCP, on all network interfaces.
Run Once
Network " Custom settings

Workgroup or Domain
Operating System Option
Save Specification

Ready to Complete

Select to manually configure each network interface.

Help | < Back | Next = | Cancel

11. Workgroup or Domain select the radio button for windows server. Enter domain for environment.
12. Specify the user account name password. Click Next.

@ vSphere Client Windows Guest Customization ﬁ

Workgroup or Domain
This virtual machine may belong to a workgroup or domain.

Reqistration Information
Computer Name How wil this virtual machine participate in a network?

Windows License o .
e Workgroup:
Administrator Password Shel o BIHERHEE

Time Zone % Windows Server vdiiab-vspex.local

Run Once

Network Specify a user account that has permission to add a computer to the domain.
Workgroup or Domain . ,7

Operating System Option LEHTANE Administrator

Save Specification Password: EEEEEREE
Ready to Complete i ,W

Help | < Back | Next > | Cancel
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13. Check the box to Generate New Security ID. Click Next.

@ vSphere Client Windows Guest Customization ﬂ

Operating System Options
Configure these optional parameters for the guest operating system.

Reqistration Information
Computer Name
Windows License
Administrator Password
Time Zone

Run Once

Network

Workgroup or Domain
Operating System Opt
Save Specification
Ready to Complete

¥ Generate New Security ID (SID)

Select this item to generate a new security identity.

< Back | Next = | Cancel

14. Save the customization specification.

@ vSphere Client Windows Guest Customization

Save Spedification

Would you like to save this customization specification for later use? It can be accessed from the Customization Specification Manager.

Registration Information
Computer Name
Windows License
Administrator Password
Time Zone

Run Once

Network

Workgroup or Domain
Operafing System Option

¥ Save this customization specification for later use

Name:

WIN-7-GOLDEN-IMAGE-VDI-CUSTOMIZATION-SPECIFICATIONS
Description:

Save Specification
Ready to Complete

WIN-7-GOLDEN-IMAGE-VDI-CUSTOMIZATION-SPECIFICATIONS-CLUSTER

< Back | Next > | Cancel
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15. Verify and Click Finish.

@ vSphere Client Windows Guest Customization

Ready to Complete
Are these the guest customization options you wish to include?

Reqistration Information
Computer Name Review this summary and click Finish.

Windows License

Administrator Password Owner Name Administrator

Time Zone Owner Organization vdiab-vspex.local

Run Once Computer Name <\irtual Machine Name>

Network License Mode Per Server

Workaroup or Domain Max connections 5

Operating System Option | administrator Password  #%%%%

Save Specification x :

Rt Comikte Sgwuizorr;e ﬁl;;a?smmj Tijuana, Los Angeles, Seattle, Vancouver
Join Domain vdiab-vspex.local
Domain Administrator  Administrator
Generate new SID true

Save specification name WIN-7-GOLDEN-IMAGE-VDI-CUSTOMIZATION-SPECIFICATIONS

| | 2]

Help | < Back | Finish | Cancel

To edit or modify customization specification log on to vCenter Client with vCenter server IP and
credentials. Go to home screen and select customization specification manager. Select saved
customization, right Click and select Edit.

7 Solution Validation

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution.
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7.1 Configuration Topology for Scalable VMware View 5.1 Virtual Desktop Infrastructure on
Cisco Unified Computing System and EMC Storage

Figure 9 Architecture Block Diagram

UCS VDI Reference Configuration

)
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UCS 6248 Fabric
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— @ GBFiberChannel

410 GB Ethernet

1 GB Ethernet
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Figure 9 above captures the architectural diagram for the purpose of this study. The architecture is
divided into four distinct layers:

¢ Cisco UCS Compute Platform

e The Virtual Desktop Infrastructure that runs on UCS blade hypervisor hosts
* Network Access layer and LAN

« Storage Access Network (SAN) and EMC VNX Storage array

The following figure details the physical configuration of the 5000 seat View 5.1 environment.
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Figure 10 Detailed Architecture of the Configuration
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7.2 Cisco Unified Computing System Configuration

This section talks about the UCS configuration that was done as part of the infrastructure build out. The
racking, power and installation of the chassis are described in the install guide (see
http://www.cisco.com/en/US/docs/unified computing/ucs/hw/chassis/install/ucs5108 _install.html) and
it is beyond the scope of this document. More details on each step can be found in the following

documents:

e Cisco UCS CLI Configuration guide
http://www.cisco.com/en/US/docs/unified computing/ucs/sw/cli/config/guide/2.1/b_ UCSM_CLI

Configuration Guide 2 1.pdf
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* Cisco UCS Manager GUI Configuration guide
http://www.cisco.com/en/US/partner/docs/unified _computing/ucs/sw/gui/config/guide/2.1/b_UCS
M_GUI Configuration Guide 2 1.html

7.2.1 Base Cisco UCS Configuration

To configure the Cisco Unified Computing System, perform the following steps:

1 Bring up the Fabric interconnect and from a Serial Console connection set the IP address, gateway, and the
hostname of the primary fabric interconnect. Now bring up the second fabric interconnect after connecting the
dual cables between them. The second fabric interconnect automatically recognizes the primary and ask if you
want to be part of the cluster, answer yes and set the IP address, gateway and the hostname. Once this is done all
access to the FI can be done remotely. You will also configure the virtual IP address to connect to the FI, you
need a total of three IP address to bring it online. You can also wire up the chassis to the FI, using either 1, 2 or
4 links per 10 Module, depending on your application bandwidth requirement. We connected all the four links
to each module.

2 Now connect using your favorite browser to the Virtual IP and launch the UCS-Manager. The Java based Cisco
UCS Manager will let you do everything that you could do from the CLI. We will highlight the GUI methodology
here.
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First check the firmware on the system and see if it is current. Visit
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&release=2.0(4d)
&relind=AVAILABLE&rellifecycle=&reltype=latest to download the most current UCS Infrastructure and UCS
Manager software. Use the UCS Manager Equipment tab in the left pane, then the Firmware Management tab in
the right pane and Packages sub-tab to view the packages on the system. Use the Download Tasks tab to
download needed software to the FI. The firmware release used in this paper is 2.1(1a).

# Cisco Unified Computing System Manager - FI-62488 —olx]|
~Fault 5 ¥
V A A @ E Mew - @ Options o 0 Pending Activities @ Exit -Il:\lls-::lé-
z 0 8 3 »> BB Equipment S Equipment
Equipment: I Servers | LAN | AN | \-'Ml Admin ] Q‘é Main Topology Yiew | EEE Fabric Interconnects | o SErVErS ]
| | o Themal | & Decommissioned e Firmware Management | Poicies | T Fauks |
Filter: A -
Instaled Flrmwarel Download Tasks ~ Packages I Images' Faults]
+ (= .
== i) |=) | & Fiter| = Export | 2 Prine
Bz mer
=11 Chassis Mame I Type I Skate I endor I Wersion I Deleted on Fabric If‘;l
Rack-Maunts [#-@ ucskI-bundle-b-series.2.0.15.B.bin B Seties Bundle Active 2.0(1s)6 =]
FEX [#-@ ucs-k3-bundle-b-series. 2.0.3a.8.bin B Seties Bundle Active 2.003a)B
Servers -8 ucs-k3-bundle-b-series. 2,0, 3¢, B.bin B Seties Bundle Active 0( 306
EEE Fabric Interconnects [+-@ ucs-k3-bundle-b-series. 2.0.44.B . bin E Seties Bundle Active 2.0(4a)E I
[#-@ ucs-k9-bundle-c-series 2.0, 15.C.bin C Series Bundle Active 2.0{153C
[#-@ ucs-kS-bundle-infra.2.0. 15,4 bin Infrastructure Bundle  Active Z0{153A
[#-@ ucs-kS-bundle-infra,2.0.3a. 4. bin Infrastructure Bundle  Active 200304
@ ucs-k3-bundle-infra. 2.0, 3c.4.bin Infrastructure Bundle  Active 2.0{30)4
[#-@ ucs-k9-bundle-infra,2.0.4a.4.bin Infrastructure Bundle  Active 2.0{4a)4 |
[
Save Changes | Feset Values |

If the firmware is not current, follow the installation and upgrade guide to upgrade the Cisco UCS Manager
firmware. We will use Cisco UCS Policy in Service Profiles later in this document to update all UCS components
in the solution. Note: The Bios and Board Controller version numbers do not track the IO Module, Adapter, nor
CIMC controller version numbers in the packages.
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M 7 Solution Validation

4 Configure and enable the server ports on the FI. These are the ports that will connect the chassis to the Fls.

© &l New ~ | [3 Options | @ 0 | A Panding fctivities | @ it

»> SB Equipment * BB Fabric Interconnects * B Fabric Interconnect 4 (primary) * S8 Fixed Module * =il Ethernet Ports * il Port 1

=
= Fabric Interconnect & (primary)
58 Fixed Module
[=-=ifll Ethernet Parts
-l

-l Part 2
il Port 3
-l Part 4
il Port 5
-l Part 6
i Part 7
-l Part 8
il Part ©
-l Part 10
< Part 11
-l Part 12
=l Port 13
-l Part 14
=l Port 15
-l Part 16
=l Port 17
-l Part 18
=l Port 19
-l Part 20
=l Port 21
-l Part 22
Ml Port 23
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Configure and enable uplink Ethernet ports:

7 Solution Validation

Q@ 0 B Mew -

[& Options | Q@ 0 | A Pending ctivities

st

>> Q'EEquipment v Fabric Interconnects * [ Fabric Interconnect A (primary) * B8 Fixed Madule * =il Ethernet Ports

il Ethernet Port:

4§ Fllterlﬁ Exportlk‘a Prlnt”lf Ro\e:j ¥ al W Uncorfigured [ Metwork [ Server @ FCoE Uplink | Unified Uplink. ¥ Appliance Storage [ FCoE Storage e v
- Slat Part 1D MacC If Rale I Type Owerall Status Adrministrative B
i+ = | 1 S4:7F.EE 45:20:48 Server Physical T Up 4 Enabled =
Fabric Interconnects =] z SHTFIEE S0 A3 [Server Fhysical T up + Enabled
I3 Fabri nterconrect A Gprinary) -
= F-ab:f I:‘;i:‘z”‘”a“ A (primary) 3 S4:7F EE 452044 Server Pheysical 1 up 4 Enabled
= ixed Module
2T 4 S4:7FEE 1 45:20:46 Server Physical T Up 4 Enabled
=il Port 1 5 54:7F EE: 45:24:4C Server Physical T Up 1 Enabled
il Port 2 6 54:7FEE45:20:4D Server Phrysical T Up 1+ Enabled
=l Port 3 7 94:7FEE:45:2A14E Server Physical T Up + Enabled
=il Port 4 =] 54:7FIEE 1 45: 20 4F Server Physical T Up 1 Enabled
: Fort 5 9 I54:7F:EE145:24:50 Server Phrysical T Up 1+ Enabled
=il Port &
10 Server Physical T Up 1 Enabled
: ::; 11 Server Physical T Up 1 Enabled
=l Port 12 54 7FIEE 45 2A:53 Server Phyysical T Up  Enabled
=l Port 10 13 I54:7F EE 45: 2054 Unconfigured Phrysical v Sfp Mot Present ¥ Disabled
14 S4:7F EE:45:28:55 Unconfigure Pheysical Sfp Mot Present Disables
WPort 11 figured hrysical f ¥ Disabled
~f Port 12 15 [54:7FEE 145:24.:56 Maritor Physical 7 sfp tuokt Present 1 Enabled
=l Fort 13 [54:7F L EE 145:240 57 Uncanfigured Physical 7 sfp tuok Present ¥ Disabled
=il Port 14 y
=l Part 15
il Port 16
=l Port 17
=il Part 18 L = .
<l Port 15 54 7F1EE 145:2A:5C Onconfigured Phrysical fp Not Present Disabled
il Port 20 54:7FIEE45:24:50  |Unconfigured Physical 7 fp tot Present Disabled

and FC uplink ports:

[¥ Cptions ‘ o 0 | A\ Pending Activities | 0] Exit

-3 E’E Equipment * BB Fabric Interconnects * B Fabric Interconnect & (primary) [EZE Fabric Interconnect A (primary)

Physical Ports | Fans | PSUs | Physical Display | F5M | Faults | Events | statistics

B §E Equipment
‘=) Chassis
[E}-#% Rack-Mounts
Ty Fex
=% Servers
Fabric Interconnects

Al FC Parts
Il Expansion Madule 2

Part Details

Local Storage Information

-l FC Port 12
=l FcPart 13
=l FC Port 14
=l FC port 15
- =l FC Port 16

Access

[ High Availabi

AN Port Count

FC Zone Count

Use the Configure Unified Ports, Configure Expansion Module Ports to configure FC uplinks. Note: In this
example, we configured six FC ports, two of which are in use.
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Bl 7 Solution Validation

Sa

On the LAN tab in the Navigator pane, configure the required Port Channels and Uplink Interfaces on both Fabric
Interconnects:

Qe n_h-|ﬂw| o ﬂ|‘nmm|ﬂg¢

> = Las + (Y LAN Cloud N Fabric &

Vit | gk inaefaces | urt vt | s [

E ol Port-Charnel S (Fabic &)
=l Beh Inkerface 2%
=i Exh Inkerfacn 6
—fll Exh Irdestace 207
=<l Beh Interface 28
=il Lglrik Bt aces
=il Eth Iraef ace 219
<l £th trterf ace 2710
= L
= I Fabwic B
B o Port
= o Part-Charnel T (Fakric &)
=l Exth Inkerface 25
— =l Beh Interface 2
=i Exh Inkerface 2fT
=l Eth Inkerface 2i5
= =4l Uplrk Brberfaes
=l £y ot ace 279

[& options ‘ 9 0 | A Pending Activities ‘ [@est el
B Chassis 1 (virtualDesktops)|

O o New ~

> SE Equipment * &y Chassis ¢ & Chassis 1 (VirtualDesktops)

Statistics | Temperatures | Power

Connectivity Policy | Faults | Events | Fsm
Hybrid Display | slots

Installed Firmware | SELlogs | FPower Control Morior |
10 Modules Fans PsUs

Servers Service Profiles

@ Chassis 3 {Infra.ServersjVSI Launcher) |
: % Chassis 4 (Infra, Servers/VSI Launcher) |
--. Rack-Mounks
Fabric Interconnects

virtuciDeskiops

Use the Admin tab in the left pane, to configure logging, users and authentication, key management,
communications, statistics, time zone and NTP services, and Licensing. Configuring your Management IP Pool
(which provides IP based access to the KVM of each Cisco UCS Blade Server,) Time zone Management
(including NTP time source(s)) and uploading your license files are critical steps in the process.

Create all the pools: MAC pool, WWPN pool, WWNN pool, UUID pool, Server pool.
From the LAN tab in the navigator, under the Pools node, we created a MAC address pool of sufficient size for

the environment. In this project, we created a single pool with two address ranges for expandability.
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8.2

For Fiber Channel connectivity, WWNN and WWPN pools must be created from the SAN tab in the navigator

pane, in the Pools node:.

7 Solution Validation W

- Fault Summary

\ (AN a

2 a 8 3

Equipment | Servers | LAN | SAN |VM| Admin |

Filter: al -

=

Q 2| New - | [ Options | @ O Pending Activities | [@] Exdit

»» =] san - & Paols
WINN Pools | wevien pocls | 10N Pacls |

I =) @Fllter = Export | g Print

=lo:

alia
cise

8 Paols

Name Size Assigned

[

E-=] san
¢} 54N Cloud
- Fabric &
-E Fabric B
i H SAMN Pin Groups
Threshold Palicies
= vsans
= O Storage Cloud
-H Fabric &
- Fabric B
=] vsans
= B Policies
B¢ 5AN Cloud
Threshold Policies
B3, root
- £ Fibre Channel Adapter Policies
(- &) Threshold Policies
[ wHEA Templates

Sub-Crganizations
=@
=]

IQN Poals
% WM Pools
=] @ WWINM Pool YDA-WWINN-Pool
E [20:00:00:25:65:F1:00:00 - 20:00;00:25:65:F1:00:C7)
£33 WM Pool node-def ault
—-.[—} -8 WP Pools
E @ WWPN Pool YDA-WWPN-Pool
: E [20:00:00:25:65:C 1:00:00 - 20:00:00:25:65:C1:00:C7]
-8 WP Poal defaul
3, Sub-Orgarizations
[+ !Z Traffic Monitaring Sessions

53, rack

=l
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Bl 7 Solution Validation

8.3  For this project, we used a single VSAN, the default VSAN with ID 1.

Q O ot Qotos | @ O Wredoidie: | [Ep s

>> S saN ¢ () 5aN Coud + ] vsane = =

o =) Fiter s Expert | g5 Prit
Hame | 1o [ Fabeic o] ¥ Type | 1 Rote | Transport| FCoe viam I | Operatio... [B]
= =] vsans =]
[ vsandefad (1) 1] Dud  vituad  Metwerk Fe 048 ok
= Fobri A
=] vaans
= Fabric B
- =] vsans

L B+
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8.4

7 Solution Validation

The next pool we created is the Server UUID pool. On the Servers tab in the Navigator page under the Pools

node we created a single UUID Pool for the test environment. Each Cisco UCS Blade Server requires a unique
UUID to be assigned by its Service profile.

Fault S ¥
9 v A A e Bl New - | [ Options Li ] Pending Activities | [@] Exit 'él"s"tl
2 0 8 3 33w Servers ¢ BB Pools g, root MR ULID Suffi Pacls 8 ULID Suffi: Pols
Equipment | Servers | Lan | san | vin| Admin | LD X i (s :
Filter: | 41 - I+ = 4 Filter | = Expart | (z= Print
< Mame I Paool Mame I UUID Prefix | From I To If‘il
== Paool YDA-UUID-Suffix-Pool YDA-UUID-Suffix-Pool - 83F97002-D4FF-11EL =
B Servers [0125-000000000001 - 0125-000000000064] D125-... 0125-...
EﬁE Service Profiles b -
&3 root
=1l Service Profile Templates
Elﬂi, root

Service Templake B200M3-BFS-Template
=l iI5CSI vNICs

=l vHEAS

=l IS

- Service Templake B230M2-BFS-Template

il I5CSI wNICs

=l vHEAS

il vMICs

eﬂl. Sub-Organizations

= & Policies

lﬂ), root

=189 Paols

Els:!, roat

(e -+

4 Pool YDA-UUID-Suffix-Pocl
282 Pool default
gg Sub-Organizations
[]--[ﬂ] Schedules
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Bl 7 Solution Validation

8.5  We created two Server Pools for use in our Service Profile Templates as selection criteria for automated profile
association. Server Pools were created on the Servers tab in the navigation page under the Pools node. Only the
pool name was created, no servers were added.

ed Computing System Manager - UCS-G2-POD

@ e B Mew -

B2 e JEMVERS ¢ @ Pools * ‘1:1. ook b e Server Pools

@thiu:uns | o 0O | aPending &k

Equipment LAM | SaM | ¥M | Admin

_ all I+ = |% Filker | = Export |{3 Print

Mame
= | [H-ezpe Terver Pool InfrastructurePool 12
=8 g Policies e Server Pool YOI-Workloads 15
Elggrot, T e SErver Pool default ]

Eﬂ Adapter Policies
- & EIOS Defaults
- & BIOS Policies
E Boot Policies
-- E Host Firmware Packages
-- B IPMI Access Profiles
-- =5 Local Disk, Config Policies
#- & Maintenance Policies
E Management Firmware Packages
- E Power Control Policies
E Scrub Paolicies
E Serial over LAN Policiss
- &} server Pool Policies
----- E Server Pool Policy Infra-Pool-Pol
o E Server Pool Policy ¥DI-Pool-Pol
- 5} server Pool Policy Qualifications
5 = Infra-Qual
o B0 WDI-Wrkld-Qual
b F all-chassis
- B Threshold Policies
- B} i5CsI Authentication Profiles
- 'Z wNICvHEA Placement Policies
:‘:31. Sub-Organizations
[—}-@ Pools
E|,!':t, roak
O - Fools
| [ Server Pool InfrastructurePool
e Server Pool WDI-Workloads

_\,,,_,. Server Pool default
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8.6

8.7

7 Solution Validation W

We created two Server Pool Policy Qualifications to identify the blade server model for placement into the
correct pool using the Service Profile Template. In this case we used Chassis ids to select the servers. (We could
have used slots or server models to make the selection.)

[ options | @ @ | g Pending Activiies | [@] st

A a . B3 Mew -

>3 wp Servers b B Policies * g root © ) Server Pool Policy Qualifications

- - [+ = |* Filter | = Export |% Print
[ ] |

Mame Max Made! | Fram | To

Equiprment |

+ —
) L—J | = = Infra-Qual
=+ 55 Policies w55 Chassis id range [3 - 4] 3 4
B, roat| 55 woI-wrkd-Qual
% Bﬂfgspt[?ffpﬂ':fies .. & Chassis id range[1 - 2] 1 2
efauls

all-chassis

= BIOS Policies

= Boot Policies

E Haost Firmware Packages

&0 IPMI Access Profiles

=) Local Disk Config Policies

& Maintenance Policies

g Management Firmware Packages
= Power Control Policies

& scrub Policies

=) Serial over LAN Policies

& Server Pool Policies

; &} server Pool Palicy Infra-Pool-Pol
& Server Pool Palicy VDI-Pool-Pol

& Infra-Cual
& vDI-wrkld-Qual
P = all-chassis

The next step in automating the server selection process is to create corresponding Server Pool Policies for each
Cisco UCS Blade Server model, utilizing the Server Pool and Server Pool Policy Qualifications created earlier.

A @ B nNew - | [J Options | @ 0 | A\ Pending Activities | [B] Exit

PR e JEIVENS ¢ = Policies * ‘I:!. rook * ) Server Pool Policies * & Server Pool Policy YDI-Pool-Pol

ES Serve

= |
=+ B Policies ¥DI Server Pool Pol

E‘ Server Pool WDI-Workloads =
- &5 Adapter Policies T oo

(- B BIOS Defaults

(- &) BIOS Policies
- & Boot Policies
[
£
£
£

i =) Host Firmwars Packages

- = IPMI Access Profiles

- = Local Disk Config Policies

- = Maintenance Policies

ES Management Firmware Packages
[ & Power Control Policies

- & Serub Policies

- & Serial over LAMN Policies

&=+ &) Server Padl Palicies ﬁ
. & Server Pool Policy Infra-Pool-Pol

k=

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

9 Virtual Host Bus Adapter templates were created for FC SAN connectivity from the SAN tab under the Polices
node, one template for each fabric.

Cisco Undlied Conputing Syste nager - F1-B248A

Q @ citen-| Doows | 8 0 | Areodondo: | @ex

»> Sfsan T roboes g root + [l A Tengiates » [ veBa Tenplate voneBAA
G VHER Interfaces | Fauks | Everts

Create at least one HBA template for each Fabric Interconnect if block storage will be used. We used the WWPN
pool created earlier and the QoS Policy created in section 5.2.4.
10 On the LAN tab in the navigator pane, configure the VLANs for the environment.

» Cisco Unified Computing System Manager - UCS-G2-POD
A e . Mew -

s ShLan ) an Cloud =] vLans =] wLan

[ Options | o 0 | A\ Pending Activities | [©] Exit

Filter | = Export |% Print

Marne jin) Type Transpork Makive WLAN S fﬂll
= | EI WLAM MiK-Cantral (167) 167 Lan Ether o Mone ;I
=S Lan = VLAN N1K-Packet (168) 168 | Lan Ether M Mane
= LAN Cloud =] vLan vLANI2Z (122) P Lan Ether Mo hane
G- Pabric A =] VLAN YLANI64 (164) [[re« [ Lan Ether ves hone
e ;?Sr';vitem Class =] vLAN VLANIES (165) 65| Lan Ether Mo hore &
=] LaN Pin Groups =] VLAN YLANLES (166) 166 Lan Ether Mo Maone B8
S Threshold Palicies =] YLAN default (1) |1 Lan Ether Mo Hone
Mone

a YLAN Groups El WLAM wMotion (169) Ether
- Ns |

=] WLAM wMation [ 169)

In this project we utilized six VLANSs to accommodate our four ethernet system classes, a separate VLAN for
infrastructure services, and two VLANSs for Nexus 1000V packet and control functions. (N1KV management and
VMware Management shared VLAN 164.) We did not use VLAN 166 in the FC variant we deployed in this
study. However, if the NFS or iSCSI protocols were used, that VLAN is in place.
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7 Solution Validation W

11 On the LAN tab in the navigator pane, under the policies node configure the vNIC templates that will be used in
the Service Profiles. In this project, we utilize eight virtual NICs per host, four pairs, with each pair connected
to both Fabric Interconnects for resiliency.

@ O e

Goetens | @ 0 | Areransn: | @ea .

>> Suan ¢ T pobons + g, root + [T WS Templates [l +Hac Tempiatn

| il Mtk MLDCHHMGMT MLADCAMHMGMT '
il Mok ML-NIKV_CTR: ML-NIEY_CTR [+
| il Metvwrork: VLANOSOL VLANOADT o
= [l i Template Management-8
| il Mestwork WL -DoC - PH-MGMT ML-DHC-VMHMGMT '
~ill Mot work ML-NIKV_CTR: MLV _CTR o
|l petwork VUANOROL VLANOSO [l
= [l e Template NS4
| il Metwork ML-DC-STRG ML-DC-STRG L4
= [l v Template S8
|l vk MLDCSTRG ML-DC-STRG (=
= [l venc Template VDA
| =il Mk MLDCINE MLOC-INF (el
—ill Mstwrork ML-YDW MDA o
& [l vwc Tenglate voRE
Ml Metwrork ML-DC-INF MLDC-INF o
|l Mtk HLADA MDA r
= [ i Template Whokion-&
| Motk HL-DCAVMHOTION MLDCAMMOTION (=
= [l W Temgplate WHotion-8
=l Betwork ML-DCAMHOTION MLDCAMMOTION L

11a  Create vNIC templates for both fabrics, check Enable Failover, select VLANSs supported on adapter (optional,)
set the MTU size, select the MAC Pool and QoS Policy, then click OK.

WIS Terrplate Wiotion-B
12 Create boot from SAN policy that was used for both Cisco UCS B250 M2 and Cisco UCS B200 M3 blades, using
the WWNSs from the VNX5500 storage system as SAN targets.
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13

Create performance BIOS Policies for each blade type to insure optimal performance. The following screen
captures show the settings for the Cisco UCS B200 M3 blades used in this study.

[ Options | @ 0 | .Pending Activities | [©] Exit

A e . E2 New -

2 e Servers b S Policies ¢ ..ﬁ!. root + B BIOS Policies * &) B200M3_PERF

Equipment | i Advanced [ Boat Options [ Server Management [ Ewents

=
B E Folicies

B
) adapter Policies

&} BIOS Defaulks

E BIOS Policias

-5 Bz0OMZ-PerfEIOS
-5 BzooMm3

- B B230Me-PerfBIOS
-5 B2S0M2-MemPerf
= snov

The Advanced Tab Settings
w Cisco Unified Computing System Manager - UCS-G2-POD

A e . E2 New -

=3 gp Servers b 5 Policies ¢ g3, rook ¢ ) BI0S Palicies + 5] Bz00M3_PERF ‘=0 BZ00M3_PERF

[ optians | o 0 | A\ Pending fActivities | [] Exxit

Equipment [ i Main Boot Cptions [ Server Management [ Events

Intel Directed IO | RAS Memory | Serial Port | USE | PCT Configuration

i = |
= g Folicies

&) adapter Policies

& BIOS Defaults

= B BIOS Palicies

- E B200MZ-PerfEIOS
- 5 BzOOMZ

|

i

- B Bz5O0Mz-MemPerf

- B srIow

B ) Book Policies

B 5 Host Firmware Packages
[ &5 IPMI Access Profiles
B
B

i

- & Local Disk Config Policies

- & Mairkenance Policias

g Management Firmware Packages
- & Power Control Policies

- & Scrub Policies

- =5 Serial aver LAN Policies

- & Server Pool Policies

- &) Server Pool Policy Infra-Pool-Fol
- &) Server Pool Policy YDI-Pool-Pal
B & Server Pool Policy Qualifications

S Infra-gual
&L UNT ANl

i

|

The remaining Advanced tab settings are at platform default or not configured. Similarly, the Boot Options and
Server Management tabs‘ settings are at defaults.

Note: Be sure to Save Changes at the bottom of the page to preserve this setting. Be sure to add this policy to
your blade service profile template.
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7 Solution Validation W

New in Cisco UCS Manager 2.1(1a) is a way Host Firmware Package polices can be set by package version
across the Cisco UCS domain rather than by server model. Note: You can still create specific packages for
different models or for specific purposes.

=

Equipment

e . Ed Mew -

[ Dptions | o 0 | ‘Pandlng Activities

EN ES Policies

=

E.
'E Adapter Policies
& BIOS Defaults
£ & BIOS Palicies

Equipment [

33 e Servers b ES Folicies .E:l.ll rook * ES Host Firmware Packages * ES z2.1.1a

e . E Mew -

[ options | ® 0 | ‘Pending Activities | [@] Exit

&) B200M2-PerfBIOS

- & B200M3

-5 B200M3_PERF Board Controller | FC Adapters | HBA Option ROM | Storage Controller

- B B230M2-PerfBIOS = Bt | & Print

- B250M2-MemPerf .

-0 sRIOV Select Yendor Madel FID Presence Versian f@I
EJ--E Eioot Policies r Cisca Systems Inc Cisco UCS MS1kR-B  |M20-AB000Z A <not set> T [
=1 5 Host: Firmware Packages # v Cisco Syskems Inc  |Cisco UCS MB1KR M20-AC0002 Present 2.1(1a) L

~ & z0.3b ) Cisco Systems Inc |Cisco UCS M7IKR-E  NZ0-AE000Z hia <not set> -

% z'gf (] Cisco Systems Inc |Cisco UCS M72KR-E  [M20-AE0102 s <not set> -

g 2‘02r r Cisco Syskems Inc Cisco UCS MA1KR-I  M20-AI0102 M <nok set= -

g m 1 Cisco Systems Inc Cisco UCS MZIKR-Q  [MNZ20-A00002 Present 2.1(1a) H

- & defaul | Cisco Systems Inc Cisco UCS MPEKR-C [M20-AQ0102 mfA <not sk -
[]..g IPMI Access Prafiles I_ Cisca Systems Inc Cisco UCS WIC 1280 [UCS-VIC-MS2-8P A <nok set> - .
[~ = Local Disk Config Policies [} Cisco Systems Inc Cisco UCS MEIKR-B  [UCSE-MEZ-BRC-0Z2  |NfA <not set= - .
B B Mainkenance Polidies [ Cisco Systems Inc [Cisco UCS MP3KR-E |UCSE-MEZ-ELE-03  |MfA <not set> -

% Management Firmeare Packages [N Cisco Systems Inc  |Cisco UCS M73KR-G |UCSB-MEZ-QLG-03 WA <not sat> 2 N
g 3 :Dw‘;’ﬁ”_tm' Palicies I Cisto Systems Int_|Cisto UCS VIC 1240 JUCSE-MLOM-406-01 [resert 21013 I
crub Policies

B- ' Policies

[
=5 adapter Policies
‘E7 BIOS Defaults
= & B105 Policies

FF g SErvers E Policies * .@.‘ roak * E:S Hast: Firmware Packages * E:S 2.1.1a

- B B200Mz-PerfB10S

- & B200M3

g EZ00M3_PERF BIOS | Board Controller | FC Adapters | HEA Option ROM | Storage Contraller

% :2:3:5:;’:;?;? 4 Filter ‘ = Export | % Print

- 50 sRIOY Select endor Madel FID Presence Versian fﬂr
- E Boat Policies r Cisco Systems Inc Cisco UCS B230 M2 |B230-BASE-M2 A «<niok sek - ;I
=+ 5 Host Firmware Packages r Cisca Systems Inc Cisco UCS B440 M2 Be40-BASE-M2 A <nok set= -

-8 2.0.3b - Cisco Systems Inc |Cisco UCSB200 ML [N20-B6620-1 M <ot set> -

% ggl‘za r Cisco Systems Inc_ [Cisco UCS B250 M1 |N20-B6e20-2 i <not set> -

g 2.02r r Cisco Systems Inc Cisco UCS B200 M2 |N20-BE625-1 [ <not setz -

= 5 | Cisco Systems Inc [Cisco UCS B250 M2 N20-B6625-2 N/ 2.1{1a) 1

g default - Cisco Systems Inc Cisco UCS B230 M1 |N20-BE730-1 hfA <nat seb> -
[+ g IPMI Access Profiles - Cisco Syskemns Inc Cisco UCS B440 M1 |N20-B&740-2 MiA <not seb= - .
[#- & Local Disk Config Policies | v Cisco Systems Inc |Cisco UCS B200 M3 |UCSB-B200-M3 N/A 2.101a) E .
(- & Maintenance Policies - Cisco Systems Inc |Cisco UCSB22 M3 |UCSE-B22-M3 A <nok sek> -

£ Management Firmware Packages [Nl Ciscn Systems e |Cisco UCS B420 M3 |UCSE-E420-M3 M <not set> - B

. & Praer Canbeel Prlicies

The process was continued across the remaining tabs choosing the appropriate model and versions.
Management Firmware Packages are no longer supported. Host Firmware packages replaced this functionality
in Cisco UCS Manager 2.1.
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Create a service profile template using the pools, templates, and policies configured above.

a . B3 Mew ~

B3 e Servers © . Service Profile Templakes * gt‘ rook

[ options | ©® 0 | A\ Pending Activities | [ Exit

Equipment | Sub-Organizations [ Service Profiles [ Poals [ Palicies [ FC Zones [ Faulks [ Ewvents

=l

[l e SErvErs
E1-55 Service Profiles

-] i5C51 wNICs

-l vMICs
[l Service Template B2SOM2-INFRA-SAN
[ =tat R o
=l vHBAS
: il vMICs
.E:’.‘ Sub-Organizations
- & Policies

In this project, we created two templates, one for each of the Cisco UCS Blade Server models used.
Follow through each section, utilizing the policies and objects you created earlier, then click Finish.

Note: On the Operational Policies screen, select the appropriate performance BIOS policy you created earlier to
insure maximum LV DIMM performance.

Note: For automatic deployment of service profiles from your template(s), you must associate a server pool that
contains blades with the template.
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16a  On the Create Service Profile Template wizard, enter a unique name, select the type as updating, and select the
VDA-UUID-Suffix_Pool created earlier, then click Next.

+ Create Service Profile Template m

Unified Computing System Manager

Create Service Profils Template Identify Service Profile Template (7}
r R You must enter a name for the sewvice profile termplate and specify the termplate type. You can also specify how a UUID will be
1./ 1dentif P p pecity p i pecify
' P"I]ﬁfe TErnselate assigned to this template and enter a description.

20 Metworking "
o Storane ()

3

% zoning.

s 0 whIC[vHE# Placement
6. U Server Book Order

7 Maintenance Policy

8 Server Assignment

9. L gperational Policies

< Prey | Mexk = I Finish Cancel
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16b  On the Storage page, select the Expert mode, select the WWNN Pool created earlier from the drop-down list and
then click Add.

Unified Computing System Manager

Create Service Profile Template Storage
L gty Servica Profle Ogtionally specify disk policies and SAN conSquration mfarmation.
Template
2 Jsworage || Seleckalcal dsk configu

We used the default Local Storage configuration in this project. Local drives on the blades were not used.
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16¢c  On the Create HBA page, enter a name (FCO) and check Use SAN Connectivity Template, which changed the
display to the following.

We selected the vVHBA template for Fabric Interconnect A and the VMware Adapter Policy from the drop downs,
then clicked OK.

We repeated the process for FC1, choosing VDA-HBA-B for Fabric Interconnect B. The result is the Storage
page.

Click Next to continue.
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16d We selected the Expert configuration option and clicked Add in the adapters window.

Unified Computing System Manager

Optionally specify LAN corfiguration information.

ISCSI wNICs
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16e Inthe Create vNIC window, we entered a unique Name, checked the Use LAN Connectivity Template checkbox,
selected the vNIC Template from the drop down, and the Adapter Policy the same way.

Create vNIC
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16f  We repeated the process for the remaining seven vNICs, resulting in the following: (EthS, 6, and 7 not shown)

Unified Computing System Manager

Networking
Optionally specify LAN configuration information.

SCSI vNICs

Click Next to continue.
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16g We accepted the default placement and clicked Next.

Unified Computing System Manager

Craste Sarvies Profis Templste vNIC/vHBA Placement (7]
Ly Speciy how wNICs and vHBAS are placed on physical network adapters
2 v Zocace

3 listworking.

- yMIC/vHBA Placement.
5. W sarvnr poot oroer
6. | ot ernce Pty
[ Tv—
8. Joeston pokcie:

OB s oA R W ke

Morelly W MoveDeon [ Delste (M Reorder [ Hedfy
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16h  We selected the Boot from SAN policy created in Section 7.4.5 from the drop down, then proceeded.

Unified Computing System Manager

roste Servics Profile Tomplote Server Boot Order
Optionally specify the boot policy for this semice profile template.

" Creste reetvinc ||| [ SeEiSEET oot Parameters |

_cror [Cot> | _een |_cono |

161  We did not create a Maintenance Policy for the project, so we clicked Next to
continue:
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16j We made the following selections from the drop downs as shown, then clicked Next to continue.

Unified Computing System Manager

Server Assignment
Optionally specify a serar pool for this service profile template.

Firmmare Management (BI0S, Disk Controller, Adapber)

1F you select a host or management Fermware poboy for this service profile template, the peofile wil update: the firmware on the server that is s assocated with.
Otherwase the system uses the firmwars already instaled on the associsted server.
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16k  On the Operational Policies page, we expanded the BIOS Configuration section and selected the BIOS Policy
for the Cisco UCS B200 M3 created earlier, then clicked Finish to complete the Service Profile Template.

Unified Computing System Manager
(create Servioe Frofle Template Operational Policies

Optionally specify infarmation that affects how the system operales.

I "'5!:!!“! BI0OS Configuration

-  Operational Policies. || § ;
i TP Mansiped
vt TP fud
1 Configuration { Thresholds)
r Control Policy Condiguration

licy

e |

The result is a Service Profile Template for the Cisco UCS Blade Server B200 M. We repeated the procedure to
create a Service Profile Template for the Cisco UCS Blade Server B230 M2 used in the study.
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17 Now that we had created the Service Profile Templates for each Cisco UCS Blade Server model used in the
project, we used them to create the appropriate number of Service Profiles. To do so, in the Servers tab in the
navigation page, in the Service Profile Templates node, we expanded the root and selected Service Template
Cisco UCS B200 M3, then clicked on Create Service Profiles from Template in the right pane, Actions area.

@ 0 e Qw!ﬁ 0 !.9mdr.g;.r_|m_,-‘ Ee=

Sncagn | Mostweork | 01 A01Cs | Bt O | Bk | Evers | Fma

B
[l Service Tesplats BYXOMD-EFS-Tanglabe
A Sub-Crganations
= 15 poboes
B, ot
- Addapter Pk
- 3 B0 Defdts
i 55 B00s Pobies
i i ot Pk
- 5 Most Frawrn Package:
S IPMI Access Frofles

& Pooks

18  We provided the naming prefix and the number of Service Profiles to create and clicked OK.

¥ Create Service Profiles From Template m

33 e Servers * [l Service Profis Tecstes + ), roce + [l Service Templats B200M3 8PS Template

[l service Templste BOOOMI-BFS- Templats

Serves Pook: B2OOMI-Posl
Server ool Qualfication: B200M3Gual
Foestrict Megration: ner
¥eus can spechly ¥ the server ]
Sebecting the cptuon, the [ aelcinpss
¥ you specy rons,

Rehoot Pokcy! Inmediate

Create Service Profiles From Template

K Zancel

7]
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19 Cisco UCS Manager created the requisite number of profiles and because of the Associated Server Pool and
Server Pool Qualification policy, the Cisco B200 M3 blades in the test environment began automatically
associating with the proper Service Profile.

The process was repeated for the B2SOM2-INFRA-SAN template and the same result was achieved.

e . E2 Mew -

P> e SErVErS * EE Service Profiles ¥ ‘ﬁt‘ roak

Dgpt\ons | (7] o .Pendingnctivit\es | gxit

Equipment i Sub-Organizations [ Service Profiles [ Paols [ Policies [ FC Zones [ Faults [ Events

& =

[=) a0 Servers -
L:st Service Profiles
B

=5 BZ00M3-YDI-ES¥i5-5rv] (ESHIS-BFS-5rvl-Chl-BLL)
=5 B200M3-YDI-ESHS-Srv1 0 (ESHIS-BFS-5rv10-Ch2-BL3)
=5 B200M3-YDL-ESHS-Srvl | (ESKIS-BFS-5rvl1-Ch2-BLd)
=5 B200M3-VDI-ESHS-Srv1 2 (ESKIS-BFS-5rv12-Ch2-BLS)
=5 B200M3-YDI-ESHS-5rv1 3 (ESHIS-BFS-5rv13-Ch2-BLe)
=5 BZ00M3-YDI-ESHS-rv1 4 (ESHIS-BFS-Srv14-Ch2-BL7)
=5 B200M3-VDI-ESI5-Srv? (ESHS-BFS-Srv2-Ch1-EL2)
=5 B200M3-VDL-ESHIS-5rv3 (E5XI5-BFS-5rv3-Ch1-EL3)
=5 B200M3-VDL-ESHIS-Srvd (ESXIS-BFS-Srvd-Chl-EL4)
=5 BZ00M3-YDI-ES¥I5-5rv5 (ESHIS-BFS-5rvS-Ch1-ELS)
=5 B200M3-YDI-ESKIS-5rv6 (ESHIS-BFS-Srve-Chl-BLE)
=5 B200M3-YDL-ESHI5-5rvT (ESHIS-BFS-Srv?-Ch1-EL7)
=5 B200M3-VDI-ESHI5-5rvd (ESHIS-BFS-Srv8-Ch2-ELL)
=5 B200M3-VDI-ESH5-5rvd (ESHiIS-BFS-Srvd-Ch2-BL2)
=5 B250M2-CH3I-BL1 (Infrasrvl-10,29,164.120)

=5 B250MZ-CH3-BL3 (Launcher-10.29.164.121)

=5 B250M2-CH3-BLS (Launcher-10.29.164.122)

=5 B250M2-CH3-BLT (Launcher-10.29.164.123) |

=5 B250MZ-CH4-BL1 (Infrasrvz-10,29.164.124)

=5 B250MZ-CH4-BL3 (Launcher-10.29,164,125)

=5 B250M2-CH4-BLS (Launcher-10.29.164.126)

=5 B25OM2-CH4-BL7 (Launcher-10.29.164.127) | -
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20  We verified that each server had a profile and that it received the correct profile.

Cisco UCS B200 M3 Sample.

» Cisco Unified Computing System Manager - UCS-G2-POD
A e . Mew =

= Equipment * Chassis * & Chassis 1 (VDI-Desktops-Pool1) * Servers b Server 1
quip P £ =

[ Options | © 0 | ‘Pendlng Activitizs ‘ [0 Exit

= |
= gé Equipment
E}Hﬂ chasss W g | ==
[=-&sp Chassis 1 (¥DI-Desktops-Poall)
Fans t+

10 Maodules i e el
Pl atus Details

S 1-10,29,164.91)
e Server 2 (ESRIS-BFS-5rv2-10,29,164.92)
e Server 3 (ESRIS-BFS-5rv3-10,29,164.93)
e Server 4 (ESRIS-BFS-5rv4-10,29,164.94)
e Server 5 (ESRiS-BF3-3rv5-10,29,164.95)
e Server 6 (ESRIS-BFS-Srv6-10.29,164.96)
e Server 7 (ESRiS-BFS-5rv7-10.29.164.97)
[#--&=p) Chassis Z (vDI-deskkops-Poolz)

Chassis 3 {Infra, Servers/vSI Launcher) |
[]--g Chassis 4 (Infra. Servers/vSI Launcher) |
Rack-Mounts

[+ Fabric Interconnects

ESHiS-BFS-5rvl-10,29,164.91

At this point, the Cisco UCS Blade Servers are ready for hypervisor installation.

7.2.2 QoS and CoS in Cisco Unified Computing System

Cisco Unified Computing System provides different system class of service to implement quality of
service including:
« System classes that specify the global configuration for certain types of traffic across the entire
system
* QoS policies that assign system classes for individual vNICs
« Flow control policies that determine how uplink Ethernet ports handle pause frames.

Applications like the Cisco Unified Computing System and other time sensitive applications have to
adhere to a strict QOS for optimal performance.

7.2.3 System Class Configuration
Systems Class is the global operation where entire system interfaces are with defined QoS rules.

* By default system has Best Effort Class and FCoE Class.

* Best effort is equivalent in MQC terminology as “match any”
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— FCoE is special Class define for FCoE traffic. In MQC terminology “match cos 3”
System class allowed with 4 more users define class with following configurable rules.

— CoS to Class Map

— Weight: Bandwidth

— Perclass MTU

— Property of Class (Drop v/s no drop)
Max MTU per Class allowed is 9217.
Via UCS we can map one CoS value to particular class.
Apart from FcoE class there can be only one more class can be configured as no-drop property.
Weight can be configured based on 0 to 10 numbers. Internally system will calculate the bandwidth
based on following equation (there will be rounding off the number).

(Weight of the given priority * 100)
J % b/w shared of given Class =

Sum of weights of all priority

7.2.4 Cisco UCS System Class Configuration

Cisco Unified Computing System defines user class names as follows.

Platinum
Gold
Silver

Bronze

Table 3 Name Table Map between Cisco Unified Computing System and the NXOS
Cisco UCS Names NXOS Names
Best effort Class-default
FC Class-fc
Platinum Class-Platinum
Gold Class-Gold
Silver Class-Silver
Bronze Class-Bronze
Table 4 Class to CoS Map by default in Cisco Unified Computing System
Cisco UCS Class Names Cisco UCS Default Class Value
Best effort Match any
Fc 3
Platinum 5
Gold 4
Silver 2
Bronze 1
Table 5 Default Weight in Cisco Unified Computing System
Cisco UCS Class Names Weight
Best effort 5
Fc 5
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7.2.5 Steps to Enable QOS on the Cisco Unified Computing System

For this study, we utilized four Cisco UCS QoS System Classes to priorities four types of traffic in the

infrastructure.

Table 6 QoS Priority to vNIC and VLAN Mapping
Cisco UCS Qos Priority VvNIC Assignment VLAN Supported
Platinum eth2, eth3 166 (Storage — Not used in FC
variant)
Gold eth4, eth5 122 (VDA)
Silver eth0, eth1 164 (Management)
Bronze eth6, eth7 169 (vMotion)

Configure Platinum, Gold, Silver and Bronze policies by checking the enabled box. For the Platinum
Policy, used for NFS storage, was configured for Jumbo Frames in the MTU column. Notice the option
to set no packet drop policy during this configuration.

Figure 11

& Cisco Linified Compaiting System Manager - FI-62404
. o v A A @ 02 Hew

2 0 ] 3 e
Laupment | Servers (LA sia [ i | Aden

L Lii Cloud * 3 Qo System Class
General | Events | P

Cisco UCS QoS System Class Configuration

3 Ontions 0 He=x -

Filter: &1 =
=
=

LAN Clessd
+) I Fabric &
+ | Fabec B
't DT f—
= Lt P Groups
%) 5 Theshedd Pobess
= s
i Applaroes
= =] Intermal LAN
=l Inkernal Fadric &

Friarity
Platinm
Gold

Silver
Bronee

Best Effort
Fibee Chasmnel

(=] Packet Drop  Weight Weight (%)

k- 10 . a2 |9ono vI'I"
L B 5 - 20 recemmal o
T 8 T [re— 0
[ 7 - 18 rrormal e
Ay F 5 L T el - |
o = B - 4 - HA

Next, in the LAN tab under Policies, Root, QoS Polices, verify QoS Policies Platinum, Gold, Silver and
Bronze exist, with each QoS policy mapped to its corresponding Priority.
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Cisco UCS QoS Policy Configuration
e . Tew

s> S Lan r B Palicies © &, root + E QoS Palies B QoS Palicy Platinum

Figure 12

[ Cptions | o 0 | 0\, Pending Activities | [@] Exit

Events | F3M

() Appliances
£1-=] Internal LaN

B~ Internal Fabric &
il Internal Fabric &
- & Threshold Policies
- B Policies

B¢} Appliances

- &) Threshold Policies

5 ot

- 5 DeFault vNIC Behavior

g Drynamic vMNIC Connection Policies

& B Flow Control Policies

- & LAN Connectivity Policies

- & Multicast Policies

[ 5 Netwaork Control Palicies

2 & QoS Policies

: g Q35 Policy Bronze
QOIS Policy Gold

- & QoS Policy fo

Finally, include the corresponding QoS Policy into each vNIC template using the QoS policy drop-down,
using the QoS Priority to vNIC and VLAN Mapping table above.

Figure 13

Utilize QoS Policy in vNIC Template
[ |@ @ cven-| Down | 6 0 | Arednses | @oa
»> S+ 5 poboes + , root * [l e Tespianes [l IC Temoite Manarieroent 4

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



7 Solution Validation W

This is a unique value proposition for Cisco UCS with respect to end-to-end QOS. For example, we have
a VLAN for the EMC storage, configure Platinum policy with Jumbo frames and get an end-to-end QOS
and performance guarantees from the Blade Servers to the Nexus 1000V virtual distributed switches
running in vCenter through the Nexus 5548UP access layer switches.

7.3 LAN Configuration

The access layer LAN configuration consists of a pair of Cisco Nexus 5548s (N5Ks,) a family member
of our low-latency, line-rate, 10 Gigabit Ethernet and FCoE switches for our VDI deployment.

7.3.1 Cisco UCS Connectivity

Note

Four 10 Gigabit Ethernet uplink ports are configured on each of the Cisco UCS 6248 fabric
interconnects, and they are connected to the Cisco Nexus 5548 pair in a bow tie manner as shown below
in a port channel.

The 6248 Fabric Interconnect is in End host mode, as we are doing both Fiber Channel as well as
Ethernet (NAS) data access as per the recommended best practice of the Cisco Unified Computing
System. We built this out for scale and have provisioned more than 40 G per Fabric interconnect.

The upstream configuration is beyond the scope of this document; there are some good reference
document [4] that talks about best practices of using the Cisco Nexus 5000 and 7000 Series Switches.
New with the Nexus 5500 series is an available Layer 3 module that was not used in these tests and that
will not be covered in this document.
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Figure 14 Ethernet Network Configuration with Upstream Cisco Nexus 5500 Series from the Cisco Unified
Computing System 6200 Series Fabric Interconnects

Upstream LAN Switch

To UCS Chassis (4 X 106G Per Chassis) To UCS Chassis (4 X 106G Per Chassis)

7.3.2 EMC VNX5500 LAN Connectivity

The Cisco Nexus 5548UP is used to connect to the EMC VNXS5500 storage system for Fiber Channel
and file-based access.

The VNX5500 is equipped with dual-port 8Gb FC modules on each controller. These are connected to
the pair of Nexus 5548 unified ports to provide block storage access to the environment. (See Section
7.4 SAN configuration below.)

The VNX5500 supports two dual-port 10G Data Movers which are connected to the pair of N5Ks
downstream. One of the Data Movers is set to Active, with the second providing failover capability. This
allows end-to-end 10G access for file-based storage traffic. We have implemented jumbo frames on the
ports and have priority flow control on, with Platinum CoS and QoS assigned to the vNICs carrying the
storage data access on the Fabric Interconnects. (Note: This configuration was not used in this study, but
is shown as a supported option.)

The EMC ethernet connectivity diagram is shown below. Here again, we have a total of 40 Gbps
bandwidth available for the servers.
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Figure 15 EMC VNX Ethernet Connectivity

Cisco UCS 6248 UP

EMC VNX5500 EMC

VNX SERIES

_— 10 Gbps

SP-A8Gb FC DM-2 10 Gb Eth DM-3 10 Gb Eth SP-B8Gb FC

2 X 10 Gbps 2 X 10 Gbps

— — = b

\ VPEuf:er Cisco Nexus 5548
/\
X 10 Gbps ,.

Cisco Nex

2 X 1Gbps

Cisco UCS 6248 UP

To UCS Chassis (4 X 10GE Per Chassis) To UCS Chassis (4 X 10GE Per Chassis)
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Figure 16 Figure 15a. EMC VNX Fibre Channel Connectivity
EpC
EMC WNX-5500 W B

SP-A BGB FC EPBAGEBFC 8GE FC
| x"x.h - ",
| 2X8GbE T 7 2KBGBE
II H"'\-\-.. — // \\
| i \
! -~ e *,
1 hd o '\.
1 Py - N,
| - - *,
I| // M‘H.._H_ \\
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|I // ., - \\
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Mexus 5548UP
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I
UCS B248UP UCS B248UP
UCS 5108 Blade Chassis
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1000 User Test
WIN workloads

UCS 5108 Blade Chassis

7 % B200 M3
1000 User Test
VDI workloads

Nat Shown:
UICS 5108 Blade Chassis
Hx B250 M2
2 Infrastructura
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the EMC website.

1.

For information about configuring ethernet connectivity on an EMC VNX5500 Storage System, refer to

7.3.3 Nexus 1000V Configuration in L3 Mode

3

the Windows host has the latest Java version installed)

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users

To download the Nexus1000 V 4.2(1) SV1 (5.2), Click the link below.

http://www.cisco.com/cisco/software/release.html?mdfid=282646785&flowid=3090&softwareid=
282088129&release=4.2(1)SV1(5.2)&relind=AVAILABLE&rellifecycle=&reltype=latest
2. Extract the downloaded N1000V .zip file on the Windows host.

To start the N1000V installation, run the command below from the command prompt. (Make sure



http://www.cisco.com/cisco/software/release.html?mdfid=282646785&flowid=3090&softwareid=282088129&release=4.2(1)SV1(5.2)&relind=AVAILABLE&rellifecycle=&reltype=latest
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ommand Prompt

C:sUzerssAdminiztrator>
C:xUsersswAdministrator:
sUserssAdministrator>
C:sUsers Administrator>java —Jjar D:sISONESESSNexusi1B@@u 4.2 _1_5U1.5_15NexuslBB8u
4.2 1501 .5 1~USM~Installer_App~MHexus1BBBU-install. jar USHM_

4. After running the installation command, you will see the “Nexus 1000V Installation Management

Center.”
!Nexus 1000¥ Installation Management Center [_ [0}
‘- Steps Enter ¥Center Credentials
Enter yCenter Credentials
wCenter IP

Select the ¥SM's hast |10'29' 165.41

Select OV File to create YSM Part thttps only) 443

Configure Nebworking wiZenter User ID |administrat0r

Configure YSM
Rewview Configuration
Configure Migration
DS Migration

wiZenker Password |********

L

NIniir
CISCO

Nexus 1000V

| Mext = | | Cancel
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5. Type the vCenter IP and the logon credentials.

ENEHUS 1000% Installation Management Center M=
' Steps Select the ¥SM's host

1. Enter wCenter Credentials

2. 5elect the ¥5M's host E‘T‘j wCenter Inventary

y =l vDI-vIEWY
3. Select OVA File to create YSM E}--Iiﬁ V]
#. Configure Networking = Hosts/FoldersiClusters
5. Configure YSM =Ly WEI-Launcher
6, Review Configuration | i ‘ 10.29164.121
7. Configure Migration | i i ‘ 10.29.164.122
& D¥S Migration L |# 10.28.164.123

----- |4 10.29.164.125
----- |4 10.29.164.127
----- |4 10.29.164.126
=54 VIEWDeskiops-Pool2
----- |4 10.29.164.99

----- |4 10.29.164.100
’ ' I l ] l I ' I |4 10.29.164.101

----- |4 10.29.164.102
c l S c o ----- |4 10.29.164.103

| 10.29.164.104

Nexus 1000V

= Prey | Next = I Finist Cancel

7. Select the OVA file from the extracted N1KV location to create the VSM.

8. Select the System Redunancy type as “HA” and type the virtual machine name for the N1IKV VSM
and choose the Datastore for the VSM.

9. To configure L3 mode of installation, choose the “L3 : Configure port groups for L3”
a. Create Port-group as Control and specify the VLAN ID and select the corresponding vSwitch.

b. Select the existing port group “VM Network” for N1K Mgmt and choose mgmt0 with the
VLAN ID for the SVS connection between vCenter and VSM.

c¢. In the option for L3 mgmt0 interface port-profile enter the vlan that was pre-defined for ESXi
mgmt and accordingly it will create a port-group which will have L3 capability. In this case it
is nlkv-L3 port-group as shown in the screenshot below.
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UDI-H1BU-DUS# =h rum port-profile nlkw-13

tCommand: show runming-config port-profile nlke-L3
tTiMe: Fri Oct 26 16:53:34 2812

version 4.2(1)3U1(5.2)
port-profile type wvethernet nlkw-L3

capability 13control
vHMHare port-group
sWitchport mode access
sWitchport access wvlan 164
no shutdown

systen vlan 164

ztate enabled

[l resuss 1000¥ Installation Management Center i E
Lheps Configure Metworking
L. Enter vienter Credentisls
2, Selact Hhe YSMs host Plaase choods & configuration ophion:
Seldact OR Fls bo orestbe VM L2 Configurs port orougs for LE.

4, Conligure Metworking = 13: Configurs port grovgd For L3
5. Corlagpure o

& v Condapration

7. CorFigure Migration

B TS Mioration Corkrol Poat Growsp: T Chooss Exiineg v Creabe Blsw

Pt Groupe J Prart Grimgs Muadte: F il
WLAN [D= 7
wowakchi
wSwatch: T T p——
Managemant Port Group: % Choose Exsting Creabe Mew
A ARRFRAAN
Port Growps V91 Betwork, VLAN: 165 = Port Group Name:
c I 5 c o WLAN [D-
Wtk woeatchill, PRICE: wmrsch - | J
Nexus 1000V wiatich:

Choain ah inberfate for LY Corfedtivty:  (+ apgpll (™ eontrald
Erdtar L ek Briterf sos Port Profils YLAN I

| o Prssy | et e I ] Candel J

10. To Configure VSM, Type the Switch Name and Enter the admin password for the VSM. Type the IP
address , subnet mask , Gateway, Domain ID (Note: If there are multiple instance of N1KV VSM
need to be install, make sure they each configured with different Domain ID) and select the SVS
datacenter Name and Type the vSwitch0 Native vlan ID. (Make sure the Native VLAN ID specified
should match the Native VLAN ID of Cisco UCS and the Nexus 5k)
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lexus 1000% Installation Management Center

Steps Configure ¥SM
1. Enter wCenter Credentials q
Switch Marne |
2. Select the ¥SM's host: IVDI iKY
3, Select OWA File to create WSM AR LS s |adrmin
4. Configure Metworking Enter Admin Password I********
5. Configure ¥5M Confirm Admin Password I********
&, Review Configuration .
7. Configure Migration i ress IID'ZQ' 165.47
8. DYS Migration Subnet Mask |2s5.255.255.0

stfran],
CISCO

Nexus 1000V

Gateway IP Address
Domain ID
SWS Datacenter Mame

wawikch Mative YLAN ID

[¥  Enable S5H (RSA 2048 bits)

[10.29.165.1

J1es

=

J1e4

I¥ Enable Telnet

< Prey | Mext = I Fimish Cancel
11. Review the configuration and Click Next to proceed with the installation.
ENEHUS 1000¥ Installation Management Center [_ [Tl <]
Steps Review Configuration
1. Enter wCenter Credentials
Primary Host IP Address 29,164,
2. Select the ¥SM's host IIU 22164120
3. Select OVA File to create YSM Secondary Host IP Address [10,29.164.120
4, Configure Networking Prirnary YSM WM Narne [vDI-tatk-1
5. Configure YSM Secondary ¥SM ¥M Mamne IVDI-NIKV-Z
6. Review Configuration —
7. Configure Migration atastors IInfraStore
8, DYS Migration Control Fort Group IControl, VLAM: 167 on wSwitchD, PHICS: vmnicO
Management Port Group [l Network, YLAN: 165
L3 Inketface Imgmtg
L3 MgmkQ Host Ylan |165
WSM Swibch Mame IVDI*NIKV
Management IP Address
" | I 'Y | I [ g [t0.29.165.47
Subnet Mask IP Address I255.255.255.D
C ' S c o Gateway IP Address |10.29.155.1
System Redundancy Raole
Nexus 1000V =
Domain 10 I155
Datacenter (SWS) I\,IDI
Enable 55H Ix,-gs
Enable Telnet Iyes
wSwitch Mative YLAN ID |164
< Prev I Mext > I Finisty Cancel

12. Wait for the Completion of Nexus 1000V VSM installation.




exus 1000¥ Install

n Management Center

7 Solution Validation W

ot |uat],
CISCO

Nexus 1000V

i Steps Review Configuration

'

|

[ 1. En::er vEenter Cr:dentlals Installation Progress:
2.5 k the WS £

d eect the 3 & nos| J Configuring Properties

. 3. Select OVA File to create WSM

“ 4, Configure Metworking J Configuring Metwork
5. Configure ¥sM J Control WLAMN
6. Review Configuration J Management YLAN
7. Configure Migration
5. DWS Migration J Setting Properties

J Checking ¥YSM Status
J Configuring Virtual Device Specification
“ Configuring Property Specification
J Powering On Y3k

Estahblishing 55H Connection (this may take a few minutes)

Registering Extension with wCenter
Creating SYS Conneckion
Cleaning Up the Installation
Removing OVF Properties
Deleting Temporaty Files
“alidating Install

Installation Completed

< Prey. Fimisfy Cance
13. Click Finish to complete the VSM installation.
Nexus 1000¥ Installation Management Center M= E3
Steps Summary
1. Enter wCenter Credential
TEer wienter | reaentials [nitial W3M Installation Completed Successfully
2, Select the vaM's host
3, Select OWA File to create ¥3M conneckion ycenter
4, Canfigure Metwarking ip address: 10,29,165.41
5. Configure WM remtote Fort: 8 bt
- ) ) protocol: vmware-vim https
& REW?W Conl.;lgun.atlon certificate: default
7. Configure Migration datacenter name: YOI-WIEW VDT
&, D¥S Migration DS uuid: cc Od 2a 50 14 73 ¢9 eb-e9 al ce 25 3f e 50 &7
9. Summary config status: Enabled
operational status: Connected
syne status: Complete
version: YMware vCenter Server 5.1.0 build-737268
Iritial WSM Installation has completed.
ol I Il I I
Yaou can install YEM software an this host using VEM installer,
c l S C o Synkax : java -jar Nexus1000Y-install jar YEM
Nexus 1000V
= Prey [Exh = | Finisfi I Close
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14. Logon (ssh or telnet) to the N1IKV VSM with the IP address and configure VLAN for ESX Mgmt,
Control, N1K Mgmt and also for Storage and vMotion purposes as mentioned below (VLAN ID
differs based on your Network). No need to create vlans for N1KV packet and control with version
4.2(1)SV2(1.1) of N1KYV installer.

VDI-N1KV# conf t

Enter the following configuration commands, one per line. End with

CNTL/Z.

VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #

VDI-N1KV (config)# vlan
N1K-Control

VDI-N1KV (config-vlan) #
VDI-N1KV (config)# vlan
VDI-N1KV (config-vlan) #
VDI-N1KV (config-vlan) #

122
name VDA
no sh
164
name ESXi-Mgmt
no sh
165
name Infra-Mgmt
no sh
166
name Storage
no sh

167VDI-N1KV (config-vlan) # name

no sh
169
name vMotion

no sh

VDI-N1KV (config) #<CNTRL/Z>

vlan

I AImne

VDI-N1KV# conf t

15. Run following configuration command to configure jumbo mtu and qos polices.

VDI-N1KV (config)# policy-map type gos jumbo-mtu
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VDI-N1KV (config-pmap-gos)# policy-map type gos platinum Cos 5
VDI-N1KV (config-pmap-gos)# class class-default

VDI-N1KV (config-pmap-c-gos) # set cos 5

VDI-N1KV (config-pmap-c-gos) # end

VDI-N1KV# copy running-config startup-config

policy-map type goz Jjumbo-mtu
policy-map type gos platinum Cos_ 3
class class-default

set caos 5

16. To Migrate and Manage all the ESXi host network using Nexus 1000V VSM, Configure Port
Profiles and port groups as mentioned below.

port-profile type ethernet Unused Or Quarantine Uplink

vmware port-group

shutdown

description Port-group created for NexuslOO0V internal usage|
Do not use.

state enabled
port-profile type vethernet Unused Or Quarantine Veth

vmware port-group

shutdown

description Port-group created for NexuslO000V internal usage|
Do not use.

state enabled

These port-profiles are created by default and do not make any changes.

17. Create the DC System Uplink for ESXi and Nexus 1000V Management
VDI-N1KV (config)# port-profile type ethernet Ethernet-uplink
VDI-N1KV (config)# vmware port-group
VDI-N1KV (config-port-prof)# switchport mode trunk

VDI-N1KV (config-port-prof)# switchport trunk allowed vlan
164-165,167

VDI-N1KV (config-port-prof)# channel-group auto mode on
mac-pinning

VDI-N1KV (config-port-prof)# no shutdown
VDI-N1KV (config-port-prof)# system vlan 164,167
VDI-N1KV (config-port-prof) #state enabled
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=t Mgmt-uplink

18. Create the DC Storage Uplink port profile for NFS traffic.
VDI-N1KV (config)# port-profile type ethernet storage-uplink
VDI-N1KV (config)# vmware port-group
VDI-N1KV (config-port-prof)# switchport mode access
VDI-N1KV (config-port-prof)# switchport access vlan 166
VDI-N1KV (config-port-prof)# mtu 9000

VDI-N1KV (config-port-prof)# channel-group auto mode on
mac-pinning

VDI-N1KV (config-port-prof)# no shutdown
VDI-N1KV (config-port-prof)# system vlan 166
VDI-N1KV (config-port-prof) #state enabled

ge-uplink

pinning

19. Create the Storage virtual ethernet communications port profile
VDI-N1KV (config)# port-profile type vethernet storage
VDI-N1KV (config-port-prof) # vmware port-group
VDI-N1KV (config-port-prof) # switchport mode access
VDI-N1KV (config-port-prof)# switchport access vlan 166

VDI-N1KV (config-port-prof)# service -policy type gos input
platinum Cos 5

VDI-N1KV (config-port-prof)# no sh
VDI-N1KV (config-port-prof) # system vlan 166
VDI-N1KV (config-port-prof) #state enabled
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20. Create the DC vMotion Uplink port profile.

VDI-N1KV (config)# port-profile type ethernet

VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #

VDI-N1KV (config-port-prof) #
mac-pinning

VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #

vmotion-uplink
vmware port-group

switchport mode access
switchport access vlan 169

channel-group auto mode on

no sh

system vlan 169

VDI-N1KV (config-port-prof) #state enabled

on-uplink

21. Create the virtual ethernet port profile for vMotion.

VDI-N1KV (config)# port-profile type vethernet vmotion

VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #
VDI-N1KV (config-port-prof) #

vmware port-group
switchport mode access
switchport access vlan 169
no sh

system vlan 169

VDI-N1KV (config-port-prof) #state enabled

22. Create the DC VDA Uplink port profile.

VIS
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VDI-N1KV (config)# port-profile type ethernet wvdi-uplink
VDI-N1KV (config-port-prof)# vmware port-group

VDI-N1KV (config-port-prof) #switchport mode access

VDI-N1KV (config-port-prof) #switchport access vlan 122,164-165

VDI-N1KV (config-port-prof) #channel-group auto mode on
mac-pinning

VDI-N1KV (config-port-prof) #no shutdown
VDI-N1KV (config-port-prof)# system vlan 122,165
VDI-N1KV (config-port-prof) #state enabled

c-pinning

23. Create the virtual ethernet port profile for VDA traffic.
VDI-N1KV (config)# port-profile type vethernet wvdi-pooll
VDI-N1KV (config)# vmware port-group
VDI-N1KV (config-port-prof)# port-binding static auto expand
VDI-N1KV (config-port-prof) # max-ports 1024
VDI-N1KV (config-port-prof) # switchport mode access
VDI-N1KV (config-port-prof)# switchport access vlan 122
VDI-N1KV (config-port-prof)# no sh
VDI-N1KV (config-port-prof)# system vlan 122
VDI-N1KV (config-port-prof) #state enabled

24. Create the virtual ethernet port profile for VDAT traffic
VDI-N1KV (config)# port-profile type vethernet wvdi-pool2
VDI-N1KV (config-port-prof)# vmware port-group
VDI-N1KV (config-port-prof) # port-binding static auto expand
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VDI-N1KV (config-port-prof)# max-ports 1024

VDI-N1KV (config-port-prof)# switchport mode access
VDI-N1KV (config-port-prof)# switchport access vlan 122
VDI-N1KV (config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlan 122

VDI-N1KV (config-port-prof) #state enable

25. After creating port profiles, make sure vCenter shows all the port profiles and port groups under the
respective N1KV VSM. Then, Add the ESXi host to the VSM.

26. Go to Inventory >networking >select DVS for NIKV >click on tab for hosts.

5 (L] WCENTER. vdilab-v local [F—
B [iy vol-zo00
IE‘@ VDLNLEY etting Started | Summary | Networks [ Parts [ Configuration | Virtual Machines L s [ alarms s
B g VoL ] Name or State conkains: + Clear
S Storage-Upink

S system_Uplink | [ Hame State VDS Status Status % CPU % Memary Memory Size CPU Count KIE Count | Uptime

S Unused_0r_Que 10.25.164.51  Connected Up 41 262086.00 MB 2 8 7days
&, VDI-Upink 10.28.164.52  Connected Up 262066.00 MB 2 8 7days
E vMotion-Uplnk. 10.29.164.33 Connected Up 11 26208600 MB z 8 7days
2 8

2, ki3
10.29.164.94 Connected up 1] 262086.00 MB
%n Storage

2, Unussd_or_Que
vo!
vOI-1
2, VMation
@ Contral
& NiK-Control
© niK-packet
8 vCenter Management
© VoI

& VM Network

Mormal
Mormal
Mormal

A

Mormal

i
AR R

7 days

27. Right-click and select add host to vSphere Distributed Switch.

Bl [ VCENTER.vdilab-v.local

B [fy vo1-z000 _
B [ VDINiky et T onfig £ chines & Alarms

Cl NDLHIKY Mame or State conkains: +
B Storage-Uplink
= System_Upink | [Hame State VDS Status Status % CPU % Memory Memory Size CPU Count NIC Count | Uptime
B Unused Or Que| [ 102906491  Comected @ Up & MNormal 0 41 26208600 MB 2 8 7days
= VDI'QD“”“‘ . O 1291643 Cannected @& up & Mormal ] 2 26208500 MB 2 8 7days
= :';’:':'ID;'UD‘” B 10291643 Connected @ W @ Mormal i 1] 26:2086.00 ME z & 7days
% storage 0 10291643  comeed & Up & Normal 0 1 262086.00 MB 2 8 7days
& Unused_Or_Quz
2 o
2 vor | AddHost to vSphere Distributed Switch...
2, whotion Manage Hosts..,

& Control

& Nik-Contrel Refresh

8 nik-packat Wiewr Column »

& wCenter Management

© vorm Export List...

& M Network,

It will bring up ESXi hosts which are not part of existing configuration.
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28. Select ESXi hosts to add in N1KV.

(%) Add Host to vSphere Distributed Switch

Select Hosts and Physical Adapters

Select Host and Physical Adapters

Select hosts and physical adapters bo add to this vSphere distributed switch,

Settings...  Wiew Incompatible Hosts

TMetwark, Conneckivicy
‘irtual Machine Metworking
Ready to Complete

O
Om

=08

Select pl
Om
Om
Om
O

=08

Select pl
O
O
O
O

=5ME0E

Host{Physical adapters

¥mnic

mnicd
10.29.164.126
hysical adapters

wnicO

¥IMNIcZ

NI

mnicd
10.29.164.127
hysical adapters

¥mnicl

wmnicl

¥IMNIcZ

mnicd
10.29.164.%6

Select physical adapters

Om

wnicO
wmnicl
wmnicz
¥mnic
mnicd
¥mnicS
¥MnicE
Wiy

In use by switch

wSwitch

wSwitcho

wSwitcho

Settings

Yiew Details,..
Yiew Details,..
View Details. .,

View Details. .,
Yiew Details,..
Wiew Details, .,
Yiew Details,..
Yiew Details,..

Yiew Details,..
View Details. .,
Yiew Details,..
Wiew Details, .,
Yiew Details,..

View Details. .,
Yiew Details,..
View Details. .,
Yiew Details,..
Wiew Details, .,
Yiew Details,..
Yiew Details,..
View Details. .,

Uplink port group
Select an uplink port gr...
Select an uplink port gr...

Select an uplink part gr...
Select an uplink port gr...
Select an uplink port gr..,
Select an uplink port gr...

Select an uplink port gr...
Select an uplink part gr...
Select an uplink port gr...
Select an uplink port gr..,

Select an uplink port gr...
Select an uplink port gr...
Select an uplink part gr...
Select an uplink port gr...
Select an uplink port gr..,
Select an uplink port gr...
Select an uplink port gr...
Select an uplink port gr...

-

m

Help |

< Back | Mexk = I

Cancel

2|

29. Click on select an uplink port-group and from the drop down menu select appropriate Uplink that is
allowed for corresponding vmnic as per the configuration on Cisco UCS Manager vNICS.

For example, consider vmnicO and vmnicl for use as the System-Uplink. As per the best practices
here we have 8 vmnics (4 pairs) and each pair of vmnics will be associated with one uplink;
system/mgmt uplink, storage uplink, VM/VDI traffic uplink, vMotion Uplink.

HEE i0zmie4%
Select physical adapters

@ | vmnicO

E| vmnicl
BB vmnicz
£
B
£
BB
£

wmnic3
wmnic4d
WMnicS
Wmnice
wmnic?

wSwitchl

Yiew Details,

Yiew Details, ..
View Details, .
Yiew Details. ..
Yiew Details, ..
Yiew Details, ..
View Details, .
Yiew Details. ..
Yiew Details, ..

|Select an uplink port gro « |

Select an uplink port group

StDraEE-UEIink

Inused_Cr_Quarantine_Lpl
YOI-Uplink,
wiiokion-Uplink,

TS T T ORI O gy

Select an uplink part gr. ..
Select an uplink part gr. ..
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B EE 10231648 View Details. .
Select physical adapters
E| vmnicd - Wigw Details, ., Select an uplink port gr...
B vmnicl wawikcho Wigw Details, ., Select an uplink port gr...
553 | YMNICE - Yigw Dekails. .. |Select an uplink port gro |
B vmnics - Yiew Details, .
i 2] vmnfc-f’r - '-.-'few Detaﬁls... ystem. Lplink
R vmnicS - Wiew Details. . Unused_Or_Guarantine_Upl
B vmnica - Yiew Details, . WDI-Uplink
B vmnic? - Yiew Details, .. wifation-Dplink
EEE 10291645 Wiew Details. ..
Select physical adapters
g vmnicO - Yiew Details. .. Swstem_Liplink,
BEg vmnicl wSiitchi Yiew Details. .. Swstem_Liplink,
Eg vmnic2 - Yiew Details. .. Storage-Uplink,
Bg vmnic3 - Yiew Details. .. Storage-Uplink,
iizs | | wmnics - Yiew Details. .. |Select an uplink, port gro
Bg vmnics - Yiew Details, .. Select an uplink port group
53] vmnicﬁ - 'r.-'?ew Deta?ls... g;?s::aeﬁ'ue_ﬁslliﬂl:
E@ vmnic? - Wiew Details. . Unused_Cr_Quarantine_Upl
[++Mation-Uplink.
e e e
EME 10291645 View Details, .
Select physical adapters
E® vmnicd -- Wigw Details, Syskern_Uplink,
g vmnicl w3witchO Wiew Details, . Swskerm_Uplink,
R vmnic2 -- Wigw Detkails, Storage-Uplink,
R vmnic3 -- Wigw Dekails, Storage-Uplink,
E@ vmnicd -- Wigw Details, . YDI-Uplink
| vmnics -- Wiews Details, . YDI-Uplink
i3 | YIMMICE -- YWiew Details, ., |Select an uplink, port gro * |
R vmnic? -- Wil Dietails, Select an uplink port group

Storage-Uplink,
Swskem_Uplink
Unused_Or_Quaranting_LIpl
=Y DI-Uplink,

30. After selecting appropriate uplinks click Next.
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B E 10291845 View Detals. .
Select physical adapters
E@ vmnicO - Yiew Details. .. Swstem_Lplink
BB wmnicl wawitch Wigw Details, ., System_Uplink
E@ vmnic2 -- Wiew Details, Storage-Uplink, £
BB vmnic3 - Wigw Details, . Skorage-Liplink
B/ vmnict - Wiew Details. .. YDI-Lplink
BB vmnicS - Wiew Details... YDI-Uplink
E®| vmnice - Wiew Details... wiMation-Lplink
& | WTINICT -- Wiew Details... Mation-LIplink - | i
< Back. | Mext = I Cancel
F
31. Network Connectivity tab select Destination port group for vimkO.
@ Add Host to vSphere Distributed Switch - = |12 [
Network Connectivity
Select port group ko provide network connectivity For the adapters on the wSphere distributed switch,
|
Select Host and Physical Adapters @ Assign adapters bo a destination port group to migrate them, Chrl+click to mulki-select,
Network Connectivity /A wWirkual MICs marked with the warning sign might lose netwark connectivity unless they are migrated to the vSphere distributed switch,
yirtual Machine Metworking Select a destination port group in order ko migrate them,
Ready to Complete Hostvirtual adapter Switch Source port group Deestination port group
[ H @ 10291645
i | vk wawikchi Ykernel Do nok migrate |

32. From the drop down menu select a port group which was configured for L3 capability and for ESXi
host management communication. In this case it is nlkv-13 and Click Next.

(4 Add Host to vSphere Distributed Switch - o -

Network Connectivity
Select port group to provide network connectivity For the adapters on the vSphere distributed switch.

Select Host and Physical Adapters @ Assign adapters to a destination port group ko migrate them, Chrl+click to mulki-selsct,
Network Connectivity /s Wirtual NICs marked with the warning sign might lose network connectivity unless they are migrated to the vSphere distributed switch,
Wirtual Machine Metworking Select a destination port group in order to migrate them,
Ready to Complete HostYirtual adapter Switch Source port group Destination port group
| =] @ 10.29.164.95

| [iiin | | vk wSiitchi Wikernel

33. On the tab for virtual machine networking, select VMs and assign them to a destination port-group
if there is any. Otherwise click Next to Ready to complete.
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@ Add Host to vSphere Distributed Switch -

¥irtual Machine Networking
Select virtual machines or network adapters ko migrate to the vSphere distributed switch,

Select Host and Physical Adapters
Metwork Connectivity

¥irtual Machine Networking
Ready to Complete

¥ Migrate virtual machine networking

@ Assign YMs or network adapters ko a destination port group to migrate them, Crl+click to multi-select,

Host fYirtual machine/Metwork adapter MIC count | Source port group Destination port group

MNetwork adapter details

34. Verify the Settings and Click Finish to add the ESXi host part of N1IKV DVS.

[&) Add Host t wSphere Distributed Swi

Ready to Complete
Verify the sektings for the new vSphere distributed switch

2eiect Host and Prevsical A0apters ol
Select Host and P.h sical Adapters VDI-NIKY i
Metwork Conneckiviey

virtual Machine Networking

Ready to Complete 2 nikvi3 % [=1Unused_Or_Quarantine_Uplink
= Wirkermel Forts (S)
Wik 1 10,29, 164,91 = 1 15ystam Uplink
kD : 10,29, 164.92 HO =
kD : 10,25, 164,93 Ho =1 ] UpLinkoi (5 NIC Adapters)
k0 : 10.29,164.94 HD ] vmnico 10,29,164.93
kD B TG GAES alo O vmnicd 10,29, 164.94
Yirtual Machines (0) S‘ "”"”“g igiz i::z; |
— vmnicd 10,28, 164,
@ storage Y O vinnicl 10.29,164.95
=198 UplinkD1 {5 NIC Adapters)
virtual Machines (0) - TEMT o 29(15.4 o pters)
& Unused_Or_Quarantine V. &) S: :::E :3221::2:
virtual Machines (0 - vmnict 10.23.164.92
(& vmnicl 10.29,164.95
2 vor % -
1 irtual Machines (1) (= wilotion-Lplink
(=13 UplinkD6 (S NIC Adapters)
£ vort b T vmnics 10,29,164.93
Wirtual Machines (0) - vmnics 10,29,164.94
] vmnics 10,29,164.91
£ whotion L] H  vmnics 10.29,164.92
[ WMkernel Parts (1) J wranict 10,23, 164,95
wirtual Machines (0} (=18 UpLink0? {5 NIC Adspters)
I vmnic7 10.29,164.93
[ vmnic7 10.29.164.94
[ vmnic7 10.29,164.91
O vmnic7 10.29.164.92
J wmnic7 10,29, 164.95
(=1 5torage-Uplink. |
r|_ﬂ”..‘..,_.‘.... . ~|

Help

< Back,

[ e | oo |
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~

Note  This will invoke VMware update manger (VUM) to automatically push the VEM installation for the
selected ESXi hosts. After successful staging, install and remediation process , now the ESXi host will
be added to NIKV VSM. From the vCenter task manager, quickly check the process of VEM
installation.

In the absence of Update manager:

35. Upload vib file cross_cisco-vem-v144-4.2.1.1.5.2.0-3.0.1.vib for VEM installation to local or
remote datastore which can be obtained by browsing to the management IP address for NIKV VSM.

36. Login to ESXi host using ESXi shell or SSH session.
37. Run the following command:

esxcli software vib install -v /vmfs/volumes/
datastore/ cross cisco-vem-v144-4.2.1.1.5.2.0-3.0.1.vib

38. To verify the successful installation of ESXi VEM and the status of ESXi host.

[ VCENTERvdilab-vlocal - viphere Ci
File Edit View Inventory Administration Plug-ins Help

By Home b gl twentory b @ Hetworking 8| search Inventory
£ B & &

E1 (1) VCENTER vdiab-v.local
B [y vor-zom
Bl [ vDLHIKi

B | VoL Hame or State contains: » Cei
B Storage-Uplink

&, System_Uplink Mame: Skate WDS Status Status “% CPU % Memory Memary Size CPL Count NIC Count | Uptime:
B Unused Or Qua | [ 10.29.164.91 Connected & U Harmal 0 < [ 262086.00 MB 2 8 7days
& WDI-Uplink 0 womis®  comeced @ Up Hormal 0 2 [EEE 26208600 MB 7 days
& "Mf“‘“"'u"“”k 0 1029.164% Connected @ U Hormal 0 [ 1 [ 262086,00 ME
% ;:D:a; O 10291643 Connected & U Harmal 0 EEE 1 [ 262086.00 MB
& Unused_or_que O 1291645 Connected & U Harmal 0 1 [FTE] 262086.00 MB
2, Wt
2 WDI-1
2, wMotion
@ Control
® NiK-Control
© NiK-packst
& wCenker Management
@ untam

7 days
7 days

IS

[SESI NS
@ @ @@

45 minutes

To verify putty into N1KV VSM. Run sh module command which will show all the ESXi hosts attached
to that VSM.

VDI-N1KV (config)# sh module
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. Module
. Module

=
=

==
=
s b T D

==
o
e b

. Module
Hodule

==
o
e e

e r —Hame

39. Repeat the procedure to configure additional VSM pairs for each ESX cluster.

7.4 SAN Configuration

The same pair of Nexus 5548UP switches were used in the configuration to connect between the FC
ports on the EMC VNX5500 and the FC ports of the Cisco UCS 6248 Fabric Interconnects.

7.4.1 Boot from SAN Benefits

Booting from SAN is another key feature which helps in moving towards stateless computing in which
there is no static binding between a physical server and the OS / applications it is tasked to run. The OS
is installed on a SAN LUN and boot from SAN policy is applied to the service profile template or the
service profile. If the service profile were to be moved to another server, the pwwn of the HBAs and the
Boot from SAN (BFS) policy also moves along with it. The new server now takes the same exact
character of the old server, providing the true unique stateless nature of the Cisco UCS Blade Server.

The key benefits of booting from the network:
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* Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own
direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers
also take up less facility space, require less power, and are generally less expensive because they
have fewer hardware components.

» Disaster and Server Failure Recovery: All the boot information and production data stored on a local
SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality
of the servers at the primary site, the remote site can take over with minimal downtime.

* Recovery from server failures is simplified in a SAN environment. With the help of snapshots,
mirrors of a failed server can be recovered quickly by booting from the original copy of its image.
As a result, boot from SAN can greatly reduce the time required for server recovery.

* High Availability: A typical data center is highly redundant in nature - redundant paths, redundant
disks and redundant storage controllers. When operating system images are stored on disks in the
SAN, it supports high availability and eliminates the potential for mechanical failure of a local disk.

¢ Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers
for rapid deployment. Such servers may only need to be in production for hours or days and can be
readily removed when the production need has been met. Highly efficient deployment of boot
images makes temporary server usage a cost effective endeavor.

e Centralized Image Management: When operating system images are stored on networked disks, all
upgrades and fixes can be managed at a centralized location. Changes made to disks in a storage
array are readily accessible by each server.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN
through a host bus adapter (HBA). The HBAs BIOS contain the instructions that enable the server to
find the boot disk. All FC-capable Converged Network Adapter (CNA) cards supported on Cisco UCS
B-series blade servers support Boot from SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is
designated as the boot device in the hardware BOIS settings. Once the hardware detects the boot device,
it follows the regular boot process.

7.4.2 Configuring Boot from SAN Overview

There are three distinct phases during the configuration of Boot from SAN. The high level procedures
are:

1. SAN zone configuration on the Nexus 5548UPs
2. Storage array host initiator configuration
3. Cisco UCS configuration of Boot from SAN policy in the service profile

In each of the following sections, each high level phase will be discussed.

7.4.3 SAN Configuration on Nexus 5548UP

The FCoE and NPIV feature has to be turned on in the Nexus 5500 series switch. Make sure you have 8
GB SFP+ modules connected to the Nexus 5548UP ports. The port mode is set to AUTO as well as the
speed is set to AUTO. Rate mode is “dedicated” and when everything is configured correctly you should
see something like the output below on a Nexus 5500 series switch for a given port (for example,
Fcl/17).
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A Nexus 5500 series switch supports multiple VSAN configurations. A single VSAN was deployed in
this study.

Cisco Fabric Manager can also be used to get a overall picture of the SAN configuration and zoning
information. As discussed earlier, the SAN zoning is done upfront for all the pwwns of the initiators with
the EMC VNX5500 target pwwns.

VDI-N5548-A# show feature | grep npiv

npiv 1 enabled

VDI-N5548-A# show interface brief

Interface Vsan Admin Admin Status SFP Oper Oper Port

Mode Trunk
Mode Speed Channel

Mode
(Gbps)
fcl/17 1 auto on up swl F 8 -=
fcl/18 1 auto on up swl F 8 --

The FC connection was used for configuring boot from SAN for all of server blades. In addition, a
general purpose 1TB infrastructure LUN for infrastructure virtual machine storage and 14 write-cache
LUN:Ss for each VDI host were provisioned.

Single vSAN zoning was set up on the Nexus 5548’s to make those FAS3240 LUNS visible to the
infrastructure and test servers.

An example SAN zone configuration is shown below on the Fabric A side:
VDI-N5548-A# sh zone name B200M3-CH1-BL1-FCO vsan 1
zone name B200M3-CH1-BL1-FCO wvsan 1
member pwwn 20:00:00:25:b5:b1:1b:3f
! [B200M3-CH1-BL1-£fc0]
member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]
member pwwn 50:06:01:68:3e:a20:30:99
! [VNX-5500-B3]
VDI-N5548-A# sh zone name B200M3-CH1-BL2-FCO vsan 1

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

zone name B200M3-CH1-BL2-FCO vsan 1
member pwwn 20:00:00:25:b5:bl:1b:af
! [B200M3-CH1-BL2-£fc0]
member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]
member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

Where 20:00:00:25:b5:b1:1b:3f/20:00:00:25:b5:b1:1b:af are blade servers pwwn’s of their respective
Converged Network Adapters (CNAs) that are part of the Fabric A side.

The EMC FC target ports are 50:06:01:60:3¢:20:30:99/50:06:01:68:3¢:a0:30:99 and belong to one port
on the FC modules on SP-A and SP-B respectively.

Similar zoning is done on the second Nexus 5548 in the pair to take care of the Fabric B side as shown
below.

VDI-N5548-B# sh zone name B200M3-CH1-BL1-FCl vsan 1
zone name B200M3-CH1-BL1-FCl vsan 1
member pwwn 50:06:01:61:3e:20:30:99
! [VNX-5500-A2]
member pwwn 50:06:01:69:3e:20:30:99
! [VNX-5500-B2]
member pwwn 20:00:00:25:b5:bl:1b:2f
! [B200M3-CH1-BL1-FC1]

VDI-N5548-B# sh zone name B200M3-CH1-BL2-FCl vsan 1
zone name B200M3-CH1-BL2-FCl vsan 1
member pwwn 50:06:01:69:3e:20:30:99
! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]
member pwwn 20:00:00:25:b5:bl:1b:cf
! [B200M3-CH1-BL2-FC1]

Where 20:00:00:25:b5:b1:1b:2f/20:00:00:25:b5:b1:1b:cf are blade servers pwwn’s of their respective
Converged Network Adapters (CNAs) that are part of the Fabric B side.

The EMC FC target ports are 50:06:01:61:3e:20:30:99 /50:06:01:69:3¢:20:30:99 and belong to the other
port on the FC modules on SP-A and SP-B. They were spread across the two controllers for redundancy
as shown in the figure below.
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Figure 17 VNX5500 FC Target Ports

EMC VNX5500

SP-ABGhFC DM-2 10 Gb Eth DM-3 10Gh Eth SP-B BGBFC

SP Part Connections Fabric B
50:06:01:61:3e:a0:30:99 SP-A-A2

50:06:01:69:3e:a0:30:99. 5P B-B2

SP Port Connections Fabric A
50:06:01:60:3e:a0:30:99 5P A:A3
50:06:01:68:3:a0:30:99 SP-B B3

2X8GbFC 2X8GbFC

2X8GbFC

Cisco UCS 6248UP Cisco UCS 6248UP

To UCS Chassis (4 X 10G Per Chassis) To UCS Chassis (4 X 10G Per Chassis)
For detailed Nexus 5500 series switch configuration, refer to Cisco Nexus 5500 Series NX-OS SAN
Switching Configuration Guide. (See the Reference Section of this document for a link.)

7.4.4 Configuring Boot from SAN on EMC VNX

The steps required to configure boot from SAN LUNs on EMC VNX are as follow:

1. Create a storage pool from which LUNs will be provisioned. RAID type, drive number and type are
specified in the dialogue box below. Five 600GB SAS drives are used in this example to create a
RAID 5 pool. Uncheck “Schedule Auto-Tiering” to disable automatic tiering.
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F ' yNx5500 - Create Storage Pool

General | advanced

=10]x]

- Storage Pool Parameters
(&) Pool () RAID Group
Scheduled Auto-Tiering

Storage Pool Type:

Storage Pool ID: &

Storage Pool Marme:  |WDI-SANBook

Extreme Performance
R&ID Configuration
|RAIDS {4+1)

Murmber of Flash Disks
vl [o |

Performance
R&ID Configuration
|RAIDS {4+1)

Mumber of SA% Disks
W | | 5 (Recornmended) |+ |

Distribution

Performance : 2654.038 GB (100.00%:)

- Disks

{®) Automatic Use Power Saving Eligible Disks

1 Manual Select... Total Raw Capacity: 2684.0...
Disl Capacity |Drive Tvpe Model |State

@ Bus 0 Enclosure 3 Disk 10 536.805... SAS STE&0OQ... Unb...

@ Bus 0 Enclosure 3 Disk 9  536.805... SAS STE&0OQ... Unb...

@ Bus 0 Enclosure 3 Disk §  536.805... SAS STE&0OQ... Unb...

@ Bus 0 Enclosure 3 Disk 7 536.805... SAS STE&0OQ... Unb...

@ Bus 0 Enclosure 3 Disk & 536.805... SAS STE&0OQ... Unb...

Perforrm a backaground werify an the new storage and set priarity to

(o] || apply || Cancel || Help |

hypervisor OS.

2. Provision LUNSs from the storage pool created in step 1. Each LUN is 10GB in size to store the ESXi
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3. Create a storage group, the container used for host to LUN mapping, for each of the ESXi hosts.

=

=5 ¥NX5500 - Create Storage Groug - 0] x|

Storage Svystem: YM=S500

Storage Group Mame: |CH1-BL1-ESxiSrv]

(o] Apply Cancel Help

4. Register host initiators with the storage array to associate a set of initiators with a given host. The
registered host will be mapped to a specific boot LUN in the following step.
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‘ Create Initiator Record @

rInitiator Information

WWN/IQN: |20:UU:00:25:E5:F1:00:UE:ZU:UO:UU:ZE:EE:CI:UU:QG |

SP - port: | A-O (Fibre) e

Initiatar Type: ” CLARiiDNNN)d | L | Failover Mode: ||re-Ac:tive mode(ALUA)-faillovermade 4| L |

rHost Agent Information
(®) New Host () Existing Host ¢
Host Name: (B200-CH3-BL-01 - . | |
IP Address: [192.168.1.63

m

vse Host

Wl

Advanced Options

| oK || Cancel || Help |

5. Assign each registered host to a separate storage group as shown below.
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r | ¥NX5500 - CH1-BL1-ESXiSrv1: Storage Group Properties — |I:| |£|

General  LUMNs | [Hosts

Show Hosts; | Mot connected -
- Select Hosts
Filter Far: | |
fAvailable Hosts Hosts to be Connected
Marme IP Address|0%|Type Marme IP Address |05 T
ﬂ ESmis-BFS-SRW1 10.29.164.91 ... Fil
ro—
< —
£ =2 > £ =2 >

ooty [canont | st

6. Assign a boot LUN to each of the storage groups. A host LUN ID is chosen to make visible to the
host. It does not need to match the array LUN ID. All boot LUNSs created for the testing are assigned
host LUN ID 0.
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r ! ¥NX5500 - CH1-BL1-ESXiSrv1: Storage Group Properkies — |I:| |£|

General  |LHUMS | Hosts

Show LUMs: |N|:|t in other Storage Groups

Available LUNSs

Marne &% 0 Capacity Drive Type

#— %2 Consistency Gro -~
|

+— & MetallNs

J:r— " Snapshnt Mount

T_% Snapview Snaps

g [ =P a

g [ = B

+— =g Thin LUNs ¥
Add

Selected LUNS
Mame 0 Capacity Drive Type Host LUN ID
ES®iS_BootLUM_... 0 15.000 GB SAS 0

Eemove

Watrhitg: HLLU aurnbers higher than 255 may result in application outages if not supported by the
hiost failover software,

| (o] || apply || Cancel || Help |

When the Cisco UCS Blade Server boots up with its assigned service profile that includes boot from
SAN, its vHBAs will connect to the provisioned EMC Boot LUNs and the hypervisor operating system
can be installed.

7.4.5 SAN Configuration on Cisco UCS Manager

To enable Boot from SAN on the UCS Manager 2.1 (UCS-M) series, do the following:

1. Add SAN Boot for primary to the new policy. The vHBA name is optional, it could be left blank and
we don’t have to enforce the vHBA name. Click OK.
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Create Boot Policy

¥NX5500BFS

1

Boot from SAN Policy for ¥NX5500
(I}

0

Local Devices

B fdd Local Disk
(@) Add CD-ROM
| add Floppy

Add SaM Boot: %
Add SAN Book Target

i5C51 ¥NICs

& Move Up = Mave Down . Delete

v

2. Add SAN Boot for primary to the new policy. The vHBA name is optional, it could be left blank and

we don’t have to enforce the vHBA name. Click OK

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

A Create Boot Policy | = A e -

Create Boot Policy

¥NX5500BFS

1

Boot from SAN Policy for ¥NX5500
(I}

0

B fdd Local Disk
(@) Add CD-ROM
| add Floppy

Primary

Add SAM Boot %
Add SAN Book Target

iSCSI ¥NICs
& Move Up = Mave Down . Delete

v

3. Add SAN boot for SAN Secondary, Click OK. Again, we left the optional vHBA name blank

A Create Boot Policy i - B i -

Create Boot Policy

n Book Order
Local Devices

’
I add Local Disk /’

(@) Add CD-ROM
| add Floppy

Primary

Secondary

AddisanBont
Add SAM Book Target

& Move Up = Mave Down . Delete
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4. Now add Boot target WWPN to the SAN Primary, make sure this is exactly matches the EMC VNX
pwwn. To avoid any typos, copy and paste from Nexus 5500 Series command as follows from each

® N A

switch:

VDI-N5548-A# show fcns database vsan 1

0xe300ef N 50:06:01:60:46:e0:5e:0a (Clariion)
scsi-fcp:both
Oxe30lef N 50:06:01:69:46:e0:5e:0a (Clariion)

scsi-fcp:both

VDI-N5548-B # show fcns database vsan 1

0x470400 N 50:06:01:61:46:e0:5e:0a (Clariion)
0x470500 N 50:06:01:68:46:e0:5e:0a (Clariion)

A Create Boot Policy - B i -

Create Boot Policy

A Add SAN Boot Target

M

ook Crder
Local Devices Boot Order

B 4dd Local Disk
(@) Add CD-ROM
| add Floppy

Primary
Primary u]
Secondary

Add SAM Boob
Add SAN Baot Target

[ ] [cncd ]

50:06:01:61:3E:A0:30:99

iSCSI ¥NICs
o Move n =7 Move Down ﬁ‘ Delete

Repeat step 4 for SAN primary’s SAN Target Secondary
Repeat step 4 for SAN Secondary’s — SAN Target Primary
Repeat step 4 for SAN Secondary’s — SAN Target Secondary
At the end your Boot from SAN policy should look like:
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!,ﬁt‘;‘,:;": Harmn | orow | waeesscuwic | Toe | wom | waN ﬁ
A Flepery 1) C-ROH 1 -
= M Serage 2
B =] SN primary L= Frimary
Elswmwm-, Friary o R R R R R
SEM Targek secordary Sacondary a 05T 0] A 4 DOCEE
() A LA Dok e T ~ T T =
=] 5N Torget primary Primary L} 0 0] k] e DOCSE DA
= SEN Targel seviedaiy Catomdary o SO0 0EsE8: 45 E0TE DA
= LEo ] 3
= [ELlat] ) Priaary

iS50 wNILs A

() Add B5CH Bost

9. The last step is to make the association of the service profile template to the Boot from SAN policy
during the service profile template configuration which we covered earlier in this document.

7.5 EMC VNXS5500 Storage Configuration

The following core storage diagram illustrates the layout of the disks that are required to store 2,000
desktop virtual machines. This layout does not include space for user profile data.
7.5.1 Core Storage Layout Overview

The following core storage diagram illustrates the layout of the disks that are required to store 2,000
desktop virtual machines. This layout does not include space for user profile data

Figure 18 Core Storage Layout on VNX5500

BusO
Enclosure 1

Bus 1
Enclosure 0

BusO
Enclosure O

e —

ML SAS ' UMUSED -

_—

The following core configuration is used in the reference architecture:

e Four SAS disks (0_0 0to 0 _0_3) are used for the VNX OE.
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e Disks0 0 6,0 0 7,and 1 _0 2 are hot spares. These disks are marked as hot spare in the storage
layout diagram.
e Thirty SASdisks (0 0 10to0 0 14,1 0 Stol 0 14,and0 1 Oto0 1 14)inthe RAID 5 storage
pool 0 are used to store virtual desktops. FAST Cache is enabled for the entire pool.
— For NAS, thirty LUNs of 200 GB each are carved out of the pool to provide the storage required

to create fourteen 410 GB NFS file systems and two 50 GB file systems. The file systems are
presented to the vSphere servers as NFS datastores.

— For FC, sixteen LUNs of 365 GB each and two LUNs of 50 GB each are carved out of the pool
to present to the vSphere servers as eighteen VMFS datastores.

e FourFlashdrives (0 0 4to0 0 Sand1 0 Oto1 0 1)areused for EMC VNX FAST Cache. There
are no user-configurable LUNs on these drives.

e Disks0 0 8to0 0 9and 1 0 3to1 0 4 were not used for testing this solution.
~

Note  For this study, only Fibre Channel storage was deployed. The solution supports NFS datastores for View
Linked Clone and Replica disks.

7.5.2 Configuring LUNSs for VDI Datastore on EMC VNX 5500

The steps required to configure LUNSs for the VDI Datastores are as follows:

1. ToConfigure LUNs for Virtual Desktops, create Storage Pool using EMC Unisphere.
Select Storage - Storage Configuration - Storage Pools and Click Create

EMC Unisphere [Poal LU

Bl — b g L] - -
< | > (BB vuxsson | (5| Dashboard System ¥ Storage ; 3 p Data Protection
YHXS500 > Storage = Storage Configuration = Storage Pools
[Pools || ralD Groups
Pools T Y 2
(¥, . RAID Type Al v
Name ~ State RAID Ty.. Drive Ty.. Free Cap.. Allocate... ®sConsu... Subscrib... %Subscr
< H ¥ |
0 Selected | Create D lete o o Expar Filtered: 0 of 4
e Last Refreshed: 2013-01-16 16:41:45
B |

2. Create a storage pool from LUNs from the Pool created in step 1 will be provisioned. RAID type,
drive number and type are specified in the dialogue box below. Select 30 x 600GB SAS drives from
manual Selection to create a RAID 5 Storage pool. Uncheck “Schedule Auto-Tiering” to disable
automatic tiering.
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3. After Successful creation, make sure the Storage Pool is in "Ready" for Configuring LUNS.
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4. To Create LUN for Virtual Desktop Datastore. Select the Storage Pool as shown in below example
"VDI-Desktops-Pool" and right Click "Create LUN".

YNAXSS00 = Storage - Storage Configur: = Storage Pools

Pools | RAID Groups

Pools
|7 . Des | RAID Typel ll |
Name « State RAID ',.- Drive 1,._ Free Eﬂp._ Allocate.. %lonsu... Siibscrib.. 2Siubscr... Auto-Tie... glﬂpm-. i

S

Delete

Aralyzer >
Auto-Tiering ]
Properties

>

<

Filtered: 1 of 5

1 Selected  Create | Delete | Properties | Expand |

Last Refreshed: 2013-01-16 16:52:11

[ s

From the Create LUN window, Type User Capacity, Number of LUNs and Specify the LUN Name
as shown in the below window and Click "Apply".

o
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6. Click "OK" to confirm Successful LUN creation.

7. In order to associate the newly created LUNs to the Specific Host Storage Groups, which will hosts
1000 Virtual Desktop. Choose the LUNs from the Storage Pool and right click to" Add to Storage
Group".
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8. Add the corresponding Hosts Storage Groups, which will host 1000 Virtual Desktops.

& Add to selected Storage Groups

Storage System

Select Storage Groups
Available Storage Groups
Marme &4

£PF B200M3-CH1-BL1-ESKIS-Srvi A
EF cHz-BL1-ESHiSre

EF cHz-BLz-ESRiSrv

$F cHz-BLE-ESKisry10

£F cHz-BLa-ESKiSrvil

F cHz-BLE-ESKisrviz

£ cHz-BLE-ESKiSrv1z

£8 cHz-BL7-ESKiSrvig

£8 Rl R-FEXISFVIR .-
& g

|

i

Selected Storage Groups
Mame
gCHLBLI-EEHiSwl
CH1-BLZ-ESXiSrvZ
£ CH1-BL3-ESXiSrd
& cH1-BL4-ESKisred
{F cHi-BLS-ESXisSrs
EF cHi-BLE-ESHisrvs
& cHi-BLT-ESHisrT

=] E3
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9. To Create LUN for Replica Datastore. Select the Virtual Desktop Storage Pool
"VDI-Desktops-Pool" and right Click "Create LUN".

YNXS500 = Storsge = Storage Configuration = Storage Pools

Pools | RAID Groups

Pools "
¥ . Des | RAID Type| Al v|
st . State  RAID Ty.. Drive Ty... Free Cap... Allocate... %Consu... Subscrib... 2oSubscr... Auto-Tie... Snapsho... -

Analyzer »
Aute-Tiering 3
Properties
£ >
1 Selected  Create | Delete || Properties | Expand | Filtered: 1 of 5

Last Refreshed: 2013-01-16 16:52:11

[ i

10. From the Create LUN window, Type User Capacity, Number of LUNs and Specify the LUN Name
as shown in the below window and Click "Apply".
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11. After Successful LUN creation, Right the Replica LUNs and Click "Add to Storage Group".

Details

— = s
LUNs | Snapshot Mount Points | | Disks

T . |

e~ Filn | Usage|ALL User LUNs v
Name - ID State User Capacity {... Current Owner  Host Informati... Snapshot Auto...
T o 5 e Tt —
&= vDI-Desktops-LUN_15 31 Ready 350,000 5P B on
= VDI1-Desktops-LUN_16 3Z Ready 350,000 5P A on
= yDI-Replica- 33|Ready
& vDI-Replica-Pool_2 34 Ready 50,000 5P & an o

i Selected | Delete Properties Hdd% Storage Group ! Filtered: 18 of 18

Last Refreshad: 2013-01-16 16:56:41

12. Add the corresponding Hosts Storage Groups, which will host 1000 Virtual Desktops.
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13. Follow the above Steps 7 - 12 from section 6.5.7 and Choose the remaining LUNs to associate to
the remaining host Storage Groups, which will hosts remaining 1000 Virtual Desktops.

Details T VYA B0
LUNs | Snapshot Mount Points || Disks
RS Fiter for | Usage[aLL User LUNs v
Name - ID State User Capacity (.. Current Owner  Host Informati.. Snapshot Auto...

8 Selected | Delete | Filtered: 18 of 18

Last Refreshed: 2013-01-16 16:57:05

14. Add the remaining Host Storage Groups, which will hosts remaining 1000 Virtual Desktops.

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



7 Solution Validation W

15. Select the remaining Replica DataStore and Associate the LUN to the remaining hosts.

—s,

Details T Y 4.3

LUMs | Snapshot Mount Peints | Disks

- " T

e T 2 | Usage ALL User LUNs b
MName - ID State User Capacity {... Current Owner  Host Informali.. Snapshot Auto..
e T e B e P
&= vDI-Desktops-LUN_15 31 Ready 350,000 5P B ESXi5-BF5-Srv... On
= VODI-Desktops-LUN_16 32 Ready 350,000 5P & ESXiS-BFS-Sry... On
& vDI-Replica-Pool_1 33 Ready 50,000 5P B ESXiS-BFS-SR... On
= VDI-Replica-Poc 5|:|.I:I|:I|] on -
1 Selected | Delets Propertiss Fittered: 18 of 18

7.5.3 Configuring Hot Spares on EMC VNX 5500

The steps required to configure hot spare disks on EMC VNX are as follow:
1. Navigate Unisphere and Select System a Hardware a Hot Spares and Click Create.
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EMC Unisphere [Pool LU /| [search...

1 oG Dashbhoard l System n Storage b Hosts ﬁ Data Protection

0 = n = Hardware = HotSpares

Hot Spares = e )
| % . Filter for
Disk ~ Hot Spare lHol: Spare Replacing luser Capacity Drive Type

0 Selected

Delete Properties 0 itemns

Last Refreshed: 2013-02-17 21:34:14

2. From the Disks section and Choose the Disks from Manual Selection and Click Apply to Create the
Hot Spare Disks.
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3. Follow the above Step 2 and Create 2 more Hot Spare Disks from other Disk Enclosures.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

{2 EMC Unisphere - Windows Internet Explorer

EMC Unisphere [Pool LUN | [search...

Hot Spares T A=
| %7 . Filter for

Disk s .Hnt Spare .Hot Spare Replacing User Caparcity Drive Type

0 Bus 0 Enclosure 0 Disk 4 Hot Spare Ready Inactive 536.530 SAS

0 Bus 0 Enclosure 1 Disk 12 Hot Spare Ready Inactive 536.530 5A5

0 Bus 1 Enclosure 0 Disk 12 Hot Spare Ready Inactive 536.530 SAS

7.5.4 Optional Storage Layout Overview

In solution validation testing, storage space for user data and infrastructure was allocated on the VNX
array as shown in the following figure. This storage is in addition to the core storage shown above. If
storage for user data exists elsewhere in the production environment, this storage is not required.

UN-BOUND

Bus 0
Enclosure 3

Bus 1
Enclosure 2

Storage Pool 3
RAID &

S - _—

' ' ' % % g g . ' ' Enclosure 2

—— Bus0

- - - —

The following optional configuration is used in the reference architecture:

e Disks 1 2 14 and 0 3 8 are hot spare. These disks are marked as hot spare in the storage layout
diagram.

e Five SAS disks (0 2 0to 0 2 4) on the RAID 5 storage pool 2 are used to store the infrastructure
virtual machines. A 1 TB LUN or NFS file system is carved out of the pool to present to the vSphere
servers as a VMFS or NFS datastore.

o Thirty two NL-SAS disks (0 2 5to0 2 14,1 2 Otol 2 13,and0 3 0to 0 3 7)onthe RAID 6
storage pool 3 are used to store user data and roaming profiles. FAST Cache is enabled for the entire

pool. Thirty LUNs of 1 TB each are carved out of the pool to provide the storage required to create
four CIFS file systems.

e Disks 0 3 9to 0 3 14 are unbound. They were not used for testing this solution.
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7.5.5 EMC Storage Configuration for VMware ESXi 5.1 Infrastructure Clusters

One LUN of 1TB are carved out of the RAID 5 storage pool configured with 5 SAS drives. The LUNs
are used to store infrastructure virtual machines such as View 5.1 Connection Servers, View
5.1Composer Servers, and VMware vCenter server.

~
Note  For this study, a five SAS disk RAID 5 pool was used to store the infrastructure virtual machines on a
1TB FC LUN.

7.5.6 Example EMC Boot LUN Configuration

Each ESXi server requires a boot LUN from SAN for the hypervisor OS. total of 22 LUNs are carved
out of the 5-disk RAID 5 pool. Each LUN is 10GB in size.

7.5.7 EMC FAST Cache in Practice

EMC FAST Cache uses Flash drives to add an extra layer of cache between the dynamic random access
memory (DRAM) cache and rotating disk drives, thereby creating a faster medium for storing frequently
accessed data. FAST Cache is an extendable Read/Write cache. It boosts application performance by
ensuring that the most active data is served from high-performing Flash drives and can reside on this
faster medium for as long as is needed.

FAST Cache tracks data activity at a granularity of 64KB and promotes hot data in to FAST Cache by
copying from the hard disk drives (HDDs) to the Flash drives assigned to FAST Cache. Subsequent 10
access to that data is handled by the Flash drives and is serviced at Flash drive response times-this
ensures very low latency for the data. As data ages and becomes less active, it is flushed from FAST
Cache to be replaced by more active data.

Only a small number of Flash drives are needed enabling FAST Cache to provide greater performance
increases than implementing a large number of short-stroked HDDs. This results in cost savings in data
center space, power, and cooling requirements that lowers overall TCO for the business.

FAST Cache is particularly suited to applications that randomly access storage with high frequency, such
as Oracle and SQL OLTP databases. OLTP databases have inherent locality of reference with varied 10.

7.6 Cisco UCS Manager Configuration for VMware ESXi 5.1
This section addresses creation of the service profiles and VLANS to support the project.

7.7.1 Service Profile Templates

Two types of service profiles were required to support two different blade server types:

Table 7 Table X. Role/Server/OS Deployment
Role Blade Server UsedOperating System Deployed
Infrastructure Cisco UCS B250 M2ESXi 5.1
VDI Hosts Cisco UCS B200 M3ESXi 5.1
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To support those different hardware platforms, service profile templates were created, utilizing various
policies created earlier.

The service profile templates were then used to quickly deploy service profiles for each blade server in
the Cisco UCS system. When each blade server booted for the first time, the service profile was deployed
automatically, providing the perfect configuration for the VMware ESXi 5.1 installation.

7.7.2 VLAN Configuration

In addition, to control network traffic in the infrastructure and assure priority to high value traffic, virtual
LANs (VLANSs) were created on the Nexus 5548s, on the UCS Manager (Fabric Interconnects,) and on
the Nexus 1000V Virtual Switch Modules in each vCenter Cluster. The virtual machines in the
environment used the VLANSs depending on their role in the system.

A total of seven Virtual LANs, VLANSs, were utilized for the project. The following table identifies them
and describes their use:

Table 8 Table X. VLAN Naming and Use
VLAN Name VLAN IDUse _
VDA 122 VDI Virtual Machine Traffic
MGMT 164 VMware ESXi Management
Infra-Mgmt 165 Infrastructure Management Traffic (vCenter, SQL, AD,
1000V etc)
STRG 166 VNX5500 NFS Traffic (Optional)
N1K-Control 167 Nexus 1000V Control Traffic
VMOTION 169 VMware vMotion Traffic

VLANSs are configured in Cisco UCS Manager on the LAN tab, LAN\VLANSs node in the left pane of
Cisco UCS Manager. They were set up earlier in section 7.2.1 Base UCS System Configuration.

7.7 Installing and Configuring ESXi 5.1

In this study, we used Fibre Channel storage to boot the hosts from LUNs on the VNX5500 storage
system. Prior to installing the operating system, storage groups are created, assigning specific boot
LUNs to individual hosts. (See Section 7.4.4 Configuring Boot from SAN on EMC VNX for details.)

VMware ESXi 5.1 can be installed in boot-from-SAN mode using standard hypervisor deployment
techniques including:

1. Mounting a Cisco Customized ESXi 5.1 ISO image from the KVM of the blade.

2. Using automated deployment tools from third party sources (Optional).

7.7.1 Install VMware ESXi 5.1

ESXi was installed using the UCS Manager KVM console with the Cisco Customized ESXi 5.1 ISO
image mounted. The UCS Manager boot policy deployed to each blade was set to boot from CD then
SAN to accommodate hypervisor installs or updates.
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The IP address, hostname, and NTP server were configured using Direct Console ESXi Interface
accessed from Cisco UCS Manager KVM console
(http://pubs.vmware.com/vsphere-50/topic/com.vmware.vsphere.install.doc_50/GUID-26F3BC88-DA
D8-43E7-9EA0-160054954507.html).

7.7.2 Install and Configure vCenter

To manage hypervisors and virtual machines a dedicated vCenter server instance was installed on
Windows 2008R2 SP1 based virtual machine.

Vmware vCenter Server
Service
0sS: Windows 2008 R2 Pack:
CPU: 4vCPUs RAM: 16GB
Disk: 80GB Network: 1x10Gbps

To support vCenter instance a Microsoft SQL Server 2008 R2 server was created to host vCenter
database. Refer to Microsoft documentation on configuring SQL Server and SQL Server clusters.
(http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx and
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx)

Install and Configure vCenter

1.

Install the Microsoft® SQL Server® 2008 R2 Native Client for ODBC connections
(http://www.microsoft.com/en-us/download/details.aspx?id=16978 look for Native Client for your
architecture)

Create a System DSN (control panel, administrative tools, Data Sources ODBC) and connect to your
vCenter-SQL server. Note: Ensure to use FQDN’s for everything.

Create Active Directory user account and call it vcenter. (This user account will be used for XD to
connect to vCenter, you will have to follow a VMware specific procedure and assign specific
permissions on vCenter for View components to connect to vCenter

Install vCenter server package, connect to the database.
Connect your vSphere client to vCenter and create a datacenter.

Create self-signed certificate
(http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exte
rnalld=1021514).

7.7.3 Install VMware Licenses

Connect to vCenter using vSphere client.
Go to Home > Administration - Licensing.

Click on Manage vSphere Licenses.

Add License keys for vCenter and Hosts
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7.7.4 ESXi 5.1 Cluster Configuration

To accommodate maximum recommendations for View 5.1 on ESXi 5.1 we created four three ESXi 5.1
clusters described below. For each of the twoVDI clusters, 7 B200 M3 blade servers and 1000 virtual
machines were hosted.

The 14 Cisco UCS B200 M3s and six Cisco UCS B250 M2 ESX hosts were configured into four
Clusters:

e Infra-Cluster
e Launcher-CL
* VDI-Desktops-Pooll
¢ VDI-Desktops-Pool2

I':_ ¥CENTER.vdilab-v.local - ¥Sphere Client

File Edit ‘iew Inwentory Administration Plug-ins Help

L4 |y Home b g8 Inventory b [l Hosts and Clusters
-

= [ YCENTER. vdilab-v.local Infra-Cluster

= ép : ézgﬁgmadeqest Getting Started S plnE ¢ wirtual Machines - Hosts | Resource Allocation
T
Bfh Launcher-CL
[ vDI-Deskkops-Pooll
[ vDI-Deskiops-Poolz A cluster is a group of hosts. When you add a host to a
cluster, the host's resources become part of the cluster's
resources. The cluster manages the resources of all hosts
within it

What is a Cluster?

Clusters enable the vSphere High Availability (HA) and
vSphere Distributed Resource Scheduler (DRS) solutions.

7.7.4.1 Infra-Cluster Infrastructure Cluster

The Infra-Cluster cluster was used to host all of the virtualized servers within the VDA Infrastructure,
including two pairs of Nexus 1000V Virtual Switch Manager (VSM) appliances, one for each virtual
desktop cluster.

Two physical Cisco UCS B250-M2 hosts were used in this cluster.

One standard switch to manage VMware Management, VDA, vMotion, and Storage traffic were
configured on DC-INF cluster hosts. Three pairs of fault tolerant VSMs introduced the N1KV
Management, Control and Packet VLANS to the environment.
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Metworking
Standard Swikch: wSwitchi Remove...  Properties...
‘irtual Machine Port Group —— - Phrysical Adapters
3 Control @ & 4o BP vrnic2 10000 Ful 7
2 wirkual machine(s) | YLAM ID: 167 o EF wmonic3 10000 Full GA
Virtual Machine Part Sroup
J wiCerter Management @

3 wirtual machine(s)

Virtual Machine Part Graup

L3 Wr Mebwork ﬁ @

& wirkual machine(s) | YLAM ID: 165
WYhkemel Port

(3 wMotion ﬁu
wmkl 10,29, 164,42
Uhkemel Par

L7 Management Mebwork, Q_ o

winkD ¢ 10,29, 164,120

7.7.4.2 Virtual Desktop Clusters

The following clusters were used to host 2000 desktops:
VDI-Desktops-Pooll
VDI-Desktops-Pool2

Each of these desktop clusters was configured identically with a Nexus 1000V high availability
distributed virtual switch providing the required network connectivity.

The Nexus 1000V switches were configured to manage networking for all three ESX Clusters hosting
virtual desktops, working in concert with the Cisco UCS Fabric Interconnects and Nexus 5548UP access
layer switches to provide end to end Quality of Service for network communications, insuring the
highest quality virtual desktop end user experience.

The Nexus 1000V configuration is described in detail in Section 7.3.3 Nexus 1000V Configuration
earlier in this document.
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B i VCENTER.vdilab-v.local VDI-CL1-N1KV
= éD{;é'IJPng-NIKV Getting Started | Summary ' Networks ' Ports [ReWWUEIIENWN Virtual Machines ' Hosts | Tasks & Events ' Alarms | Permissions
5 &3 [VDI-CLI-N1KV
&, Mgmt-uplink
B storage-uplink VDI-CL1-N1Kv &
& Unused_Or_Quarant
B, vdi-uplink "
& vmotomupink £ ntkv-L3 9| % = Mgmtuplink )
2, nikv-13 ElwMkernel Ports (7) | | ®ES UpLink0o (7 NIC Adapters)
&, storage wmko : 10.29.164.91 [ ] o [} | | %8 UpLinkol (7 NIC Adapters)
&, Unused_Qr_Quarant wmk0 : 10.29.164.92 eH p—
& vdi-pool1 vmko : 10.29.164.93 eoHD =l vmation-uplink (i)
% :Er:g:rt‘o.::f vmkD : 10.20.164.94 L= ] | ®%& UpLinko6 (7 NIC Adapters)
5 % VDLC2Z-NIKY vimk0 : 10.29.164.95 oD ] | =& upLinko7 (7 NIC Adapters)
0 e VDL-CI-N1KV vmk0 : 10.29.164.96 [i ]} L
&, MormUplink wk0:1029.164.97 @ = Unused_or_Quarantine_Uplink @
3, Storage-Uplink wvirtual Machines (0}
n r_Quaran —
% Edtﬁ;fﬁkg ~Quarant 2 storage Q| % = storage-uplink i}
&, vmotion-uplink virtual Machines (0) | | ® &8 UpLinkD2 (7 NIC Adapters)
2, nlkv-13 | | ®%& UpLink03 (7 NIC Adapters)
2, storage £ Unused_Or_Quaran... @[ (% —
g Hdnil:léfg,or,Quarant Virtual Machines (0) = vdi-uplink [i]
& vdi-CL2-1 O | =& UpLinkD4 (7 NIC Adapters)
£, vmotion £ vdi-poolt 9| % ] | =& UpLinkas (7 NIC Adapters)
£ Control [ Virtual Machines (1001) —
& vCenter Management
£ VDI Network 2 vdi-pool2 @ %
8 VM Network Virtual Machines (0)
® vmotion @ %
#VMkernel Ports (7)
virtual Machines (0)

7.7.4.3 Login VSI Launcher Cluster
The separate Launcher-CL cluster was used to host Login Consultants’ LoginVSI launcher VMs and
a LoginVSI console VM.
It was hosted on the same Cisco UCS Domain with dedicated storage.

The Laucher-CL cluster utilized the Standard vSwitch configured as follows:

MNetworking

Skandard Switch: wSwikchi Femove...  Properties...

‘irtual Machine Part Graup — - Physical &dapters
£ WM Netwark @ o B vmnic0 10000 Ful G

25 wirtual machine(s) | WLAM ID: 165

Uhkemel Par
L7 Management Mebwork, i—q

winkD @ 10,29, 164,121

7.8 Installing and Configuring VMware View 5.1

Building out a VMware View 5.1 environment requires the installation of the following components:
e View Connection Server
* View Replica Server

e View Administrator
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*  View Composer
e View Transfer Server

This section outlines the tasks required to build the View 5.1 environment used in this study. Refer to
the VMware View Installation guide for View 5.1 for more details.

7.8.1 Pre-requisites
The following is a list of pre-requisites that are required with installing View 5.1 components. They are
as follows:
¢ One of the following operating systems:
— Windows Server 2008 R2, Standard or Enterprise Edition
— Windows Server 2008 R2, Standard or Enterprise Edition SP1

~

Note  You can mix operating systems within a site.

vCenter 5.0 Update 1 or later
» A supported Microsoft SQL or Oracle database for vCenter and View Composer databases

* A supported vSphere hypervisor host operating system
e Physical or virtual hardware meeting the following recommended requirements

— For View Connection Server: Pentium IV 2.0 Ghz or higher, 4 CPUs/vCPUs; 10GB+ RAM;
1GB NIC

— For View Administrator: IE 8 or 9; Firefox 6 or 7; Adobe Flash 10 or later

— For View Composer: 2.0 GHz or faster, 4 CPUs/vCPUs; 8GB+RAM; 1GB NIC; 60GB+ Disk
Space

— For View Transfer Server: Can co-exist on the same VM with any other View Manager
component

7.8.2 Create SQL Databases for View 5.1

View Manager installer need a separate database for View Composer Server and View Server events.

7.8.2.1 Create Database for View Composer Server

1. Create a Database for View Composer server and create a user with server authentication.
2. On the VM where View Composer will be installed, go to Start-> Administrative Tools 2> ODBC.

3. Create a system DSN using DB server and user with SA authentication.

7.8.2.2 Create Event Database for View Administrator

Create a Database for View Administrator Events and user with SA authentication.
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7.8.3 Install View Manager and components

Download View Manager software from the link given below.

https://my.vmware.com/web/vmware/details?productld=268&downloadGroup=VIEW-512-PREMIER
E

7.8.3.1 Install View Connection Server

1. Login to View Connection server with Domain Administrator credentials.

administrator.”

3. Click Next to installation wizard.

i"w!‘l ¥riware Yiew Connection Server

welcome to the Installation Wizard for
Yiilwrare Yiew Connection Server

The installation wizard will install ¥Mware Yiew Connection
Server on wour computer. To continue, click Mext,

VMware View

- Copwright 1995-2012 Yiware, Inc. All rights reserved. This
con nection produck is protected by .5, and international copyright and
Ser\f’er intellectual property laws. YMware producks are covered by
one or more patents listed at
htep: ) P wrnware, comfgofpatents,

Produck wersion: 5.1, 1-799444 &4 = Back I Mlexk = I Zancel I

4. Accept End User License agreement and Click Next.

i'él ¥YMware ¥iew Connection Server

License Agreenment

Please read the following license agreement carefully,

VMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWMNLOADING,
INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OFR LEGAL ENTITY) AGEEE TO BE BOUND BY THE TERMS OF

THIS END USEER LICENSE AGREEMENT (“EULA™). IF YOU DO

MOT AGREE TO THE TERME OF THIS EULA, YOU MUST MOT
DOWHLOAD, INMSTALL, OR UZE THE BOFTWARE, AND ¥YOU

MUST DELETE OF RETURNMN THE UNUSED SOFTWARE TO THE hd|

{+ I accepk the terms in the license agreement

" I do not accept the terms in the license agreement

= Back I Mexk = I Cancel

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users

Open installer file VMware-viewconnectionserver-x86 64-5.1.2-928164.exe with “Run as


https://my.vmware.com/web/vmware/details?productId=268&downloadGroup=VIEW-512-PREMIERE
https://my.vmware.com/web/vmware/details?productId=268&downloadGroup=VIEW-512-PREMIERE

7 Solution Validation W

5. Select desired location for installer to install all the components and Click Next.

i'.g!‘l YMware Yiew Connection Server

Destination Folder

Click Mext to install ko this Folder, or click Change toinstall ko a different Folder.

G Install YMware Wiew Connection Server to:

C:\Program Files\YMwarelYMware YiewlServer), e — |

< Back. I Mext = I Cancel

6. Select Standard server installation.

i'.._w!,l ¥Mware Yiew Connection Server

Installation Options

Select the tvpe of View Connection Server instance vou want to inskall,

Select the type of View Connection Server instance you want o inskall,

J Standard Server Perform a standard Full install, This is used to install &
View Replica Server standalone instance of Yiew Connection Server ar the Firsk
Wiew Security Server instance of a group of servers,

View Transfer Server

< Back I Mext = I Cancel

7. Enter password and Click Next.
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i"-!;l YMware Yiew Connection Server

Data Recovery

Enter data recovery password details.

This password protects data backups of your Yiew Conneckion Server, Recovering a backup will
require enkry of this password.

Erter data recavery passwaord: I R ——
Re-enter passwaord: I SRR EEE
Enter password reminder (optional): IdeFauIt|

= Back I Mext = I Cancel

8. Select the radio button for configure windows firewall automatically. Click Next.

i"-!;l YMware Yiew Connection Server

Firewall Configuration

Aukamatically configure the Windows Firewall to allow incoming TCP protocal
connections,

In order For Yiew Conneckion Server ko operate on a network, specific incoming TCP ports
must be allowed through the local Windows Firewall service, The incoming TCP ports Far
the Standard Server are 5009 (AIP13), S0 (HTTPY, 443 (HTTPS), 4001 (IMS), and 4100
(IMSIR). IF the Standard Server runs on a Windows Server 2008 R2 then the incoming TCP
and UDP packets on pork 4172 are allowed through as well,

¥ Configure Windows Firewall automatically

£~ Do not configure Windows Firewal

= Back I Mext = I Cancel

9. Select the radio button for Authorize a specific domain user or domain group. Click Next.
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i'él ¥Mware ¥iew Connection Server

Initial ¥iew Administrators

Specify the domain user or group For inikial Yiew administration,

Ta login ko View Adminiskrakar, wou will need to be autharized, Select the lacal Administratars
group opkion or enker the name of a domain user or group Ehat will be initially allowed to login and
will be granted Full admistrative rights.

The list of authorized administrator users and groups can be changed later in View Adminiskratar,

" Authorize the local Administrators group

{+ Authorize a specific domain user or dormain group

WDI-YSPEX administrator

[damainnameiusernames, domainname!graupnane ar UPHN Farmak )

< Back I Mext = I Cancel

10. Uncheck the box for participate anonymously in the user experience improvement program. Click
Next and click Install on the ready to install screen.
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~

Note

i'él ¥YMware Yiew Connection Server

User Experience Improvement Program

Basic Customer Demographics

Miware is conskankly brving ko improve Ehe user experience of aur praducks, Yaou can

help us in this effort by agreeing ko send product usage statiskics, This daka is _l
completely anonymous, and is restricked ko produck usage metrics. For more details

abiout it wisit the YMware user expetience improvement web page by clicking the ...

button,

[~ Participate anonymously in the user expetience impravement program

Select waur arganization industey bype: I j
Select location of yvour arganizationis headguarker: I j
Select approximate number of emplayees; I j

< Back I Mext = I Cancel |

11. Double click on the View Administrator icon on the desktop; ignore security warning on IE.

Need to install Flash player plugin v10.3 or higher to use Web Browser for Login to View Administrator.

12. Login to View Administrator GUI by entering username, password and Domain name.

lser name: adrinistrator

Pas rord: ook ek o |

Darmain: YDI-VSPEX

B Remember user name
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7.8.4 Install View Replica Server

1. Login to replica server with domain administrator credentials

2. Open installer file VMware-viewconnectionserver-x86 64-5.1.2-928164.exe with “Run as
administrator”

3. Click Next on Installation wizard.

Welcome to the Installation Wizard for
Yhilwr are YView Connection Server

The installation wizard will install YMware Yiew Connection
Server on your computer, To continue, click Mext,

VMware View

. Copyright @ 1993-2012 YMware, Inc, all rights reserved. This
COI"I nection product is prokected by LS, and international copyright and
Sarver intellectual property laws, YMware producks are covered by
one or more paktents lisked at

htkp: f fvm, wmware, comyfgo/patents,

Product wersion: 5.1, 1-799444 «64 < Back I Mexk = I Cancel

4. Accept License agreement. Click Next.

i'él‘ ¥Mware Yiew Connection Server

License Agreement

Please read the following license agreement carefully,

VMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: EBY DOWNLOADING,
INSTALLING, OF USING THE SOFTWARE, YOU (THE INDIVIDIIAT
OR LEGAL ENTITY) AGEREE TO BE BOUND BY THE TERME OF

THIZ END USER LICEMSE AGREEMENT (“EULA™). IF ¥YOU DO

NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST MOT
DOWHMNLOAD, IMZTALL, OFR USE THE S0FTWARE, AND YO

MUET DELETE OFR RETURN THE UNUSED SOFTWARE TO THE =l

™ I accept the berms in the license agreement

f* I do not accept the terms in the license agreement

< Back I MExk = I Cancel
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5. Select destination for installation. Click Next.

i',_-!,'J ¥Mware Yiew Connection Server

Destination Folder

Click. Mext to install to this Folder, or click Change toinstall to a different Folder,

G Install ¥tiware Wiew Connection Server ko;

Z:\Program FilesiMMwarel YMware Yiew| Server), e — |

= Back I Mexk = I Cancel |

6. Seclect Replica server installation. Click Next.

i'-L'!:I‘ ¥Mware ¥iew Connection Server

Installation Options

Select the bype of View Connection Server instance wou want to inskall,

Select the type of View Connection Server instance you want bo install,

Wiew Standard Server Perfarm a replica instance install joining an existing server
Wiew Replica Server instance. This is used tao install a second or subsequent
View Security Server server in a group of servers that all automatically share the
View Transfer Server same directory configuration,

< Back I Mext = I Cancel

7. Select I[P Address/Host name for view connection server primary instance to connect with replica
server. (FQDN is preferred)
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i'él ¥Mware ¥iew Connection Server

Source Server

Select an existing Yiew Connection Server instance from which to replicate.

& group of View Connection Server instances that share the same configuration data is called a
Wiew Connection Server group, Setup will replicate configuration data from an existing serwver
inskance.,

Enter the server name of an existing Wiew Connection Server instance to make this server part
af that group,

Example server: view.internal.vmware . com.

JErVEr: wigm-cs01 vedi-vspes:, cam| thostname or IP address)

< Back I Mexk = I Zancel |

8. Click Next.

i'a.'!:“ ¥Mware ¥iew Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
conneckions,

In order For Yiew Conneckion Server ko operate on a network, specific incoming TCP ports
must be allowed through the local Windows Firewall service, The incoming TCP ports Far
the Replica Server are 5009 (AIP13), S0 (HTTR), 443 (HTTPS), 4001 {IMS), and 4100
[IMSIR). If the Replica Server runs on Windows Server 2008 R2 then the incoming TCP
and UDP packets on pork 4172 are allowed through as well,

' Configure Windows Firewall automatically

£ Do not configure Windows Firewal

= Back I Mext = I Cancel

9. Click Next on Ready to Install screen.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

i'él YMware Yiew Connection Server

Ready to Install the Program

The wizard is ready to begin installation.

Yiware Yiew Connection Server will be installed in:
CProgram FilesivMware\YMware ViewlServer),

Click Install ko begin the installation or Cancel to exit the wizard.

= Back I Install I Cancel

7.8.5 Install View Composer Server

View Composer server can be install on a separate stand alone server or on the same server that was used

for vCenter server installer. For our test, we installed View Composer server on the same server we used
for vCenter server.

1.
2.

Open View composer installer VMware-viewcomposer-3.0.0-691993.exe

Create a database and ODBC connection for view composer installation. See section 7.8.2.1 for how
to create database for view composer server.

3. Click Next on the installation wizard.
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i'.._%'i ¥Mware ¥iew Composer

welcome to the Installation Wizard for
Yivlware Yiew Composer

The installation wizard will install YMware YWiew Composer on
wour computer, To conkinue, click Mexk.,

VMware View

Copyright @ 1998-2012 YMware, Inc, all rights reserved. This

Com poser 3 product is protected by LS, and inkernational copyright and
intellectual property laws, YMware producks are covered by

one oF more pakents lisked at

htkps sy, wware, comfaofpatents,

= Back I Mext = I Cancel

4. Accept License agreement. Click Next.

i'é'a ¥Mware ¥iew Composer

License Agreemenkt

Please read the Following license agreement carefully,

VIMWARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWMNLOADIMNG,
IMSTALLIMG, OF USING THE SOFTWARE, ¥YOU {THE INDIVIDTIAL
OF LEGAL ENTITY) AGEEE TO BE BOUND BY THE TERMS OF

THIZ EMD USEER LICENZE AGREEMENT (*EULA™). IF YOU DO

MOT AGREE TO THE TERMS OF THIS EULA, YO MUST NOT
DOWHMNLOAD, INMSTALL, OR USE THE SOFTWARE, AND YOU

MUST DELETE OFR RETURM THE UNUSED SOFT'WAEREE TO THE =l

{* I accept the kerms in the license agreement

{1 do not accepk the terms in the license agreement

Installshield

< Back I Mext = I Cancel

5. Select location for View Composer installation. Click Next.
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i'g!,'a YMware ¥iew Composer

Destination Folder

Click Mext toinskall ko this Folder, or click Change ko install to a different Folde

@ Install ¥Mware View Composer ko;

C:\Program Files (x&61YMware\YMware Wiew Composet),

Change... |

Inskallshield

< Back I Mexk = I Cancel

6. Enter newly created Database and SA user Information for view composer installation by using
section 7.8.2.1. Click Next.

i'él ¥YMware Yiew Composer

Database Information

Enter additional database configuration information,

Enter the Data Source Mame (DSM) For the YMware Yiew Composer dakabase, To set up the
05 click the QDEC Setup buttan.

QDB DSM Setup. ..

Enter the username that vou entered in the ODBC Data Source Administratar,

53

Enter the password For this database connection,

InstallEhield

< Back | Mext = I Cancel

7. Accept default port settings and click Next.
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i'.g!;l ¥Mware Yiew Composer

YMware Yiew Composer Port Settings

Enter the connection information for the Y¥Mware Yiew Composer,

Specify the web access pork and security setkings For YiMware Migw Composer,

SORP Park:

S5L Certificate; Mo S50 certificates were Found on wour machine.
& default 531 certificate will be created For you,

Imstallhield

< Back I Mexk = I Zancel

8. Click Install on the screen for Ready to Install Program.

i'é'a ¥Mware Yiew Composer

Ready to Install the Program

The wizard is ready to beqgin installation.

Wilware Yiew Composer will be installed in:
C:\Program Files (=360 YMwarel YiMware View Composer),

IF wou wank to review or change any of your installation settings, click Back. Click Install ko
beqin the installation or Cancel ko exit the wizard,

Inskallshield

< Back I Inskall I Cancel
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7.8.6 View Administrator Configuration

To configure the View 5.1 system, follow these steps:

1. Login to Vmware View Administrator using web browser.

. Select View configuration.

2
3. Drop the menu select Product Licensing and Usage.
4

. Click on Edit settings and enter a valid License key for View Manager.

VMware View Administrator

<

Remote Sessions 1}

Local Sessions 0

Problem Desktops il

Events P00
system Health [l @

4od i

£ Dashboard
% Users and Groups
¥ Inventory
[Eroals
(31 Desktops
L Persistent Disks
A Thinapps
» Monitoring
» Policies
¥ ¥iew Configuration
Servers
Product Licensing and Usage
Global Settings
Registered Desktop Sources
Administrators
ThinApp Configuration
Event Configuration

Licensing and Usage

Licensing

Edit License...

/Ay Mo valid license present for View Manager, Click Edit to add a valid license.

Usage

Reset Highest

Session Mode Current
Total Remote 1)

Active - full virtual machin 0

Active - linked clone 0

Active - other desktop soL 0

Local o

o o o o o

Highest

Customer Expetience Program
Edit: Settings

Send anonymous data to VMware
Geographic Lacation:
Business Vertical!

Number of Employees:

Off

5. In View Configuration Click on servers.

VMware View Administrator

r;"j
Remote Sessions 0
Local Sessions 0
Problem Desktops 0
Events >0 /0
systern Health [l @
id i@
% Dashboard

&% users and Groups

» Inventory

» Monitoring

» Policies

¥ ¥iew Configuration
Servers
Praduct Licensing and Usage
Global Settings
Registered Desktop Sources
Administrators
ThinApp Configuration

Event Configuration

Servers

wCenter Servers || Security Servers

Add...

Connection Servers

Transfer Servers

wCenter Server

Select vCenter Servers tab. Click Add.

About | Help | Log

Provisioning

6. Enter FQDN for vCenter server and username/password. Make necessary changes for Advanced
settings Click Next.

For this test case we used the following parameters.

Max concurrent vCenter Provisioning operations: 20

Max concurrent Power operations: 10

Max concurrent View Composer maintenance operations: 50
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wCenter Server Information

Add vCenter Server

< Information vCenter Server Settings

Server address: veenterwdi-upsex, comm
User name: administrator
Password: bk o ks
Description:

Port: 443

Advanced Settings

Specify the concurrent operation limits,

Max concurrent vCenter

L . 20
provisioning operations:
Max concurrent power =0
operations:
Max concurrent Wiew Composer 12
rnaintenance operations:
Max concurrent View Composer o

provisioning operations:

wCenter Server Settings

Before you add vCenter Server to
View, install a walid S5L certificate
signed by a trusted CA. In a test
enviranment, you can use the default,
self-signed certificate that is installed
with wCenter Server, but you must
accept the certificate thurmbprint.

Provide the wCenter Server FQDMN ar IF
address, user name, and password.

Concurrent Operations Limits

Max concurrent vCenter provisioning
operations: the maximurm number of
concurrent WM cloning and deletion
operations on this wCenter server (full
clones).

Max power aperations: the maxirmurn
number of concurrent WM pawer-on,
pawer-off, reset, and configuration
operations (full clones and linked
clanes).

Max View Compaser maintenance
operations: the maximum nurmber of
concurrent Wiew Composer recompose,
refresh, and rebalance operations
{linked clones).

Max Wiew Composer provisioning

Mext = Cancel

7. Click View Certificate and accept certificate warning.

12/7/2012 4:48 PM

The identity of the specified Wiew Composer Server cannot be
verified for the following reasons:

& Server's certificate does not rmatch the URL.

&, Server's certificate is not trusted.

VMware recommends the use of certificates signed by a trusted
Certification Authority .

Wiew Certificate. .. Cancel

8. Select View Composer settings. Select the radio button for View Composer server installed with
either vCenter server or as a standalone server. In case of standalone server enter server address,

username, and password. Click Next.
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Wiew Composer

Add vCenter Server

¥C Information View Composer Settings

Yiew Composer
() Do not use Wiew Composer

(=) Miew Cornposer co-installed with vCenter Server

Port: 18443

() =tandalone View Cormposer Server

Zhoose this if Wiew Composer is installed on the sarme server as vCenter

Choose this if Yiew Composer is installed on a separate server from vwCenter

¥iew Composer Settings

Wiew Cormposer can be installed on
the vCenter Server host or a
standalone host,

Before you add Wiew Composer to
Wiew, install a valid SSL certificate
signed by a trusted CA. In a test
environment, you can use the
default, self-signed certificate that is
installed with View Composer, but
you must accept the certificate
thurnbprint,

« Back MNext > Cancel

9. Click on View Certificate and accept certificate.

127772012 4:48 PM

The identity of the specified Wiew Cormposer Server cannot be
verified for the following reasons:

ﬂ Server's certificate does not match the URL.

,i-._ Server's certificate is not trusted,

WMware recormmends the use of certificates signed by a trusted
Certification Authority,

Yiew Certificate... Cancel

10. Click Add to add view composer domain.

wdi-wspex.com

Full domain name:

User name! administrator

Password: A ok ok

=124 Cancel
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11. Click next

add vCenter Server Wiew Composer Domains

W Information view Composer Domains ¥iew Composer Domains

K (I RERl, § View Composer adds computer

Wiew Composer Domains accounts for linked-clone desktops in|
the AD dormains configured here. The
Dormain User Wiew Composer user accounts for thy
domains must have Create
Computer Objects, Delete
Computer Objects, and Write All
Properties permissions in the
domains.

vdi-vspesx. com(administrator) vdi-vspesx. com(administrator)

Wwhen vou create a linked-clone pool
you select a domain from this list to
store the computer accounts,

< Back || Next > - Cancel

12. Click on check box to enable host caching. Set Default host cache size And Click next.

a

Note  For this test case we used 2048MB cache size.
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Add vCenter Server Host Cache
\.-'F: Information Host Cache Settings Host Cache Settings
\.-'!ew =0Iposal : ESi hosts can be configured to
View Composer Domains [¥] Enable host caching for Wiew cache virtual machine disk data,
Haost Cache X which improves performance during
Default host cache size: 1024 MB 1/0 storms such as when many

desktops power on and run anti-virus
scans at once, Hosts read common
data blocks from cache instead of
Hosts reading the OF from disk.

Cache rmust be between 100 MB and 2048 MB

[v] Shaw all hosts By reducing IOPS during boot
storms, host caching lowers the
dermand on the storage array and
uses less storage [/0 bandwidth.

Heost Cache Size

MDI-vspex/hosty/Infra-CLA10, 259,149, 95 Default
MDI-vspexfhost/Infra-CLA10,29.149,.96  Default
ADI-vspex/host/VDI-Desktop/10.29.149 Default
/VDI-vspex/host/YDI-Desktop/10.29.149 | Default
MDI-vspex/host/WDI-Desktop/10.29,149 Default
MDI-vspex/hostDI-Desktop/10,29,14% Default
SDI-uspex/host/WDI-Desktap/10.29.149  Default
SDI-vspex/host/VDI-Desktop/10.29.149 Default
/DI-vspex/host/UDI-Desktop/10,29,149 Default

MDI-vspex/host/VDI-Desktop/10.29,149 Default

< Back Mext = Cancel

13.
14.

15.
16.

Verify details on the Ready to Complete screen and click Finish.

Create a new database for View Event Database in SQL server. (See section 7.8.2.2 for how to create
Event Database for View administrator.)

Click on Event Database configuration.

Enter Database server information, database name, username/password. For the table prefix add
VE

Edit Event Databa

Database server: 10.29.149.98
Database type; Microsoft SQL Server | ¥
Part: 14335
Database name: ViewEventDBE
User name: 5a
Password: Atk bk
Confirm password: il
Table prefix: WE_
Ok Cancel
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17. After completion of view configuration go to the Dashboard for View Administrator and check
System Health and verify all components are shown as green.

Dashboard

Systern Health 5] Desktap Status

¥ \Wiew components Desktops
» [l Connection Servers
bw Event database

> Wiew Composer Servers

b 1 Preparing
» 1 Problem Desktops

¥ 1 Prepared for use
¥ vSphere components

r Datastores

» W ESK hosts

b vCenter Servers
¥ Cther components

b Crornains

@

7.8.7 Install SSL Certificate for View Connection and Replica Server

1. Login to AD server and Add role for Active Directory Certifiacate services if does not exist.

2. Go to start Menu = Run 2 mmc

|

=== Type the name of a pragram, falder, document, or Internet
resource, and Windows will open it for you,

Open: Iﬁ j

' This task will be created with adrministrative privileges.

]9 Cancel Brownse,., |

3. Click File and select Add/Remove Snap-in...
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= Consolel - [Console Root] M= E3 I
w Action  Miew  Favorites  wWindow  Help | - ﬁ'lll
C; = Chrl-+1
—  Open... Chr+0 | -

© Sawe Chrl+s I Actions
Save As.. There are no items to show in this view, onsole Rool
AddjRemave Snap-in... ChrbHHM More Actions »
Options...

1 Ciywindows|system32idsa
2 C:\windows). .. \ServerManager
3 CiVwindows)system32\dhcpmgmt

Exit

|Changes the options For the user andfor the snap-in console.,

4. Select Certificates and click on Add.

Add or Remove Snap-ins

You can seleck snap-ins For this console From those available on wour computer and configure the selected set of snap-ins. For
extensible snap-ins, vou can configure which extensions are enabled.

Awailable snap-ins: Selected snap-ins:

Snap-in | Wendor | -~ [T Console Rook Edit Extensions... I
gz Active Directory Do, Microsoft Car., ..

S i ; . Remowve I
@ bckive Direckary Sike, .. Microsoft Cor. .,
: Active Direckory Use...  Microsoft Cor...
';__‘.ﬁ.ctivex Control Microsoft Cor,., = Mowe Lp I
2 ADsSI Edit Microsoft Cor...
.ﬁ.uthorization Manager  Microsoft Cor... IMave Do I
EI Certificate Templates  Microsoft Cor,., Add = |

) Microsoft Cor...
sl Certification Authority  Microsoft Cor. .
i Componenk Services Microsoft Cor...

!_!r;f:umputer Managem... Microsoft Cor...

.IEIIDevice Manager Microsoft Cor...

¥ pHCP Micrasaft Car, .. 4 4

= Disk Management Microsaft and. .. LI Advanced. ..
Drescripkion:

The Certificates snap-in allows wou ko browse the contents of the certificate stores For wourself, a service, or a compuker,

Ok I Cancel

5. Select the radio button for computer account.
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Certificates snap-in

Thiz znap-in will always manage certificates for:
& My uzer account
" Service account

" Computer account

x]|

< Back I Finizh I Cancel

6.

Select the radio button for Local Computer. Click Finish.

Select Computer

Select the computer pou want thiz znap-in to manage.

— Thiz snap-in will akways manage:

' |Local computer: [the computer this consale is running on)

" Another computer: I Browze, . |

[ Allow the selected computer bo be changed when launching from the command line. This
only applies i pou zave the conzole.

¢ Back I Finizh I Cancel

Add Certificate Templates and Certification Authority. Click OK.
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You can select snap-ins For this console from those available on your computer and configure the selected set of snap-ins. For
extensible snap-ins, wou can configure which extensions are enabled.
Available snap-ins: Selected snap-ins:
| Snap-in | Wendor | - [l Console Rook Edit Extensions. .. |
%Active Directary Da...  Microsaoft Cor... HCertiFicates ({Local Computer)
Bil;_f.ﬁ.ctive Directory Site...  Microsoft Cor.., i__oJCertiFication Authority (Local) Femove |
: Active Directory Use, .. Microsoft Cor.,., S| Certificate Templates
__ Activer Control Microsoft Cor,., — Mave Lp |
2 aDs1 Edit Microsoft Cor...
4 gauthorization Manager  Microsoft Cor.., Mawe Down |
Certificate Templates  Microsoft Cor,.,
ECertiFicates Microsoft Car..,
Il Certification Autharity  Microsaft Car...
B Zomponent Services Microsoft Cor..,
%Computer Managem... Microsoft Cor.,.,
_.J:‘J:!Device Manager Microsoft Car...
¥ pHep Microsaft Cor...
=% Disk Management Microsoft and. .. LI i remestho
Descripkion:
The Certificate Templates snap-in allows ywou to create and manage certificate templates,
0K Cancel

8. Click Certificate Template and from the list of template displayed on the right side select Web
Server.

9. Right-click on Web Server; select properties.

= Action Yiew Fawvorites  Window  Help
e |7mE= -
~| Console Roaot Template Display Mame = | Minimnum Supported CAs | Yersion | Intended Purpos;l | Actions
= Gl certificates (Local Computer) | Domain Contraller windows 2000 4.1
=S| Pe_rsonal 5] pomain Contraller Authentication Windows Server 2003 Ent.,, 1100 Client Authentic:
| Certificates Bl Ers Recovery Agent windows Z000 6.1
SR Tr!_lsted Root Certification ¢ 5 Enraliment Agent windows 2000 4.1
e Certificates E Enrollment Agent {Camputer) Windows 2000 5.1
= Enterprist.a Trust P ] Exchange Envalment Agent (Offine request)  Windows 2000 4.1 Mare Actions
- ;Tziz::tﬂztb:sizrr:ﬁcatlon i ]| Exchange Signature Only Windows 2000 6.1
= Untrusted Certificates = Exchange User Windows 2000 71
i Third-Party Root Certificati H rpsec Windaws 2000 81
| Trusted People 5 1Psec (OFfline request) Windows 2000 71
“| Remote Deskkop ] Kerberos Authentication ‘Windows Server 2003 Ent...  110.0 Client Authentic:
| Certificate Enrolment Requ 5 key Recavery Agent windows Server 2003 Ent...  105.0  Key Recovery &
“| Smart Card Trusted Roats 5] 0C3P Respanse Signing Wwindows Server 2008 Ent...  101.0  OCSP Signing
~| Trusted Devices E RAS and IAS Server windows Server 2003 Ent...  101.0 Client Authentic:
= ;qj Certification Authority {Local) E Rook Certification Authority ‘Windows 2000 5.1
El @i vdi-vspex-AD-DNS-CA 5 Router {Offline request) Windows 2000 4.1
| Revoked Certificates 5 smartcard Lagan Windows 2000 6.1
; Issued Certificates 5 Smartcard User Windows Z000 11.1
| Pending Requests ] subordinate Certification Autharity Windows 2000 5.1
b Ea“‘:_‘:_ Riq“TEStSI X %Trust List Signing Windows 2000 31
- eruficate Templates || ] | jser windows 2000 3.1
El Gzlifiez iz ensllizs (FE-THE, E User Signature Only Windows 2000 4.1
0
5] warkstation Authentication Windows Server 2003 Ent.,,  101.0 Client Authentics |
[ — 1] T | oI
| | |

10. Select tab for Security and add computer name assign for connection server, replica server. Allow
full control to both servers.
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Web Server Properties ﬂ |

-Generall Request Handlingl Sul:uiectNamel Extensions  Security |

Gru:uup ar Uzer names:

52, Authenticated Users
I- "-.-"IE"v'v" C501 DI "-.-"SF'EK"-."-.-"IEW ESD'I %1
/-C502 [WDIVSPEXAYIE

“':3 Du:umaln Adming [‘-.-"DI A5 F'EK"-.D omain Adminz)
":3, Enterprize ddming [VD1ASPEX\Enterprize Adminz]

Add... | Remove |
Permizzions for ¥ Ew-CS02 Bflane Ceny
Full Control O
Read O
Wirite O
Erroll O

For zpecial permizzions or advanced zettingz, click Advanced |
Advanced.

L earn about access conbrol and permizzions

] | Cancel I Apply | Help |

11. Select Certificates on the Console Root and right-click on Certificates.

12. Select Request New Certificate on All Tasks.
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onsole onsole Roo a 0 omp P onal\Ce ate _ |0 %
File Action Wiew Favorites ‘Window  Help | = x|
Je= | #mE 0= -
i
; ~ Console Rook Issued To = | Issued B | Expiration Dake | Intended | Actions
HIE [l Certificates (Local Computer) | 5] view-C501 vdi-vspesc.com View-CS0L vdi-vspes, com 1zj5/z022 Server Al
| = [ Personal
g More Actions 4
*| Trusted Roo Reguest New Certificate, .,
§ i Impart...
H 1 Enterpn;& Ti View » P
- B Intermediate Mew Window from Here Adwvanced Operations (3
5 | Trusted Publ
| Untrusted © Mew Taskpad View...
| Third-Party |
| Trusted Peg| REFrESh_
; Remate Desl Export List...
i | Smart Card Help
| Trusted D
i
H
Ei— i

|Conta\ns actions that can be performed on the item, |

13. Click Next.

Flcer

= Certificate Enrollment

cate Enrollment

Before You Begin

The Following steps will help vou install certificates, which are digital credentials used to connect to wireless networks,
protect content, establish identity, and do other security-related kasks,

Before requesting a certificate, werify the Following:

‘four computer is connected ko the network
‘fou have credentials that can be used to verify your right to obtain the certificate

Learn more about digikal certificates

Text I Cancel
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14. Check box for Web Server, click Details.
15. Click on Properties.

Certificate Enrollment =]

=] Certificate Enrollment

Request Certificates

You can request the Following tvpes of certificates, Select the certificates vou want to request, and then click Enrall,

R LIW S LA e ? NN LFEEREECCR L rl_llll_;? d
[T Computer A STATUS: Availabls Dratails ()
[V weh Server A STATUS: Available Details (&)

i\l More information is required to enroll For this certificate, Click here to configure setkings.

The Following options describe the uses and walidity period that apply to this bype of cerkificate:
Key usage: Digital signature
Kew encipherment
Application policies:  Server Authentication

walidity period (days); 730

Properties | —
-

[~ Show all templates

Learn more about certificates

Emtall I Cancel

16. On the left side from the drop menu for Subject Type select Common Name, Organization, Country,
Locale and add them with their appropriate value as shown in the screenshot below.

17. Alternative name: from the drop menu for type select DNS and add DNS name for view connection
server. Do the same for view Replica server.

18. Click Apply.
| Cartificats Properties _________________________________________________________________Ei|

i Subject |Gunnru1 | Extensions | Frivate kKey | Certification authoricy |

The subject oF & cartilicats is e Ser oF Somputer bo it the cartificate is issuad. VYou can
enter information sbout the types of subject name and altermative Nname vabopes that can be used
irs & cereificste .

Bubject oF cerkificate

The uzer or compubtar ERat in receving the cartificats

Baubject mame;

T 2 Py a2 PO jos . COm
e = paskslis aurl, xin

I';'_?Igonlrnrlnn — I -l ] I i

=i
by L T ]

l_ RERTr I (=S L T ]

jnltl:'rna:wc- o
T e
e Wi e Pt o, cxann
|ors -1 rmmn_
Wabae:

I [ acd |

Lasrm mors sbaout sublect nsrme

O ] v I apply I

19. Click on Apply, then Click OK.
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Certificate Properties

% Subject | General | Extensions Private Key [Caﬂ:ﬂcaﬂ:lﬂn Autharity |

Cryptographic Service Provider

L3
Eey options FD
Set the key length and export options For the privabe ey,
Key size: I 4 - I
' Make private key exportable|
I allow private key to be archived
I Strong private key protection
Key type gy
Key permissions (g
Learn rmore about private ey
I O I Carve] I apply I

20. Export certificate created for view connection server and Replica server. Copy them to their

corresponding server.
21. Go to View connection server/Replica server. Start Menu | Run | mmc

22. Click File and Select Add/remove Snap-in...

1 ChWindowsisystem32idsa
2 CiiWwindowsh, . \ServerManager
3 CiiWwindows!system32ydhcpmgmt

Exit

= Consolel - [Console Rook] [_ (O] x| I
W Action  View  Faworites  Window  Help | - |ﬁl |5|
@ Mesw Chrl+M
—  Open. Chrl+0 I | -
- Save Chrl+sS Actions
Save As... There are no items to show in this view, Console Root =
Add/Remove Snap-in... Chrl+M More Actions
Opkions...

Changes the options for the user andfor the snap-in consale.
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23. Select Certificate from the Available snap-ins on the left side and click Add.

Add or Remoye Snap-ins

‘ou can select snap-ins Far this console From those available on vour computer and configure the selected sek of snap-ins. Far
extensible snap-ins, wou can configure which extensions are enabled.

Available snap-ins: Selected snap-ins:
Snap-in | ‘endor | - [ console Roat Edit Extensions. .. |
Ep-r: Active Directory Site...  Microsoft Caor, ., HCertiFicates (Local Computer)
- Activex Conkral Micrasoft Car... Remaye |
[ aDs1 Edit Microsoft Cor...,
F'.uthnrizatiu:un Manager Microsoft Car, .. Wawe Up |
CertiFicates Microsoft Car,., —
¥ Component Services  Microsoft Cor,.. [ase Lo |
!ﬁ:‘,ICDmputer Managem... Microsoft Cor, ..
..E‘IIDevice Manager Microsoft Car, ..
=% Disk Management Microsoft and. ..
Event Yiewer Microsoft Car, ..
| Folder Microsoft Cor,..
_: Group Policy Object ... Microsaft Cor...
g IP Security Monitar Microsoft Car, ..
B, 1P Security Policy Ma.., Microsaft Car.., LI e s
Drescripkion:
The Certificates snap-in allows wou to browse the contents of the certificate stores For wourself, a service, or a computer.

(0] Zancel

24. Select the radio button for Computer account.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i
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Certificates snap-in

Thiz znap-in will always manage certificates for:
My uzer account
" Service account

£+ Computer account

< Back I Mext » I Cancel |

25. Select the radio button for Local computer. Click Finish.

select Computer

Select the computer pou want thiz snap-in to manage.

— Thiz znap-in will always manage:

' Local computer; [the computer this consale is running on)

i~ Another computer; I Brawze, . |

[ Allow the selected computer to be changed when launching from the command line. This
anly applies if you zave the console.

< Back I Finizh I Cancel

26. Select Certificates on the Console Root ; Select Personal a Certificates a All Tasks a Import.
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Consolel - [Console Root'\Certificates {Local Computer)yPersonal’Certificates]

File  Action Wiew Favorites  Window  Help | -8 x|
R e 2Rl Eal N=ARERENN 7 Mo
i
; | Console Rook Issued To = | Issued B | Expiration Date | Intended | Actions
! = [l Certificates (Local Computer) Elview-C501 vdi-vspex.com Wiew-CS01 vdi-vspes, com 12/5(2022 Server Al M
| = [ Personal
=] More Actions »
“ Trusted Roa Request Mew Certificate. ..
T i Impoart...
H | Enterpn:‘e Ti View » P
- = Intermediate Mew Windaw from Here Advanced Operations 3
3 _| Trusted Publ
| Untrusted C Mew Taskpad Wiew..,
| Third-Party F
| Trusted Peo) Refresh
| Remote Des|  Export List...
i ! Smart Card Help
_| Trusked Cn
{
L
KN | K1 | i

|C0ntains actions that can be performed on the item, | |

27. Browse and select copied certificate for view connection server and follow the same for view
Replica server.

28. Select previous installed certificate and change friendly name. replace newly created certificate with
vdm as friendly name.

lificates (Local Computer}\Personal' Certificates]

File Action  View Favortes  Window  Help

1. Download installer file from the link given below.

7.8.3.4 Install View Client on End Points

LR
| Console Roct Issed To * |IssuedB |Expiratinn Date |Intended Purposes |Friend| Name |5tatus |CertiI|Actions |
7 5 Cotctes focal Computer) [ lvidlabv-80-0C1-C wdl-4-40-DC1-CA jsjant7 <l <Mone:» -
el Pgrsuna\ e S vl el vllaby-A0-DC1-CA 11612015 Server Authentication  vdm Wb
Qi et cate: et vl el View-SrvL vl Jocal 1f14f2023 Server Authentication — veln-old Hor Ackions
| Trusted Rook Certfication Autharites
| Enterprie Trust

https://my.vmware.com/web/vmware/info/slug/desktop_end user computing/vmware view/5 1

2. Open installer file for 32-bit or 64-bit OS, Click Next on Installation wizard.
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E VMware View Client

Welcome to the Installation Wizard for
VMware View Client

The installation wizard will install ViMware View Client on your
computer. To continue, click Next.

. : Copyright © 1998-2012 VMware, Inc. All rights reserved. This
VMware View product is protected by U.S. and international copyright and

C |ient intellectual property laws. VMware products are covered by one
or more patents listed at http://wwwi.vmware.com/go/patents.

EIPCalF

Product version: 5.2.1-937772 x64 < Back Next> | [ Cancel

3. Accept License agreement. Click Next.

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT E

IMPORTANT-READ CAREFULLY: BY DOWNLOADING.,
INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL
OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS
END USER LICENSE AGREEMENT (“EULA”). IF YOU DO NOT
AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR. USE THE 50FTWARE., AND YOU MUST
DELETE OR RETURN THE UNUSED SOFTWARE TO THE VENDOR

FDORS WHTCH VATT ACAOTTIDETY TT WWITITHIAR THID TV /20 ThA VS ANTY

(@)1 accept the terms in the license agreement

(" )1 do not accept the terms in the license agreement

< Back " Mext = ] [ Cancel
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4. Accept default features and click Next.

e

Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

=--|=2 -] View Client Feature Description

; Qvl USB Redirection VMware View Client
I Qvl Log in as current user

This feature requires 38MB on your hard
drive. It has 2 of 2 subfeatures selected. The
subfeatures require 13MB on your hard
drive.

Install to:
C:\Program Files\WMware\VMware View\Client, Change...

’ Help ] [ Space I [ < Back " Next> | [ Cancel I

5. Enter FQDN for View Connection server ad Click Next.
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ViMware View Clien

Default Server

Configures the server View Client connects to by default.

Specify a default server for this View Client. This setting is optional.

Default View Connection Server: ||

[ < Back " Next> | [ Cancel

6. Accept default or add the FQDN of your View Connection Server and click Next.

{
Enhanced Single Sign On

Sign on as currently logged on user.

Set default behavior for the "Log in as current user" checkbox:

Show in connection dialog

[] set default option to login as current user

< Back H Mext = ] [ Cancel

7. Click Next.
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ViMware View Clien

Configure Shortcuts

Creates program shortcuts.

Create shortcuts for VMware View Client in the following places:

Desktop

Start Menu Programs folder

| <sak | mex> || conce |

8. Click Install on ready to install.

ViMware View Clien

Ready to Install the Program

The wizard is ready to begin installation.

VMware View Client will be installed in:

C:\Program Files\WMware\VMware View\Client),

Click Install to begin the installation or Cancel to exit the wizard.

<gack | mswl || cancel

9. Reboot is required after completing installation.
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7.8.4 Configure the View 5.1 Hosts and Storage

7.8.4.1 Configure Content Based Read Cache (CBRC) on View 5.1 Hosts
CBRC was introduced as a feature of vSphere 5. It is a read cache that is particularly useful during boot
storms. It becomes an essential configuration for floating assignment View 5.1 Linked Clones.

The CBRC feature provides a per-host RAM-based solution for View desktops. This considerably
reduces the read I/0 requests that are issued to the storage layer, and also addresses boot storm snags.

CBRC is configured in vCenter by highlighting the host, access the Configuration Tab, Software,
Advanced Settings.

Each ESXi host used for View Desktops we enabled CBRC and increased the
CBRC.DCacheMemReserved to 2048.

- - T T TR THE. . TR
@ Advanced Settings M.

- Annotations
. BufferCache CBRC.DCacheMemReserved 2048
£ gz.fr?g Memory consumed by CBRC Data Cache (in MB)
- Vpx Min 100 Ma 2048
- Cpu CBRC.DCacheSize 2048
- DataMover
DCUL Size of CBRC Data Cache in MB. This cannot be changed if CBRC.Enable is set to 1.
- Digest :
. DirentryCache Min 2048 Ma 2048
Eg,’sk CBRC.DigestlournalBootInterval [ 1w
HFrBR Interval (in minutes) for which Digest Journal is temporarily disabled to avoid interfering with the boot pro...
- Irq Mn 0 Ma 10000
- LPage
- LSOM CBRC.Enable ]
- Mem
- Migrate Enable Content Based Read Cache
- Mise

These CBRC settings are used in conjunction with the View 5.1 Administrator, View Configuration,
Servers, vCenter Server Properties, Host Cashing tab.

In our test environment, we enabled 2GB of CBRD and correspondingly, 2GB of Host Cache in View
Administrator. This combination enables the View Storage Accelerator feature.

7.8.4.2 Storage Configuration for View 5.1 Hosts

On VNX 5500 30 SAS disks with 300GB capacity were used to create 16 LUNs, each with a capacity
of 350 GB. 2 LUNSs with capacities of 50 GB each were created to store replica disks.

Each ESXi host in each cluster was assigned 8 LUNs as VMFSS5 datastores for linked clones and one
50Gb VMEFSS datastore to hold the Replica disk.
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3 (i VCENTER.vdilab-v.local
= [f3 vDI-2000
[ SingleBlade-Test
gh Infra-Cluster
gh Launcher-CL
= [l VDI-Desktops-Pooll
g

& i
[ 10.
& 10.
& 10.
@ 10
& 1

1 replica-8445c7d9-2ea

& VDI-CL1-1

& VDI-CL1-10

& VDI-CL1-100
& VDI-CL1-1000
& VDI-CL1-1001
& VDI-CL1-101
& VDI-CL1-102
& VDI-CL1-103
& VDI-CL1-104
[ VDI-CL1-105
& VDI-CL1-106

[ | »

10.29.164.91 VMware ESXI, 5.1.0, 838463

Summary ' Virtual Machines

EERINENEES  Configuration

Hardware

Processors
Memory

»  Storage
Metworking
Storage Adapters
Network Adapters
Advanced Settings
Power Management

View: |Datastores Devices

Tasks & Events | Alarms

7 Solution Validation W

Permissions

Maps | Storage Views ' Hardware S

Datastores

Software

Licensed Features
Time Configuration
DNS and Routing
Authentication Services

Identification - | Status | Device | DriveType | Capacity | Free | Type

¥ datastorel (3) @ Normal DGCFibre Ch... Non-55D 10.00G 7.78GB VMFS5
& Infrastore & MNormal DGC Fibre Ch... Non-SSD 200TB  1.25TB VMFS5
B VDI-LC-LUNL & Normal DGCFibre Ch... Non-SSD 349.75 G 247.88 G VMFS5
H VDI-LC-LUN2 @ Normal DGCFibre Ch... Non-55D 349.75 G 25841 G VMFS5
& VDI-LC-LUN3 @ Normal DGCFibre Ch... Non-55D 349.75 G 260.97 G VMF55
& VDI-LC-LUN4 & MNormal DGC Fibre Ch... Non-SSD 349.75G 261.66 G VMFS5
B VDI-LC-LUNS & Normal DGCFibre Ch... Non-SSD 349.75 G 261.85G VMFsS53
& VDI-LC-LUNG & Normal DGCFibre Ch... Non-55D 349.75 G 259.61 G VMF55
& VDI-LC-LUN7 @ Normal DGCFibre Ch... Non-55D 349.75 G 261.31 G VMFs5
& VDI-LC-LUNS & Normal DGCFibre Ch... MNon-55D 349.75 G 260.78 G VMF55
& VDI-Replica-CL1 & Normal DGCFibre Ch... Non-SSD 49.75G  28.46 G VMFSS5

The same configuration was done for second Cluster.

3 [ VCENTER.vdilab-v.local
2 [ vDI-2000

[ singleBlade-Test

fh Infra-Cluster

Hl Launcher-CL

Bl VDI-Desktops-Pooll

B fh VDI-Desktops-Pool2
[.[10.29.164.100

10.29.164.101

10.29.164.102

10.29.164.103

10.29.164.104

10

10

VDI-CL2-1
VDI-CL2-10

VDI-CL2-100
VDI-CL2-1000
& VDI-CL2-101
& VDI-CL2-102
& VDI-CL2-103
& VDI-CL2-104
& VDI-CL2-105
@ VDI-CL2-106

2
2
2
2
2
2
th
i
i
i
i

replica-8b785185-833

[ | »

10.29.164.100 VMware ESXi, 5.1.0, 838463

Summary ' Virtual Machines

Performance. el )

Hardware

Processors
Memory

v Storage
Networking
Storage Adapters
Network Adapters
Advanced Settings
Power Management

View: |Datastores Devices

Tasks & Events ' Alarms

Permissions

Maps = Storage Views

Software

Licensed Features
Time Configuration
DNS and Routing
Authentication Services

7.8.5 Configure the View Desktop Pools and Options

Datastores

Identification - | Status | Device | Drive Type | Capadity | Free | Type |
H datastorel (17) & MNormal DGCFibre Ch... Non-SSD 10.00 G 7.93GB VMFS5
H InfraStore @ Normal DGC Fibre Ch... Non-55D 2.00TB  1.25TB VMFS5
H VDI-LC-LUN1O & MNormal DGC Fibre Ch... Non-SSD 349.75 G 266.60 G VMFS5
B VDI-LC-LUN11 & MNormal DGCFibre Ch... Non-55D 349.75G 261.87 G VMFS5
H VDI-LC-LUN12 & MNormal DGC Fibre Ch... Non-SSD 349.75G 262.83 G VMFS5
B VDI-LC-LUN13 & Normal DGCFibre Ch... Non-SSD 349.75G 263.67 G VMFS5
H VDI-LC-LUN14 & MNormal DGCFibre Ch... Non-SSD 349.75G 263.40 G VMFS5
H VDI-LC-LUN1S & MNormal DGC Fibre Ch... Non-SSD 349.75 G 263.57 G VMFS5
H VDI-LC-LUN1G & MNormal DGCFibre Ch... Non-55D 349.75G 262.03 G VMFS5
H VDI-LC-LUNS & MNormal DGC Fibre Ch... Non-SSD 349.75G 250.26 G VMFS5
B VDI-Replica-Pool2 & Normal DGCFibre Ch... MNon-55D 49.75G 38.63 G VMFS5

Desktop Pools are the containment object in View 5.1 Administrator that hold the configuration and the
provisioned linked clones in the View environment.

The maximum recommended number of virtual machines in a VMware ESXi cluster is 1000. Therefore,
we created two View 5.1 pools with identical settings to match up with our two ESXi 5.1 clusters for
VDI described earlier in this document.

The following sections describe how we configured our View 5.1 environment.

7.8.5.1 Create the Desktop Pools

1.

2. Click on Add to create a new desktop pool.

Log on to View Administrator console. on the left side; from drop menu for Inventory select Pools.

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl 7 Solution Validation

\Jr VMware View Administrator

12/11/2012 3:17 PM GJ Pools
Remate Sessions 0|
Local Sessions 0 - 10
| Add... ~ Status | ‘ ~ Falder ‘ | = More Commands
Problem Desktops o |
Events O:zA0
System Health [l @ & Filtsr + ind || clear | Folders an - i@
22000 | ; :
s s | hie] Display Name Type Source User Assi... wCenter Server | Entitled | Enabled Sessions

£ Dashboard
% Users and Groups
¥ Inventory
[Elpools
(51 Desktaps
) Persistent Disks
# ThinApps

» Monitoring
> Policies

» Yiew Configuration

There are three type of Desktop Pool we can create and description for each type is given on the right
side of the screen.

3. For our testing purpose we created Automated Pool, Click Next.

Add Pool (2]

Pool Definition Ee

Type Automated Pool
(») Autormnated Pool
i An automated pool uses a vCenter
Server template or wirtual machine
Setting snapshot to generate new desktops,

The desktops can be created when
the pool is created or generated an
demand based on pool usage.

() Manual Pool
@3 () Terminal Services Pool

Supported Features
+ wCenter wirtual machines
Physical cornputers, blade PCs
Microsoft Terminal Server
“iew Composer

Local Mode

FColP

SRS

Persona managerment

Two User assignment options are available:.

a) Dedicated (desktops that are manually or automatically assigned to users)

b) Floating (desktops that are randomly assigned to users from the pool.

For our test we used Floating user assignments.
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4. Click the Floating radio button, then click Next.

Pool Definition User assignment

Type (+) Dedicated Dedicated assignment

User Assignment = Users receive the same desktops

[¥] Enable automatic assignment each time they log into the poal.

Setti
s Enable automatic assignment

If a user connects to a poal to which
the user is entitled, but does not
have a desktop, View automatically
assigns a spare desktop to the user.
In an automated pool, a new desktop
may be created if no spare desktops
euist,

(_) Floating

If autornatic assignment is not
enabled, users must be assigned to
desktops manually in View
Administrator, Manual assignment
can still be done even if automatic
assignment is enabled.

Supported Features
 Wiew Composer

" Local Mode
+ PColP
d

Persona management

| = Back Mext = | Cancel |

5. Select the radio button for either Full Virtual Machine or view composer linked clones. Click Next.

~

Note  For this study, we chose View Composer linked clones.
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6. Enter a unique pool ID and Display name Optionally, select a folder for the Desktops. Click Next.

Pool Identification

Pool Definition

s 1D: WDI-VMs

User Assignment

wiCenter Server Display name: VDI-VMs
2Ctting Wiew folder: i

Pool Identification

Description:

ID

The pool ID is the unigue name used
to identify this pool,

Display Name

The display name is the name that
users will see when they connect to
Yiew Client, If the display name is

left blanlk, the ID will be used.

Yiew Folder

Yiew folders can arganize the pools
in your organization. They can also
be used for delegated adriinistration.

Description

This description is only shown on the
Settings tab for a pool within View
Administrator,

= Back Mext =

1
Cancel |
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7. Configure the Pool Settings as needed. We selected all default settings except the Remote Desktop
Power Policy. We selected Ensure desktops are always powered on. Click Next.

Pool Definition Pool Sattings
Type General
User Assignment st
ate:
WCENtRr SErver Enabled |~
Setting Connection Server Hane | Browse..,
Pool Identification restrictions:
Ponl Seftings Remote Settings
Remate Desktop Power Ensure desktops are always paweredon | v 7
Palicy:
Autornatically logoff after Never v
disconnect:
Allow users to reset their No | *
desktaps:
allow multiple sessions per No |+
user:
Delete or refresh desktop on | peyer v | (2
logaff:
Remote Display Protocol
Default display protocol: pCalp v
Allow users to choose Yes |*
pratocal:
Disabled 3
Max number of monitors: 1 |w| (2
May require pawer-cycle of related virtual machines (2
Max resolution of any one 1920%1200 * U2
monitar:
May require pawer-cycle of related virtual machines (2
Adobe Flash Settings for Remote Sessions
Adobe Flash quality: Do not contral  * | 2
Adobe Flash throttling: Disabled v | (2
< Back Next > Cancel
L &y

8. On the Provisioning Settings page, we set the following options:
Basic: Enable provisioning and Stop provisioning at error.

Virtual Machine Naming: Use naming pattern.

Note  Use {n} to deploy multiple desktops with same naming pattern. In case of name used VM-{n} deployed
desktops will be VM-1, VM-2 ..... VM-10

Pool Sizing: Select maximum number of desktops required, the number of powered on desktops and
choose to provision these desktops on-demand or up-front.

For this study, we provisioned all of the desktops up-front.
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Pool Definition
Type
dser Assignrent
viZenter Server
Setting
Pool Identification
Poal Settings
Provisioning Settings

Provisioning Settings

Basic

[¥] Enable provisioning

[¥] sStop provisioning on error

¥Yirtual Machine Naming

) specify names ranually

0 names entered

Start desktops in maintenance mode

(=) Use a naming pattern

Maming Pattern:

Pool Sizing

Max number of desktops:

WOI-WMs-{n}

Mumber of spare (powered an) desktops:

() Provision desktops on demand

(=) Provision all desktops up-front

10

10

Naming Pattern

Virtual machines will be
named according to the
specified narming pattern, By
default, Yiew Manager
appends a unique number to
the specified pattern to
provide a unique name far
each wirtual machine.

To place this unique number
elsewhere in the pattern, use
'In}'. {For example: vm-{n}-
sales.),

The unique number can also
be rmade a fixed lenath. (For
example: vm-{nifixed=3%-
sales),

See the help for mare naming
pattern syntax options.

< Back Mext = Cancel

9. Select the radio button to Redirect disposable files to a non-persistent disk, set the Drive size for the
disk, and select a Drive. Click Next.
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View Compaser Disks

Pool Definition

Type Disposable File Redirection

Disposable File Redirection ?
User Assignment

: X X X X Use this option to redirect disposable
wCenter Server (») Redirect disposable files to a non-persistent disk

files to a non-persistent disk that will

i — be deleted automatically when a
SEHng Disk size: 4096 MB  {rinimum 512 MB) User's session ends U

Fool Identification

Fool Settings Drive letter: | auto | w | (2
Provisioning Settings
Wiew Composer Disks () Do not redirect disposable files

Storage Optimization

< Back Mext = Cancel

10. Check box for Select separate datastore for replica disk and OS disk. Click Next.
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Storage Optimization

Pool Definition

Type Persistent Disks Storage Optimization
User Assignment FEEE
|| select separate datastores for persistent and OF disks. SECI be op_tlrnlzed by
wCenter Server storing different kinds of data
Setting Select specific datastores for persistent disks separately.
Pool Identification Replica disks Replica disks

Fool Settings ) ) 2 :
[¥] =elect separate datastores for replica and ©F disk, This option enables control aver

Frovisioning Settings the placernent of the replica that

View Cormposer Disks Select Replics Disk Datastores linked clones use as their base
Storage Optimization M\ Fast MFS Clones (WAAIY will be unavailable if irmage.
the Replica disks are stored separately from It is recommended that a high
the OS5 disk.

performance datastore be
chosen for these images.
Cepending on vour hardware
configuration, storing replicas on
a separate datastore might
create a single point of failure.

< Back Mext = Cancel

11. Select parent image (Golden Image), associated snapshot with GI image, location for VM if any
specific folder was created, Host or Cluster where desktops are going to provision, Resource Pool,
Linked Clone datastore, Replica disk datastores.

For our testing we created 2 Pools with 1000 desktops in each. One Pool was created with Clusterl as
host Resource Pool. 8 VMFSS datastores for Linked Clones and one Replica disk datastore were
selected. The second Pool was configured similarly with the remaining 8 VMFSS5 datastores for Linked
Clones and the remaining Replica VMFSS5 datastore for the Replica disk.
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Pool Definition
Type
User Assignment
viZenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

vCenter Settings

L

wiZenter Settings
Default Image

1 FParent Wh:

Snapshot:

¥irtual Machine Location

3 WM folder location:

Resource Settings

A Hestaor cluster:
., Resource pool:

& Linked clone
datastores:

7 Replica disk
datastores:

ADI-vspexSvm Win7 -wDI-GI

| Browse... |

AWin7-SMP

| B

ADI-wspexdvm

| Browse... |

ADI-wspex/host/AYDI-Desktop

ADI-wspex/hast/VDI-Desktop/Resources

1 selected | Browse...

1 selected | Browse... |
[ | I
| = Back | | MNext = | Cancel |
| | 1

12. On the Advanced Storage Options page, check box to enable Use Host caching. Add Blackout time

if desired. Click Next.

| - YDI-YMs

Pool Definition
Type
User Assignrment
wizenter Server
Setting
Pool Identification
Fool Settings
Frovisioning Settings
Yiew Composer Disks
Storage Optimization
wCenter Settings
Advanced Storage Options

Advanced Storage Options

Based on your resource selection, the following features are
recormnmended. QOptions that are not supported by the selected hardware

are disabled.

& Mative MFS snapshots (WAATY are unavailable because the Wiew
Cormposer replica disks are stored separately from the O= disks,

[v] Use host caching

Disk Types: 05 disks |t
Regenerate cache after: ?7 Days
Blackout times:

Cray Tirme E
i
|
|
|
|

 add..

Mative MFS Snapshots
(YAAI)

waAl (vStorage AFPI for
Array Integration) is a
hardware feature of
certain storage arrays. It
uses native snapshotting
technology to provide
linked clone functionality .
Choose this option only if
you have appropriate
hardware devices.

Host Caching

vwSphere 5.0 hosts can be
configured to improve
performance by caching
certain pool data. Enable
this option to use host
caching for this pool. Host
caching is most useful for
shared disks that are
read frequently, such as
Yiew Composer 05 disks,

' = Back i

MNext = Cancel !
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13. Browse to select the AD container to be used for the provisioned virtual machines. Click on the
radio button for Use a customization specification and select customization created from the Parent
Windows 7Golden Image.

Pool Definition Guest Custornization o
]
Type e
User Assignment ) - —
R Darnain: vdi-wspex .com{administrator) | ¥
Setting AD container: CM=Computers Braowse...
Pool Identification
Pool Settings || Allow reuse of pre-existing computer accounts
Provisioning Settings
Wiew Composer Disks (L) Use QuickPrep
Storage Optimization
viZenter Settings
Advanced Storage Options
Guest Custornization i
(=) Use a customization specification (Sysprep)
Marme Fueszt OF Description
Win7-opt Windaows
v
4 m ]
< Back Mext = Cancel

14. Verify all the details provided for the pool settings and check box to entitle specific users and groups
to provide access to the desktops in the Pool and click Finish.
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Pool Definition
Type
User Assignment
yCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
Yiew Composer Disks
Storage Optimization
vCentar Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Type:

User assignment:

vCenter Server:

Use View Composer:

Unique 1D:

Display name:

View Folder:

Desktop pool state:

Remote Desktop Power Policy:

Autornatic logoff after
disconnect:

Connection Server restrictions:

Allow users to reset their
desktop:

allow multiple sessions per
user:

Delete or refresh desktop on
logoff:

Default display protocol:

Allow users to choose protocol:

Windows 7 30 Rendering:
Max number of monitors:

Max resolution of any one
monitor:

Adobe Flash quality:
Enable provisioning:

Stop provisioning on error:
Virtual Machine Naming:
VM naming pattern:

Provision all desktops up-front:

Max number of desktops:

Mumber of spare (powered on)
desktops:

15. On the Entitlements page, Click Add.

7 Solution Validation W

|| Entitle users after this wizard finishes

Automated

Floating assignment
veenter.vdilab-v.local{ administrator)
Tes

VDI-VMs

WDI-VvMs

!

Enabled

Ensure desktops are always powered on
Mever

None
No

Mo
Never

PColP

Tes
Disabled

1
1920x1200

Disabled

Tes

Yes

Use a naming pattern
WDI-VMs-{n}

Tes

10

10

< E.acl.‘

Finish
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Entitlernents
Entitled users and groups can use this pool
add... |
Marne Diornain Ernail
| 1k | | Cancel |
. ud
16. Enter name for the users or groups who will be authorized to use View desktops in the pool and click
Find.

17. Select appropriate users and group from the list. Click OK.
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Find Us
Type: [¥] Users [¥] Groups
Domain: | Entire Cirectory | |

Marme/User narme: Contains | - | Login_WsI
Cescription: Contains | = |

Find |

Cisplaying the first 100 results that match your criteria, Refine your search criteria to see additional results,

Mare User Mame | Email | Description In Folder
Lagin_WsSI_TS Lagin_wsI_Ts/vdilab vdilab-v. localfLogin_ :‘
Login_WsSI1 Lagin_vwsIl@wvdilab-. Login WSI vdilab-v. localfLogin_ -
Lagin_wsIin Lagin_wsIio@edilab- Login WSI vdilab-v. localfLogin_
Login_wsSIi1 Lagin_wsSI1l@wedilab- Login WSI vdilab-v. localfLogin_
Lagin_wsSIiz Lagin_wsIiz@edilab- Login WSI vdilab-v. localfLogin_
Login_wSI13 Lagin_vsSIiz@uedilab- Login WSI wdilab-v.localfLogin_|&

Cancel

18. When the pool is Enabled and has Entitlements both the columns will turn green.

e View A ato
Updated 12/11/2012 5:30 PM & Pools
Rermots Sessions ]
Local 5 o ||
i e [ add.. | | = staws || ~ Folder || ~ Mare Commands |
Probler Desktops ol||
Events 0 2 M0 i i
systemHealth [l EE Filtar = | Find || clear ‘ Falder:  all |'|
29 0 00
D pisplay Hame | Type | Source |userassi.. | vcenterserver | Entitled | Enabled | Sessions
£ Dashbaard YDI-YMs YDI-UMs Autornated Poal wCenter (linked clon Dedicated  veenter.vdi-vspex.com | 0 +  0Remote, 0 Local

&% users and Groups
v Inventory
[El pools
5 Desktaps
(2 Persistent Disks
A7 ThinApps
» Monitoring

» Policies

» View Configuration

After completion of pool setting it will create a replica from the parent VM and start provisioning of the

desktops as per the pool settings.
= f VDI-Desktops-Pool2
10.29.164.100
10.25.164.101
10.25.164.102
10.29.164.103
10.25.164.104
10.29.164.98
10.29.164.99
replica-8b785185-8333-445d-aeed-
VDI-CL2-1

VDI-CL2-10

VDI-CL2-100
VDI-CL2-1000
VDI-CL2-101

L e BT

195555 HEGIEIEIEIEIE
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8 Test Setup and Configurations

In this project, we tested a single Cisco UCS B230 M2 blade in a single chassis and thirty nine Cisco
UCS B230 M2 blades in 5 chassis to illustrate linear scalability.

8.1 Cisco UCS Test Configuration for Single Blade Scalability

Figure 19 Cisco UCS B200 M3 Blade Server for Single Server Scalability

Cisco UCS B200 M3 Blade Server
Single Blade Test Result—155 Users
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Hardware components

1 X Cisco UCS B200-M3 (2x E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB X
16 DIMMS @ 1666 MHz) Windows 7 SP1 Virtual Desktop hosts

2 X Cisco UCS B250-M2 (2x 5680 @ 3.333 GHz) blade servers with 96 GB of memory (4 GB X
24 DIMMS @ 1333 MHz) Load Generators

6 X Cisco UCS B250-M2 (2x 5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X
48 DIMMS @ 1333 MHz) Load Generators

2 X M81KR (Palo) Converged Network Adapter/Blade (B250 M2)
1X VIC1240 Converged Network Adapter/Blade (B200 M3)

2 X Cisco Fabric Interconnect 6248UPs

2 X Cisco Nexus 5548UP Access Switches

1 X EMC VNX System storage array, two controllers, two Datamovers, 2 x dual port §GB FC cards,
2 x dual port 10 GbE cards, 4 x 200GB Flash Drives for EMC Fast Cache, 40 x 600GB SAS drives
for VMFS datastores, 8 x 600GB SAS Drives for Infrastructure and Boot LUNs and 2 x 600GB SAS
drives and 1 200GB Flash Drive for hot spares
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8 Test Setup and Configurations

Software components
» Cisco UCS firmware 2.1(1a)
» Cisco Nexus 1000V virtual distributed switch
e VMware ESXi 5.1 for VDI Hosts
e View 5.1
e Windows 7 SP1 32 bit, IvCPU, 1.5 GB of memory, 17 GB/VM

8.2 Cisco UCS Configuration for Two Chassis—Fourteen Blade Test

Figure 20 Two Chassis Test Configuration-14 x B200 M3 Blade Servers

Cisco UCS B200 M3 Blade Servers

Two Chassis 14-Blades - 2000 Users
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Hardware components

* 14 X Cisco UCS B200-M3 (E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB X
16 DIMMS @ 1666 MHz) Windows 7 SP1 Virtual Desktop hosts

e 2 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 96 GB of memory (4 GB X 24
DIMMS @ 1333 MHz) Load Generators

* 6 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X 48
DIMMS @ 1333 MHz) Load Generators

« 2 X MS8I1KR (Palo) Converged Network Adapter/Blade (B250 M2)
¢ 1X VIC1240 Converged Network Adapter/Blade (B200 M3)

e 2 X Cisco Fabric Interconnect 6248UPs

e 2 X Cisco Nexus 5548UP Access Switches
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* 1 XEMC VNX System storage array, two controllers, two Datamovers, 2 x dual port 8GB FC cards,
2 x dual port 10 GbE cards, 4 x 200GB Flash Drives for EMC Fast Cache, 40 x 600GB SAS drives
for VMFS datastores, 8 x 600GB SAS Drives for Infrastructure and Boot LUNs and 2 x 600GB SAS
drives and 1 200GB Flash Drive for hot spares

Software components
» Cisco UCS firmware 2.1(1a)
e Cisco Nexus 1000V virtual distributed switch
e VMware ESXi 5.1 for VDI Hosts
e View 5.1
¢ Windows 7 SP1 32 bit, IvCPU, 1.5 GB of memory, 17 GB/VM

8.3 Testing Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco San Jose labs with joint support from both
VMware and EMC resources.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics
during the desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user
workload execution (also referred to as steady state), and user logoff for the Hosted VDI model under
test.

Test metrics were gathered from the hypervisor, virtual desktop, storage, and load generation software
to assess the overall success of an individual test cycle. Each test cycle was not considered passing
unless all of the planned test users completed the ramp-up and steady state phases (described below) and
unless all metrics were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results
were found to be relatively consistent from one test to the next.

8.3.1 Load Generation

Within each test environment, load generators were utilized to put demand on the system to simulate
multiple users accessing the View 5.1 environment and executing a typical end-user workflow. To
generate load within the environment, an auxiliary software application was required to generate the end
user connection to the View environment, to provide unique user credentials, to initiate the workload,
and to evaluate the end user experience.

In the Hosted VDI test environment, sessions launchers were used simulate multiple users making a
direct connection to VMware View 5.1 connection server via a VMware PColP protocol connection.

8.3.2 User Workload Simulation LoginVSI From Login Consultants

One of the most critical factors of validating a View 5.1 deployment is identifying a real-world user
workload that is easy for customers to replicate and standardized across platforms to allow customers to
realistically test the impact of a variety of worker tasks. To accurately represent a real-world user
workload, a third-party tool from Login Consultants was used throughout the Hosted VDI testing.
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The tool has the benefit of taking measurements of the in-session response time, providing an objective
way to measure the expected user experience for individual desktop throughout large scale testing,
including login storms.

The Virtual Session Indexer (Login Consultants’ Login VSI 3.6) methodology, designed for
benchmarking Server Based Computing (SBC) and Virtual Desktop Infrastructure (VDI) environments
is completely platform and protocol independent and hence allows customers to easily replicate the
testing results in their environment. NOTE: In this testing, we utilized the tool to benchmark our VDI
environment only.

Login VSI calculates an index based on the amount of simultaneous sessions that can be run on a single
machine.

Login VSI simulates a medium workload user (also known as knowledge worker) running generic
applications such as: Microsoft Office 2007 or 2010, Internet Explorer 8 including a Flash video applet
and Adobe Acrobat Reader (Note: For the purposes of this test, applications were installed locally, not
streamed ThinApp).

Like real users, the scripted Login VSI session will leave multiple applications open at the same time.
The medium workload is the default workload in Login VSI and was used for this testing. This workload
emulated a medium knowledge working using Office, IE, printing and PDF viewing.

¢ When a session has been started the medium workload will repeat every 12 minutes.
* During each loop the response time is measured every 2 minutes.
e The medium workload opens up to 5 apps simultanecously.
e The type rate is 160ms for each character.
* Approximately 2 minutes of idle time is included to simulate real-world users.
Each loop will open and use:
¢ Outlook 2007/2010, browse 10 messages.

» Internet Explorer, one instance is left open (BBC.co.uk), one instance is browsed to Wired.com,
Lonelyplanet.com and heavy

» 480 p Flash application gettheglass.com.

*  Word 2007/2010, one instance to measure response time, one instance to review and edit document.
« Bullzip PDF Printer & Acrobat Reader, the word document is printed and reviewed to PDF.

* Excel 2007/2010, a very large randomized sheet is opened.

¢ PowerPoint 2007/2010, a presentation is reviewed and edited.

e 7-zip: using the command line version the output of the session is zipped.

A graphical representation of the medium workload is shown below.
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Graphical overview:
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You can obtain additional information on Login VSI from http://www.loginvsi.com.

8.3.3 Testing Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

8.3.3.1 Pre-Test Setup for Single and Multi-Blade Testing

All virtual machines were shut down utilizing the vCenter.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until
the required number of launchers was running with the Login VSI Agent at a “waiting for test to start”
state.
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All VMware ESXi 5.1 VDI host blades to be tested were restarted prior to each test cycle.

8.3.3.2 Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known
as Ramp Up, to complete in 30 minutes. Additionally, we require all sessions started, whether 175 single
server users of 5000 full scale test users to become active within 2 minutes after the session is launched.

For each of the three consecutive runs on single blade (155 or 195 User,) on a single cluster with seven
blades (1000 Users) and on two cluster fourteen blade (2000 User) tests, the same process was followed:

1. Time 0:00:00 Started ESXtop Logging on the following systems:

« VDI Host Blades used in test run

e PVS Server(s) used in test run

» DDCs used in test run

» Profile Servers used in test run

* SQL Servers used in test run

e 3 Launcher VMs

Time 0:00:10 Started EMC Basic Performance Logging on SPs

Time 0:00:15 Started EMC NFS Performance Logging on Datamovers
Time 0:05 Take 155,195, 1000 or 2000 desktops out of maintenance mode on View Administrator
Time 0:06 First machines boot

Time 0:33 155,195, 1000 or 2000 desktops booted on 1 or 39 blades
Time 0:35 155,195, 1000 or 2000desktops available on 1 or 39 blades

Time 0:50 Start Login VSI 3.6 Test with 155,195, 1000 or 2000 desktops utilizing 4, 40 or 80
Launchers

9. Time 1:20 155,195, 1000 or 2000 desktops launched
10. Time 1:22 155,195, 1000 or 2000 desktops active

11. Time 1:35 Login VSI Test Ends

12. Time 1:50 155,195, 1000 or 2000 desktops logged off

® XN R WD

13. Time 2:00 All logging terminated

8.3.4 Success Criteria

There were multiple metrics that were captured during each test run, but the success criteria for
considering a single test run as pass or fail was based on the key metric, VSI Max. The Login VSI Max
evaluates the user response time during increasing user load and assesses the successful start-to-finish
execution of all the initiated virtual desktop sessions.

8.3.4.1 Login VSI Max

VSI Max represents the maximum number of users the environment can handle before serious
performance degradation occurs. VSI Max is calculated based on the response times of individual users
as indicated during the workload execution. The user response time has a threshold of 4000ms and all
users response times are expected to be less than 4000ms in order to assume that the user interaction with
the virtual desktop is at a functional level. VSI Max is reached when the response times reaches or
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Note

exceeds 4000ms for 6 consecutive occurrences. If VSI Max is reached, that indicates the point at which
the user experience has significantly degraded. The response time is generally an indicator of the host
CPU resources, but this specific method of analyzing the user experience provides an objective method
of comparison that can be aligned to host CPU performance.

In the prior version of Login VSI, the threshold for response time was 2000ms. The workloads and the
analysis have been upgraded in Login VSI 3 to make the testing more aligned to real-world use. In the
medium workload in Login VSI 3.0, a CPU intensive 480p flash movie is incorporated in each test loop.
In general, the redesigned workload would result in an approximate 20% decrease in the number of users
passing the test versus Login VSI 2.0 on the same server and storage hardware.

8.3.4.2 Calculating VSIMax

Typically the desktop workload is scripted in a 12-14 minute loop when a simulated Login VSI user is
logged on. After the loop is finished it will restart automatically. Within each loop the response times of
seven specific operations is measured in a regular interval: six times in within each loop. The response
times if these seven operations are used to establish VSImax.

The seven operations from which the response times are measured are:

e Copy new document from the document pool in the home drive

— This operation will refresh a new document to be used for measuring the response time. This
activity is mostly a file-system operation.

» Starting Microsoft Word with a document

— This operation will measure the responsiveness of the Operating System and the file system.
Microsoft Word is started and loaded into memory, also the new document is automatically
loaded into Microsoft Word. When the disk I/O is extensive or even saturated, this will impact
the file open dialogue considerably.

» Starting the “File Open” dialogue

— This operation is handled for small part by Word and a large part by the operating system. The
file open dialogue uses generic subsystems and interface components of the OS. The OS
provides the contents of this dialogue.

e Starting “Notepad”

— This operation is handled by the OS (loading and initiating notepad.exe) and by the Notepad.exe
itself through execution. This operation seems instant from an end-user’s point of view.

« Starting the “Print” dialogue

— This operation is handled for a large part by the OS subsystems, as the print dialogue is provided
by the OS. This dialogue loads the print-subsystem and the drivers of the selected printer. As a
result, this dialogue is also dependent on disk performance.

« Starting the “Search and Replace” dialogue \

— This operation is handled within the application completely; the presentation of the dialogue is
almost instant. Serious bottlenecks on application level will impact the speed of this dialogue.

* Compress the document into a zip file with 7-zip command line

— This operation is handled by the command line version of 7-zip. The compression will very
briefly spike CPU and disk I/O.
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These measured operations with Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations
are specifically short by nature. When such operations are consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
escalate. This effect is clearly visible to end-users. When such operations consistently consume multiple
seconds the user will regard the system as slow and unresponsive.

With Login VSI 3.0 and later it is now possible to choose between ‘VSImax Classic’
and 'VSImax Dynamic’ results analysis. For these tests, we utilized VSImax Dynamic
analysis.

8.3.4.3 VSIMax Dynamic

VSImax Dynamic is calculated when the response times are consistently above a certain threshold.
However, this threshold is now dynamically calculated on the baseline response time of the test.

Five individual measurements are weighted to better support this approach:
e Copy new doc from the document pool in the home drive: 100 percent
¢ Microsoft Word with a document: 33.3 percent
« Starting the “File Open” dialogue: 100 percent
» Starting “Notepad”: 300 percent
» Starting the “Print” dialogue: 200 percent
» Starting the “Search and Replace” dialogue: 400 percent
e Compress the document into a zip file with 7-zip command line 200 percent

A sample of the VSImax Dynamic response time calculation is displayed below:

Activity (RowName) Result {ms) Weight (%) Weighted Result (ms)
Refresh document (RFS) 160 100% 160

Start Word with new doc (LOAD) 1400 33.3% 467

File Open Dialogue (OPEN) 350 100% 350

Start Notepad (NOTEPAD) 50 300% 150

Print Dialogue (PRIMT) 220 200% 440

Replace Dialogue (FIND) 10 400% 40

Zip documents (ZIP) 130 200% 230

VSImax Dynamic Response Time 1837

Then the average VSImax response time is calculated based on the amount of active Login VSI users
logged on to the system. For this the average VSImax response times need to consistently higher than a
dynamically calculated threshold.

To determine this dynamic threshold, first the average baseline response time is calculated. This is done
by averaging the baseline response time of the first 15 Login VSI users on the system.
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The formula for the dynamic threshold is: Avg. Baseline Response Time x 125% + 3000. As a result,
when the baseline response time is 1800, the VSImax threshold will now be 1800 x 125% + 3000 =
5250ms.

Especially when application virtualization is used, the baseline response time can wildly vary per vendor
and streaming strategy. Therefore it is recommend to use VSImax Dynamic when comparisons are made
with application virtualization or anti-virus agents. The resulting VSImax Dynamic scores are aligned
again with saturation on a CPU, Memory or Disk level, also when the baseline response time are
relatively high.

8.3.4.5 Determining VSIMax

The Login VSI analyzer will automatically identify the “VSImax”. In the example below the VSImax is
98. The analyzer will automatically determine “stuck sessions” and correct the final VSImax score.

e Vertical axis: Response Time in milliseconds

« Horizontal axis: Total Active Sessions

Figure 21 Figure XX: Sample Login VSI Analyzer Graphic Output

20000 = Minimum Response
Ayerage Response

= Maximum Response

= VSl Index Average

15000

10000

5000

* Red line: Maximum Response (worst response time of an individual measurement within a single
session)

e Orange line: Average Response Time within for each level of active sessions
* Blue line: the VSImax average.

* Green line: Minimum Response (best response time of an individual measurement within a single
session)

In our tests, the total number of users in the test run had to login, become active and run at least one test
loop and log out automatically without reaching the VSI Max to be considered a success.

Note  We discovered a technical issue with the VSIMax dynamic calculation in our testing on Cisco B230 M2
blades where the VSIMax Dynamic was not reached during extreme conditions. Working with Login
Consultants, we devised a methodology to validate the testing without reaching VSIMax Dynamic until
such time as a new calculation is available.
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Our Login VSI “pass” criteria, accepted by Login Consultants for this testing follows:

a. Cisco will run tests at a session count level that effectively utilizes the blade capacity measured
by CPU utilization, Memory utilization, Storage utilization and Network utilization.

b. We will use Login VSI to launch version 3.6 medium workloads, including flash.

¢. Number of Launched Sessions must equal Active Sessions within two minutes of the last
session launched in a test.

d. The VMware View Connection Sever will be monitored throughout the steady state to insure
that:

— All running sessions report in use throughout the steady state
— No sessions move to unregistered or agent not available state at any time during Steady State

e. Within 20 minutes of the end of the test, all sessions on all Launchers must have logged out
automatically and the Login VSI Agent must have shut down.

f. We will publish our CVD with our recommendation following the process above and will note
that we did not reach a VSIMax dynamic in our testing due to a technical issue with the analyzer
formula that calculates VSIMax.

9 VDI Test Results

The purpose of this testing is to provide the data needed to validate VMware View 5.1 automated pool,
floating assignment linked clone virtual desktops using ESXi 5.1 and vCenter 5.1 to virtualize Microsoft
Windows 7 SP1 desktops on Cisco UCS B200 M3 blade servers using a EMC VNX5500 storage system.

The information contained in this section provides data points that a customer may reference in
designing their own implementations. These validation results are an example of what is possible under
the specific environment conditions outlined here, and do not represent the full characterization of View
5.1 with VMware vSphere.

Two test sequences, each containing three consecutive test runs generating the same result, were
performed to establish single server performance and multi-server, linear scalability.

One additional series of stress tests on a single blade server was conducted to establish the official Login
VSI Max Score. To reach the Login VSI Max, we ran 195 Medium Workload (with flash) Windows 7
SP1 sessions on a single server. The Login VSI score was achieved on three consecutive runs and is
shown below.
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Il 9 VDI Test Results

Figure 22 Login VSIMax Reached: 167 Users
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9.1 Cisco UCS Test Configuration for Single-Server Scalability Test Results

This section details the results from the View 5.1 Hosted VDI single blade server validation testing. The
primary success criteria used to validate the overall success of the test cycle is an output chart from
Login Consultants’ VSI Analyzer Professional Edition, VSIMax Dynamic for the Medium workload
(with Flash.)

Note  We did not reach a VSIMax Dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the single server test at approximately 10% lower user density than prescribed by the Login VSI
Max to achieve a successful pass of the test with server hardware performance in a realistic range. Our
recommended maximum load for View 5.1 Hosted Virtual Desktops on a Cisco UCS B200 M3 blade
running the Login VSI Medium workload is 155 desktops.

Additionally, graphs detailing the CPU, Memory utilization and network throughput during peak session
load are also presented. Given adequate storage capability, the CPU utilization determined the maximum
VM density per blade.

The charts below present our recommended maximum Login VSI Medium workload loading on a single
blade server.
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Figure 23 155 View 5.1 Desktop Sessions on VMware ESXi 5.1 below 2500 ms
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The following graphs detail CPU, Memory, Disk and Network performance on the Single Cisco UCS
B200-M3 Blades

Figure 24 155 User Single B200 M3 CPU Core Utilization - Boot Phase
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9 VDI Test Results

Figure 27 155 User Single B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit Boot
Phase
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Figure 28 155 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Boot
Phase
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Il 9 VDI Test Results

155 User Single B200 M3 CPU Core Utilization - Test Phase

Figure 29
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155 User Single B200 M3 CPU Processor Time - Test Phase
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9 VDI Test Results

Figure 31 155 User Single B200 M3 NonKernel Memory Test Phase
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Figure 32 155 User Single B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit Test
Phase
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Figure 33 155 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Test
Phase
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9.2 Cisco UCS Test Configuration for 1000 Desktop Single-Cluster
Scalability Test Results

This section details the results from the View 5.1 Hosted VDI seven blade server, single-cluster 1000
user validation testing. It demonstrates linear scalability for the system. The primary success criteria
used to validate the overall success of the test cycle is an output chart from Login Consultants’ VSI
Analyzer Professional Edition, VSIMax Dynamic for the Medium workload (with Flash.)

Note  We did not reach a VSIMax Dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the multi-server test at an average user density slightly below 143 users per blade across the
system. One ESX Cluster containing seven Cisco UCS B200 M3s ran the entire workload.

Additionally, graphs detailing the CPU, Memory utilization and network throughput during peak session
load are also presented for a representative blade running 143 user sessions. The single server graphs for
blades running 130 user sessions are essentially the same.

Given adequate storage capability, the CPU utilization determined the maximum recommended VM
density per blade for the 1000 user environment.
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Figure 34 1000 Desktop Sessions on VMware ESXi 5.1 below 3500 ms
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco

UCS B200 M3 Blade during the fourteen blade, 1000 User test.

Figure 35 1000 User Single B200 M3 CPU Core Utilization - Boot Phase
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1000 User Single B200 M3 CPU Processor Time - Boot Phase

Figure 36
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1000 User Single B200 M3 NonKernel Memory - Boot Phase

Figure 37
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9 VDI Test Results W

Figure 38 1000 User Single B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit Boot
Phase
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Figure 39 1000 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Boot
Phase
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Figure 40
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Figure 41
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9 VDI Test Results

Figure 42 1000 User Single B200 M3 NonKernel Memory - Test Phase
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Figure 43 1000 User Single B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit Test
Phase
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Figure 44 1000 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Test
Phase
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9.3 Cisco UCS Test Configuration for 2000 Desktop Two-Cluster
Scalability Test Results

This section details the results from the View 5.1 Hosted VDI seven blade server, two-cluster, 2000 user
validation testing. It demonstrates linear scalability for the system. The primary success criteria used to
validate the overall success of the test cycle is an output chart from Login Consultants’ VSI Analyzer
Professional Edition, VSIMax Dynamic for the Medium workload (with Flash.)

Note  We did not reach a VSIMax Dynamic in our testing due to a technical issue with the analyzer formula
that calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the multi-server test at an average user density slightly below 143 users per blade across the
system. Two ESX Clusters, each containing seven Cisco UCS B200 M3s ran the entire workload. In fact
the fourteen blade test harness provides N+1 server fault tolerance on a system basis to achieve a
successful pass of the test with server hardware performance in a realistic range.
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9 VDI Test Results W

Additionally, graphs detailing the CPU, Memory utilization and network throughput during peak session
load are also presented for a representative blade running 143 user sessions below. We have provided
performance charts for all 14 blades in Appendix B to illustrate this point.

Given adequate storage capability, the blade CPU utilization determined the maximum recommended
VM density per blade for the 2000 user environment.

For the large scale test, we are including the EMC VNX5500 performance metrics as well.

Figure 45 2000 Desktop Sessions on VMware ESXi 5.1 below 4000 ms
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco
UCS B200 M3 Blade during the fourteen blade, 2000 User test. (Representative results for all fourteen
blades in one of the vCenter clusters can be found in Appendix B.)

Figure 46 2000 User Single B200 M3 CPU Core Utilization - Boot Phase
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2000 User Single B200 M3 CPU Processor Time - Boot Phase

Figure 47
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Figure 49
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2000 User Single B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit Boot
Phase
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Figure 50 2000 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Boot
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2000 User Single B200 M3 Memory NonKernel — Test Phase

Figure 53
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Figure 55 2000 User Single B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write Test
Phase

12

e\ \ESXi5-BFS-SRV1\Physical Disk
Adapter(vmhbal)\MBytes
Read/sec

e \ \ESXi5-BFS-SRV1\Physical Disk
Adapter(vmhba2)\MBytes
Read/sec

e\ \ESXi5-BFS-SRV1\Physical Disk
Adapter(vmhbal)\MBytes
Written/sec

e\ \ ESXi5-BFS-SRV1\Physical Disk
M I A T A T A T T T T I Y cseeiieth i
BROBOBOOBBBROOBRBROBBBAE  wiern
690 hé822193651432986636°%9
5300000000000006000900003

The following charts detail the VNX5500 performance during the fourteen blade, 2000 User test:

Figure 56 2000 Users EMC VNX5500 SP Utilization Boot Phase
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=———5SP A - Response Time (ms)
——5SP B - Response Time (ms)

[ A
V/aaa R\

2000 Users EMC VNX5500 SP Response Time Boot Phase

\

25
20
15
10

5
0

9TLS'8
9755’8
9TEsS'8
9T IS8
9768
9TLV'8
9S8
98
9T T8
9C:8E8
9¢9e'8
9TvE'8
9CiCeE8
9¢0e8
9T'BT'8
9¢9C8
9TvT8
98
908

\ = SP A - Utilization (%)
——SP B - Utilization (%)

\

——5%P A - Total Throughput (10/s)
——5SP B - Total Throughput (10/5)

VV

2000 Users EMC VNX5500 SP Total Throughput Boot Phase

2000 Users EMC VNX5500 SP Utilization Test Phase

1\
\~

- STH0ITT
- SZTT0TT
FST8sTe
FGEiesITT
T aTit he
FSTErTE
L STorTe
L STERTT
FSTOvTT
FSTI9ETT
FSTIEETe
FSZ0ETT
FSzTe
FSTETTe
L STTTTT
L STRTTT
FSTSTITE
FSTTITT
FSTE0TE
Fszane
ST
- S700°Te
L S7:45:0T

14000
12000
10000
8000
6000 -
4000
2000
45
40
35
30
25
20
15
10

=]

Figure 57

Figure 58
Figure 59

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Il 9 VDI Test Results

2000 Users EMC VNX5500 SP Queue Lengths Test Phase
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2000 Users EMC VNX5500 SP Response Time Test Phase

Figure 61
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Figure 62 2000 Users EMC VNX5500 SP Total Throughput Test Phase
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10 Scalability Considerations and Guidelines

There are many factors to consider when you begin to scale beyond 2000 User, six chassis, 14 VDI host
server configuration, which this reference architecture has successfully tested. In this section we give
guidance to scale beyond the 2000 user system.

10.1 Cisco UCS System Configuration Considerations

As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as
tested.

Cisco UCS 2.1 management software supports up to 20 chassis within a single Cisco UCS domain
on our second generation Cisco UCS Fabric Interconnect 6248 and 6296 models. Our single Cisco
UCS domain can grow to 160 half-width blades.

With Cisco UCS 2.1 management software, released late in November 2012, each Cisco UCS 2.1
Management domain is extensibly manageable by UCS Central, our new manager of managers,
vastly increasing the reach of the Cisco UCS system.

As scale grows, the value of the combined Cisco UCS fabric, Nexus physical switches and Nexus
virtual switches increases dramatically to define the Quality of Services required to deliver excellent
end user experience 100 percent of the time.

To accommodate the Cisco Nexus 5500 upstream connectivity in the way we describe in the LAN
and SAN Configuration section, we need four Ethernet uplinks and two Fibre Channel uplinks to be
configured on the Cisco UCS Fabric interconnect. And based on the number of uplinks from each
chassis, we can calculate number of desktops can be hosted in a single Cisco UCS domain.
Assuming eight links per chassis, four to each 6248, scaling beyond 10 chassis would require a pair
of Cisco UCS 6296 fabric interconnects. A 20,000 virtual desktop building block, with its support
infrastructure services can be built out of the RA described in this study with eight links per chassis
and 20 Cisco UCS chassis comprised of seven Cisco UCS B200 M3 VDI blade server and one Cisco
UCS B200 M3 Infrastructure blades servers in each chassis.
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Of course, the backend storage has to be scaled accordingly, based on the IOPS considerations as
described in the EMC scaling section. Please refer the EMC section that follows this one for scalability
guidelines.

10.2 VMware View 5.1 Considerations

VMware View Composer can create and provision up to 1000 desktops per pool when deployed on
vSphere 4.1 or later. View Composer can also perform a recompose operation on up to 1,000 desktops
at a time. Desktop pool size

is limited by the following factors:
¢ Each desktop pool can contain only one ESX/ESXi cluster.

*  With View 5.1 and later and vSphere 5.0 and later, an ESXi cluster can contain more than 8 ESXi
hosts (up to 32), but you must store the linked-clone replica disks on NFS datastores.

» Each CPU core has compute capacity for 8 to 10 virtual desktops.

A single VMware View Connection server can host up to 2000 simultaneous connections over any
supported connection type. Seven View Connection Servers (5 active plus 2 spares) can host up to 10000
direct, RDP or PCoIP connections simultaneously. The sever View Connection Server cluster
configuration should not be clustered across WAN links.

VMware View deployments can use VMware HA clusters to guard against physical server failures. With
View 5.1 and later and vSphere 5 and later, if you use View Composer and store replica disks on NFS
datastores, the cluster can contain up to 32 servers, or nodes.

With vCenter 4.1 and 5.0, each vCenter Server can support up to 10,000 virtual machines.

For more information on VMware View 5.1 configuration and guidelines, see Chapter 11 References.

10.3 EMC VNX Storage Guidelines for View 5.1 Virtual Machines

Sizing VNX storage system to meet virtual desktop IOPS requirement is a complicated process. When
an I/O reaches the VN X storage, it is served by several components such as Data Mover (NFS), backend
dynamic random access memory (DRAM) cache, FAST Cache, and disks. To reduce the complexity,
EMC recommends using a building block approach to scale to thousands of virtual desktops.

For more information on storage sizing guidelines to implement virtual desktop infrastructure in VNX
unified storage systems, refer to the EMC white paper “Sizing EMC VNX Series for VDI workload —
An Architectural Guideline”.

10.4 VMware ESXi 5.1 Guidelines for Virtual Desktop Infrastructure

In our test environment two adjustments were performed to support our scale:
e The amount of memory configured for the Tomcat Maximum memory pool was increased to 3072.
» The cost threshold for parallelism was increased to 15.

For further explanations on a basis for these adjustments and details on how to perform them, refer to
the VMware documentation sited in the Chapter 11 References section of this document.
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11 References

This section provides links to additional information for each partner’s solution component of this
document.

11.1 Cisco Reference Documents

Third-Generation Fabric Computing: The Power of Unification webcast replay

http://tools.cisco.com/gems/cust/customerSite.do?METHOD=W&LANGUAGE ID=E&PRIORIT
Y CODE=215011 15&SEMINAR CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTR
Y SITE=us&POSITION=banner&REFERRING_SITE=go+unified+computing& CREATIVE=car
ousel+banner+event+replay

Cisco Unified Computing System Manager Home Page
http://www.cisco.com/en/US/products/ps10281/index.html

Cisco UCS B200 M3 Blade Server Resources
http://www.cisco.com/en/US/partner/products/ps12288/index.html
Cisco UCS 6200 Series Fabric Interconnects
http://www.cisco.com/en/US/partner/products/ps11544/index.html
Cisco Nexus 1000V Series Switches Resources
http://www.cisco.com/en/US/partner/products/ps9902/index.html
Cisco Nexus 5500 Series Switches Resources
http://www.cisco.com/en/US/products/ps9670/index.html
Download Driver Software for UCS B200 M3 Blade Server

http://software.cisco.com/download/release.html?mdfid=283853163 &flowid=25821&softwareid=
283853 158&release=2.0(5)&relind=AVAILABLE&rellifecycle=&reltype=latest

Download Cisco UCS Manager and Blade Software Version 2.1(1a)

http://software.cisco.com/download/release.html?mdfid=283612660&flowid=22121&softwareid=
283655658&release=2.0%285a%29&relind=AVAILABLE&rellifecycle=&reltype=latest

Download Cisco UCS Central Software Version 1.0(1a)

http://software.cisco.com/download/cart.html?imageGuld=8CAAAD77B3A1DB35B157BE8S4ED
109A4703849F53&i=rs

11.2 VMware View Reference Documents

View 5 Documents

Performance and Best Practices
http://www.vmware.com/files/pdf/view/VMware-View-Performance-Study-Best-Practices-Techni
cal-White-Paper.pdf

View 5.1 Architecture and Planning
http://pubs.vmware.com/view-51/topic/com.vmware.ICbase/PDF/view-51-architecture-planning.p
df
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http://www.cisco.com/en/US/products/ps10281/index.html
http://www.cisco.com/en/US/partner/products/ps12288/index.html
http://www.cisco.com/en/US/partner/products/ps11544/index.html
http://www.cisco.com/en/US/partner/products/ps9902/index.html
http://www.cisco.com/en/US/products/ps9670/index.html
http://software.cisco.com/download/release.html?mdfid=283853163&flowid=25821&softwareid=283853158&release=2.0(5)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/release.html?mdfid=283853163&flowid=25821&softwareid=283853158&release=2.0(5)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/release.html?mdfid=283612660&flowid=22121&softwareid=283655658&release=2.0%285a%29&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/cart.html?imageGuId=8CAAAD77B3A1DB35B157BE84ED109A4703849F53&i=rs
http://www.vmware.com/files/pdf/view/VMware-View-Performance-Study-Best-Practices-Technical-White-Paper.pdf
http://pubs.vmware.com/view-51/topic/com.vmware.ICbase/PDF/view-51-architecture-planning.pdf
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View Storage Accelerator in VMware View 5.1
http://www.vmware.com/files/pdf/techpaper/vmware-view-storage-accelerator-host-caching-conte
nt-based-read-cache.pdf

View 5 with PColP Network Optimization Guide
http://www.vmware.com/files/pdf/view/VMware-View-5-PColP-Network-Optimization-Guide.pdf

VMES File Locking Impact in View 5.1
http://www.vmware.com/files/pdf/techpaper/vmware-view-vmfs-file-locking.pdf

Virtual Desktop

Windows 7 Optimization Guide:
www.vmware.com/files/pdf/VMware-View-OptimizationGuideWindows7-EN.pdf

11.3 EMC Reference Documents

Sizing EMC VNX Series for VDI Workload - An Architectural Guideline:
http://www.emc.com/collateral/software/white-papers/h11096-vdi-sizing-wp.pdf

Deploying Microsoft Windows 7 Virtual Desktops with VMware View - Applied Best Practices
Guide:
http://www.emc.com/collateral/software/white-papers/h8043-windows-virtual-desktop-view-wp.p
df

Deploying Microsoft Windows 8 Virtual - Applied Best Practices Guide:
http://powerlink.emc.com/km/livel/en_US/Offering_Technical/White Paper/H11155-Windows_8
_for VDI VM_ABGP.pdf

EMC Infrastructure for VMware View 5.1: VNX (NFS) vSphere 5.0, View Storage Accelerator,
Persona Managment, and Composer - Reference Architecture:
http://emea.emc.com/collateral/software/technical-documentation/h10994-infrastructure-vmwarev
iew-nfs-ra.pdf

EMC Infrastructure for VMware View 5.1: VNX (NFS) vSphere 5.0, View Storage Accelerator,
Persona Managment, and Composer - Proven Solution Guide:
http://www.emc.com/collateral/software/technical-documentation/h10993-infrastructure-vmwarev
iew-nfs-psg.pdf

EMC Infrastructure for VMware View 5.1: VNX (FC) vSphere 5.0, View Storage Accelerator,
Persona Managment, and Composer - Reference Architecture:
http://www.emc.com/collateral/software/technical-documentation/h10996-infrastructure-vmwarev
iew-fc-ra.pdf

EMC Infrastructure for VMware View 5.1: VNX (FC) vSphere 5.0, View Storage Accelerator,
Persona Managment, and Composer - Proven Solution Guide:
http://www.emc.com/collateral/software/technical-documentation/h10993-infrastructure-vmwarev
iew-nfs-psg.pdf

EMC Infrastructure for VMware View 5.0, EMC VNX Series (NFS),VMware vSphere 5.0, VMware
View 5.0, and VMware View Composer 2.7 - Reference Architecture:
http://www.emc.com/collateral/software/technical-documentation/h8305-infra-view5.0-vsphere5.0
-ra.pdf

EMC Infrastructure for VMware View 5.0, EMC VNX Series (NFS),VMware vSphere 5.0, VMware
View 5.0, and VMware View Composer 2.7 - Proven Solution Guide:
http://www.emc.com/collateral/hardware/technical-documentation/h8306-infra-view5.0-vsphere5.
0-psg.pdf
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*  EMC Infrastructure for User Virtualization with VMware View 5.0, VNX (NFS), and AppSense
Environment Manager 8.1:
http://www.emc.com/collateral/hardware/technical-documentation/h10654-view5-0-vnx(nfs)-vsph
ere5-0-appSense-ra.pdf

« Reference Architecture: EMC VSPEX End-User Computing Solution with VMware® View™ 5.1
and VMware vSphere® 5.0 for 2000 Virtual Desktop:

https://community.emc.com/servlet/JiveServlet/downloadBody/17797-102-1-63167/h10850-ra-vsp
ex-euc-vmware-view-2000-desktops.pdf

* VMware View 5.1 and VMware vSphere 5.1 for up to 500, 1000 and 2000 Virtual Desktops:

http://www.emc.com/collateral/technical-documentation/h11332-vspex-pi-euc-vmw-vnx.pdf

11.4 VMware Reference Documents

» Accessing a vCenter Server using Web access or vSphere Client fails with an SSL certificate
error
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=1021514

e VMware vSphere ESXi and vCenter Server 5 Documentation
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=1021514

* VMware vCenter Management Webservices features do not function properly
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter
nalld=1039180

¢ VMware® vCenter Server™ 5.1 Database Performance Improvements and Best Practices for
Large-Scale Environments
http://www.vmware.com/files/pdf/techpaper/VMware-vCenter-DBPerfBestPractices.pdf

¢ Performance Best Practices for VMware vSphere™ 5.0: -
http://www.vmware.com/pdf/Perf Best Practices vSphere5.0.pdf
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Appendix A—Nexus 5548UP Configurations

A.1 N5548UP—A Configuration

version 5.1 (3)N1(1)
feature fcoe

hostname VDI-N5548-A
feature npiv

feature telnet

no feature http-server
cfs eth distribute
feature interface-vlan
feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

username admin password 5 S$1S$Sf1DXE9ph$8kLCNswafhM72zmsPiCTN. role
network—-admin

no password strength-check

banner motd #Nexus 5000 Switch
#

ip domain-lookup

ip domain-name cisco.com

ip name-server 171.70.168.183 171.68.226.120

logging event link-status default

class-map type gos class-fcoe

class-map type gos match-any class-platinum
match cos 5

class-map type queuing class-fcoe
match gos-group 1

class-map type queuing class-platinum
match gos-group 2

class-map type queuing class-all-flood
match gos-group 2

class-map type queuing class-ip-multicast
match gos-group 2

policy-map type gos jumbo

class class-default
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set gos-group O
policy-map type gos system gos policy
class class-platinum
set gos-group 2
class class-default
set gos-group O
policy-map type queuing system g in policy
class type queuing class-platinum
bandwidth percent 50
class type queuing class-fcoe
bandwidth percent 20
class type queuing class-default
bandwidth percent 30
policy-map type queuing system g out policy
class type queuing class-platinum
bandwidth percent 50
class type queuing class-fcoe
bandwidth percent 20
class type queuing class-default
bandwidth percent 30
class-map type network-gos class-fcoe
match gos-group 1
class-map type network-gos class-platinum
match gos-group 2
class-map type network-gos class-all-flood
match gos-group 2
class-map type network-gos system ng policy
match gos-group 2
class-map type network-gos class—-ip-multicast
match gos-group 2
policy-map type network-gos system ng policy
class type network-gos class-platinum
pause no-drop
mtu 9216
class type network-qos class-fcoe
pause no-drop
mtu 2158
class type network-qgos class-default
mtu 9216
multicast-optimize

system gos
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service-policy type gos input system gos policy
service-policy type queuing input system g in policy
service-policy type gqueuing output system g out policy

service-policy type network-gos system ng policy

slot 1
port 17-32 type fc
slot 2
snmp-server user admin network-admin auth md5

0x8ab93daa8ldel9316bfc6c0411346552

priv 0x8ab93daa8l1del9316bfc6c0411346552 localizedkey

vrf context management
ip route 0.0.0.0/0 10.29.164.1

vlan 1

vlian 121
name privateVMDesktop

vlan 122
name WIN7

vlan 164
name ESXi Mgmt

vlan 165
name Infra Mgmt

vlan 166
name Storage NFS

vlan 167
name Nlk-control

vlan 168
name nlk-packet

vlian 169
name vMotion

service dhcp

ip dhcp relay

vpc domain 51
peer-keepalive destination 10.29.164.54

device-alias mode enhanced

device-alias database
device-alias name VNX-5500-A3 pwwn 50:06:01:60:3e:a0:30:99
device-alias name VNX-5500-B3 pwwn 50:06:01:68:3e:a0:30:99
device-alias name B200M3-CH1-BL1-fcO pwwn 20:00:00:25:b5:b1l:1b:3f
device-alias name B200M3-CH1-BL2-fc0O pwwn 20:00:00:25:b5:bl:1b:af
device-alias name B200M3-CH1-BL3-fcO pwwn 20:00:00:25:b5:bl:1b:9%e
device-alias name B200M3-CH1-BL4-fcO pwwn 20:00:00:25:b5:bl:1b:7e
device-alias name B200M3-CH1-BL5-FCO pwwn 20:00:00:25:b5:bl:1b:5e
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device—-alias name

device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name

device-alias commit

B200M3-CH1-BL6-FCO
B200M3-CH1-BL7-FCO
B200M3-CH2-BL1-FCO
B200M3-CH2-BL2-FCO
B200M3-CH2-BL3-FCO
B200M3-CH2-BL4-FCO
B200M3-CH2-BL5-FCO
B200M3-CH2-BL6-FCO
B200M3-CH2-BL7-FCO
B200M3-CH2-BL8-FCO
B250M2-CH3-BL1-£fc0
B250M2-CH3-BL3-£fc0
B250M2-CH3-BL5-£fc0
B250M2-CH3-BL7-£fc0
B250M2-CH4-BL1-£fcO
B250M2-CH4-BL3-£fc0
B250M2-CH4-BL5-£fc0
B250M2-CH4-BL7-£fc0

fcdomain fcid database

pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn

pwwn
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vsan 1

vsan 1

wwn 50:06:01:68:3e:

[VNX-5500-B3]
WWn
[VNX-5500-A3]
WWI
WWn

wwn 20:00:00:25:b5

50:06:01:60:3e:

20:4c:54:7f:ee:
20:4b:54:7f:ee:
:bl:

a0

a0

45
45

:30:

:30:

:29:

:2a:
1b:

[B200M3-CH1-BL3-£c0]

Wwn

20:00:00:25:b5:bl1:1b:

[B200M3-CH1-BL5-FCO]

Wwn

wwn

Wwn

20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:

[B200M3-CH2-BL1-FCO]

Wwn

20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL3-FCO]

Wwn

wwn

wwn

20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:

99

99

80

40

9e

5e

de

ce

de

ae

fe

8e
oe

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid
fcid

0xe300ef

Oxe30lef

0xe30000

0xe30001

0xe30002

0xe30003

0xe30004

0xe30005

0xe30006

0xe30007

0xe30008

0xe30009
0xe3000a

00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00

:25
:25
125
125
:25:
:25
:25
:25
:25
125
125
:25
:25
:25
125
125
125
:25

:b5
:bb5
:bb5
:b5
b5:
:b5
:b5
:bb5
:b5
:b5
:b5
:b5
:b5
:b5
:bb5
:bb5
:b5
:b5

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

:bl:
:bl:
:bl:
:bl:
bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:

1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:

3e
le
de
be
ae
7d
3d
1d
dd
7c
9f
5f
1f
bf
7f
df
9d
5d
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vsan 1 wwn 20:00:00:25:b5:bl:1b:ee fcid 0xe3000b dynamic

vsan 1 wwn 20:00:00:25:b5:bl:1b:7e fcid 0xe3000c dynamic
! [B200M3-CH1-BL4-£c0]

vsan 1 wwn 20:00:00:25:b5:b1:1b:2e fcid 0xe3000d dynamic

vsan 1 wwn 20:00:00:25:05:b1:1b:0e fcid 0xe3000e dynamic

vsan 1 wwn 20:00:00:25:05:bl:1b:1e fcid 0xe3000f dynamic
! [B200M3-CH1-BL7-FCO0]

vsan 1 wwn 20:00:00:25:b5:bl:1b:1f fcid 0xe30010 dynamic
! [B250M2-CH3-BL5-fc0]

vsan 1 wwn 20:00:00:25:b5:b1:1b:df fcid 0xe30011 dynamic
! [B250M2-CH4-BL3-£c0]

vsan 1 wwn 20:00:00:25:05:bl1:1b:bf fcid 0xe30012 dynamic
! [B250M2-CH3-BL7-fc0]

vsan 1 wwn 20:00:00:25:b5:bl:1b:af fcid 0xe30013 dynamic
! [B200M3-CH1-BL2-fc0]

vsan 1 wwn 20:00:00:25:b5:b1:1b:8f fcid 0xe30014 dynamic
vsan 1 wwn 20:00:00:25:b5:b1:1b:6f fcid 0xe30015 dynamic
vsan 1 wwn 20:00:00:25:05:b1:1b:2f fcid 0xe30016 dynamic
vsan 1 wwn 20:00:00:25:05:b1:1b:4f fcid 0xe30017 dynamic
vsan 1 wwn 20:00:00:25:05:bl:1b:3e fcid 0xe30018 dynamic
! [B200M3-CH1-BL6-FCO]
vsan 1 wwn 20:00:00:25:b5:b1:1b:0f fcid 0xe30019 dynamic
vsan 1 wwn 20:00:00:25:b5:bl:1b:ef fcid 0xe300la dynamic
vsan 1 wwn 20:00:00:25:b5:bl:1b:ff fcid 0xe3001b dynamic
vsan 1 wwn 20:00:00:25:05:bl:1b:cf fcid 0xe3001lc dynamic
vsan 1 wwn 20:4c:54:7f:ee:45:2a:40 fcid 0xe3001d dynamic
vsan 1 wwn 20:00:00:25:05:b1:1b:9d fcid 0xe300le dynamic

! [B250M2-CH4-BL5-fc0]

vsan 1 wwn 20:00:00:25:b5:bl:1b:7d fcid 0xe3001f dynamic
! [B200M3-CH2-BL4-FCO]

vsan 1 wwn 20:00:00:25:b5:b1:1b:5d fcid 0xe30020 dynamic
! [B250M2-CH4-BL7-£c0]

vsan 1 wwn 20:00:00:25:05:b1:1b:3d fcid 0xe30021 dynamic
! [B200M3-CH2-BL5-FCO0]

vsan 1 wwn 20:00:00:25:b5:bl:1b:1d fcid 0xe30022 dynamic
! [B200M3-CH2-BL6-FCO]

vsan 1 wwn 20:00:00:25:b5:b1:1b:dd fcid 0xe30023 dynamic
! [B200M3-CH2-BL7-FCO0]

vsan 1 wwn 20:00:00:25:05:bl:1b:bd fcid 0xe30024 dynamic

vsan 1 wwn 20:00:00:25:b5:bl:1b:ad fcid 0xe30025 dynamic

vsan 1 wwn 20:00:00:25:05:b1:1b:8c fcid 0xe30026 dynamic
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vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

I = N S =

wwn

Wwn

Wwn

Wwn

Wwn

Wwn

Wwn

Wwn

wwn

Wwn

Wwn

20:00:00:25:05:b1:1b:

[B200M3-CH2-BL8-FCO]

20:00:00:25:b5:bl:1b:
50:06:01:69:3e:a0:30:
50:06:01:61:3e:a0:30:
20:00:00:25:b5:b1:1b:

[B200M3-CH1-BL1-fc0]

20:00:00:25:b5:b1:1b:

[B250M2-CH3-BL3-£c0]

20:00:00:25:b5:bl:1b:

[B250M2-CH3-BL1-£c0]

20:00:00:25:05:b1:1b:

[B250M2-CH4-BL1-£c0]

20:00:00:25:b5:bl:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:b1:1b:

[B200M3-CH2-BL2-FCO]

interface Vlanl

no shutdown

interface Vlanl2l
ip address 121.0.0.2/8
hsrp version 2
hsrp 121
preempt

priority 110
ip 121.0.0.1

interface Vlanl22

no shutdown

ip address 122.0.0.2/8

hsrp version 2

hsrp 122
preempt

priority 110
ip 122.0.0.1

interface Vlanloc4

no shutdown

Tc

5c

99

99

3f

5f

9f

1t

bc

ed
be

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid
fcid
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0xe30027

0xe30028

Oxe302ef

Oxe303ef

0xe30029

0xe3002a

0xe3002b

0xe3002c

0xe3002d

0xe3002e
0xe3002f

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic

dynamic

dynamic
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ip address 10.29.164.11/24
hsrp version 2
hsrp 164

preempt

priority 110

ip 10.29.164.10

interface Vlanl65
no shutdown
ip address 10.29.165.2/24
hsrp version 2
hsrp 165
preempt
priority 110
ip 10.29.165.1

interface Vlanlo66
no shutdown
ip address 10.29.166.2/24
hsrp version 2
hsrp 166
preempt
priority 110
ip 10.29.166.1

interface Vlanlo9
no shutdown
ip address 10.10.169.2/24

interface port-channell
switchport mode trunk
spanning-tree port type network

vpc peer-link

interface port-channelll
switchport mode trunk
untagged cos 5
switchport trunk native vlan 164
switchport trunk allowed vlan 166
vpc 11
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interface port-channell?2
untagged cos 5
switchport access vlan 166

vpc 12

interface port-channell3

switchport access vlan 164

interface port-channelbl
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
spanning-tree port type edge trunk
vpc 51

interface port-channelb52
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
spanning-tree port type edge trunk
vpc 52

interface fcl/17

no shutdown

interface fcl/18

no shutdown

interface fcl/19

no shutdown

interface fcl/20

no shutdown

interface fcl/21

no shutdown

interface fcl/22

no shutdown

interface fcl/23
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no shutdown

interface fcl/24

no shutdown

interface fcl/25

no shutdown

interface fcl/26

no shutdown

interface fcl/27

no shutdown

interface fcl/28

no shutdown

interface fcl/29

no shutdown

interface fcl/30

no shutdown

interface fcl/31

no shutdown

interface fcl/32

no shutdown

interface Ethernetl/1
switchport access vlan 164
speed 1000

channel-group 13 mode active

interface Ethernetl/2
switchport access vlan 164
speed 1000

channel-group 13 mode active

interface Ethernetl/3
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interface Ethernetl/4
switchport mode trunk
switchport trunk native vlan 164

switchport trunk allowed vlan 121-122,164-166

interface Ethernetl/5
description ISL-PEER-LINK
switchport mode trunk

channel-group 1 mode active

interface Ethernetl/6
description ISL-PEER-LINK
switchport mode trunk

channel-group 1 mode active

interface Ethernetl/7
switchport access vlan 165

speed 1000

interface Ethernetl/8
switchport access vlan 165
speed 1000

interface Ethernetl/9
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169

channel-group 51 mode active

interface Ethernetl/10
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169

channel-group 51 mode active

interface Ethernetl/11
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169

channel-group 52 mode active
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interface Ethernetl/12
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169

channel-group 52 mode active

interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15
description VNX-5500-10GB
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 166

channel-group 11 mode active

interface Ethernetl/16
description VNX-5500-10GB
untagged cos 5

switchport access vlan 166

interface mgmtO
ip address 10.29.164.53/24
line console
line vty
boot kickstart bootflash:/n5000-uk9-kickstart.5.1.3.N1.1.bin
boot system bootflash:/n5000-uk9.5.1.3.N1.1.bin
interface fcl/17
interface fcl/18
interface fcl/19
interface fcl/20
interface fcl/21
interface fcl/22
interface fcl/23
interface fcl/24
interface fcl/25
interface fcl/26
interface fcl/27
interface fcl/28
interface fcl/29
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interface fcl/30
interface fcl/31
interface fcl/32
!Full Zone Database Section for vsan

zone name B200M3-CH1-BL1-FCO wvsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL1-£c0]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH1-BL2-FCO vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL2-£c0]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH1-BL3-FCO vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL3-£c0]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH1-BL4-FCO vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL4-£c0]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH1-BL5-FCO vsan 1

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

1

3f

99

99

af

99

99

9e

99

99

Te

99

99

99

99
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member pwwn 20:00:00:25:b5:bl:1b:5e
! [B200M3-CH1-BL5-FCO0]

zone name B200M3-CH1-BL6-FCO vsan 1

member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:3e
! [B200M3-CH1-BL6-FCO]

zone name B200M3-CH1-BL7-FCO wvsan 1

member pwwn 50:06:01:60:3e:a0:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:le
! [B200M3-CH1-BL7-FCO]

zone name B200M3-CH2-BL8-FCO wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:ad
member pwwn 50:06:01:60:3e:a20:30:99

! [VNX-5500-A3]
member pwwn 50:06:01:68:3e:a20:30:99

! [VNX-5500-B3]

zone name B200M3-CH2-BL1-FCO wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:de
! [B200M3-CH2-BL1-FCO]
member pwwn 50:06:01:68:3e:a20:30:99
! [VNX-5500-B3]
member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]

zone name B200M3-CH2-BL2-FCO vsan 1
member pwwn 20:00:00:25:b5:bl:1b:be
! [B200M3-CH2-BL2-FCO]
member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]
member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



zone name B200M3-CH2-BL3-FCO vsan 1

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL3-FCO]

zone name B200M3-CH2-BL4-FCO vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL4-FCO]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH2-BL5-FCO wvsan 1

member pwwn 20:00:00:25:b5:bl1:1b:

! [B200M3-CH2-BL5-FCO]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

zone name B200M3-CH2-BL6-FCO wvsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL6-FCO]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

zone name B200M3-CH2-BL7-FCO vsan 1

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL7-FCO]

99

99

ae

7d

99

99

3d

99

99
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99

99

99
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zone name B230M2-CH2-BL8-FCO vsan 1
member pwwn 50:06:01:60:3e:a0:30:99
! [VNX-5500-A3]
member pwwn 50:06:01:68:3e:a20:30:99
! [VNX-5500-B3]

zone name VDI-B200M3-fc0O wvsan 1

member pwwn 20:00:00:25:b5:bl:1b:7c
! [B200M3-CH2-BL8-FCO0]

member pwwn 50:06:01:60:3e:a0:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

zone name B250M2-CH3-BL1-FCO vsan 1

member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl1:1b:9f
! [B250M2-CH3-BL1-fc0]

zone name B250M2-CH3-BL3-FCO vsan 1

member pwwn 50:06:01:60:3e:a20:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:5f
! [B250M2-CH3-BL3-£c0]

zone name B250M2-CH3-BL5-FCO vsan 1

member pwwn 50:06:01:60:3e:a0:30:99
! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:b1l:1b:1f
! [B250M2-CH3-BL5-£c0]

zone name B250M2-CH3-BL7-FCO wvsan 1
member pwwn 50:06:01:60:3e:a0:30:99
! [VNX-5500-A3]
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member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH3-BL7-£c0]

zone name B250M2-CH4-BL1-FCO wvsan 1

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL1-£fc0]

zone name B250M2-CH4-BL3-FCO vsan 1

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL3-fc0]

zone name B250M2-CH4-BL5-FCO vsan 1

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL5-£c0]

zone name B250M2-CH4-BL7-FCO vsan 1

member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]

member pwwn 50:06:01:68:3e:a0:30:

! [VNX-5500-B3]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL7-£c0]

zone name B200M3-CH1-BL8-FCO vsan 1

member pwwn 20:00:00:25:b5:bl:1b:
member pwwn 50:06:01:60:3e:a0:30:

! [VNX-5500-A3]
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member pwwn 50:06:01:68:3e:a0:30:99
! [VNX-5500-B3]

zoneset name UCS-G2-POD vsan 1
member B200M3-CH1-BL1-FCO
member B200M3-CH1-BL2-FCO
member B200M3-CH1-BL3-FCO
member B200M3-CH1-BL4-FCO
member B200M3-CH1-BL5-FCO
member B200M3-CH1-BL6-FCO
member B200M3-CH1-BL7-FCO
member B200M3-CH2-BL8-FCO
member B200M3-CH2-BL1-FCO
member B200M3-CH2-BL2-FCO
member B200M3-CH2-BL3-FCO
member B200M3-CH2-BL4-FCO
member B200M3-CH2-BL5-FCO
member B200M3-CH2-BL6-FCO
member B200M3-CH2-BL7-FCO
member B230M2-CH2-BL8-FCO
member VDI-B200M3-£fcO
member B250M2-CH3-BL1-FCO
member B250M2-CH3-BL3-FCO
member B250M2-CH3-BL5-FCO
member B250M2-CH3-BL7-FCO
member B250M2-CH4-BL1-FCO
member B250M2-CH4-BL3-FCO
member B250M2-CH4-BL5-FCO
member B250M2-CH4-BL7-FCO
member B200M3-CH1-BL8-FCO

zoneset name UCS-G2_ POD vsan 1
member B250M2-CH3-BL1-FCO
member B250M2-CH3-BL3-FCO
member B250M2-CH3-BL5-FCO
member B250M2-CH3-BL7-FCO
member B250M2-CH4-BL1-FCO
member B250M2-CH4-BL3-FCO
member B250M2-CH4-BL5-FCO
member B250M2-CH4-BL7-FCO

zoneset activate name UCS-G2-POD vsan 1
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A.2 N5548UP—B Configuration

version 5.1 (3)N1(1)

feature fcoe

hostname VDI-N5548-B

feature npiv

feature telnet

no feature http-server

cfs eth distribute

feature interface-vlan

feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

username admin password 5 $1$9gYWNRi9$SQ4FnoR8nJFKh7SnstB481. role
network-adminno password strength-check

banner motd #Nexus 5000 Switch
#

ip domain-lookup
logging event link-status default
class-map type gos class-fcoe
class-map type gos match-any class-platinum
match cos 5
class-map type queuing class-fcoe
match gos-group 1
class-map type queuing class-platinum
match gos-group 2
class-map type queuing class-all-flood
match gos-group 2
class-map type queuing class-ip-multicast
match gos-group 2
policy-map type gos jumbo
class class-default
set gos-group O
policy-map type gos system gos policy
class class-platinum
set gos-group 2
class class-default
set gos-group O
policy-map type queuing system g in policy
class type queuing class-platinum
bandwidth percent 50
class type queuing class-fcoe
bandwidth percent 20
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class type queuing class-default
bandwidth percent 30
policy-map type queuing system g out policy
class type queuing class-platinum
bandwidth percent 50
class type queuing class-fcoe
bandwidth percent 20
class type queuing class-default
bandwidth percent 30
class-map type network-gos class-fcoe
match gos-group 1
class-map type network-gos class-platinum
match gos-group 2
class-map type network-gos class-all-flood
match gos-group 2
class-map type network-gos class—-ip-multicast
match gos-group 2
policy-map type network-gos system ng policy
class type network-gos class-platinum
pause no-drop
mtu 9216
class type network-qos class-fcoe
pause no-drop
mtu 2158
class type network-gos class-default
mtu 9216
multicast-optimize
system gos
service-policy type gos input system gos policy
service-policy type queuing input system g in policy
service-policy type gqueuing output system g out policy
service-policy type network-gos system ng policy

slot 1
port 17-32 type fc
slot 2
snmp-server user admin network-admin auth

0xc5412ed536€a582c0459£897b908a999 priv

0xc5412ed536€a582c0459£897b908a999 localizedkey
vrf context management
ip route 0.0.0.0/0 10.29.164.1
vlan 1
vlan 121
name privateVMDesktop
vlan 122
name WINY
vlan 164
name ESXi Mgmt

mdb
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vlan 165

name Infra Mgmt
vlian 166

name Storage NFS
vlian 167

name nlk-control
vlian 168

name nlk-packet
vlian 169

name vMotion
service dhcp
ip dhcp relay
vpc domain 51

peer-keepalive destination 10.29.164.53

device-alias database
VNX-5500-A2 pwwn 50:06:01:61:3e:a0:30:99
VNX-5500-B2 pwwn 50:06:01:69:3e:a0:30:99

device—-alias name

device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device-alias name
device—-alias name
device-alias name
device—-alias name
device-alias name
device—-alias name
device-alias name
device—-alias name
device-alias name
device—-alias name
device-alias name

device-alias commit

B200M3-CH1-BL1-FCl1
B200M3-CH1-BL2-FC1
B200M3-CH1-BL3-FCl1
B200M3-CH1-BL4-FC1
B200M3-CH1-BL5-FCl1
B200M3-CH1-BL6-FC1
B200M3-CH1-BL7-FCl1
B200M3-CH2-BL1-FC1
B200M3-CH2-BL2-FCl1
B200M3-CH2-BL3-FC1
B200M3-CH2-BL4-FCl1
B200M3-CH2-BL5-FC1
B200M3-CH2-BL6-FC1
B200M3-CH2-BL7-FC1
B250M2-CH3-BL1-FC1
B250M2-CH3-BL3-FCl1
B250M2-CH3-BL5-FC1
B250M2-CH3-BL7-FC1
B250M2-CH4-BL1-FC1
B250M2-CH4-BL3-FCl1
B250M2-CH4-BL5-FC1
B250M2-CH4-BL7-FC1

fcdomain fcid database
vsan 1 wwn 50:06:01:69:3e:a0:30:99 fcid 0xd500ef dynamic
! [VNX-5500-B2]
vsan 1 wwn 50:06:01:61:3e:a0:30:99 fcid 0xd501ef dynamic
! [VNX-5500-A2]
vsan 1 wwn 20:4b:54:7f:ee:45:29:80 fcid 0xd50000 dynamic

pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn
pwwn

pwwn
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20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:
20:

00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
00:

00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00

:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25
:25

:bb
:b5
:b5
:b5
:bb5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5
:b5

:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:
:bl:

1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:
1b:

2f
cf
8e
6e
de
2e
Oe
fe
ee
ce
od
2d
0d
fd
8f
4f
0f
ef
of
ff
8d
4d
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vsan
vsan

vsan
vsan
vsan

vsan
vsan
vsan

vsan

vsan

vsan

vsan
vsan

vsan
vsan

vsan
vsan

vsan

vsan

vsan

vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan

vsan

vsan

wwn

Wwn

1 wwn

wwn

Wwn

1 wwn

wwn

Wwn

Wwn

Wwn

Wwn

1 wwn

N = T = T T T = T S = S SR

wWwn

Wwn
Wwn

Wwn
Wwn

Wwn

wwn

wwn

Wwn
Wwn
Wwn
Wwn
Wwn
Wwn
Wwn
Wwn
Wwn

Wwn

Wwn

Wwn

20:4c:54:7f:ee:45:2a

20:00:00:25:b5:bl1:1b:

[B200M3-CH1-BL6-FC1]

20:00:00:25:b5:bl1:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl1:1b:

[B200M3-CH1-BL4-FC1]

20:00:00:25:b5:bl1:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL2-FC1]

20:00:00:25:b5:bl1:1b:

[B200M3-CH1-BL7-FC1]

20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL1-FC1]

20:00:00:25:05:b1:1b:

[B200M3-CH1-BL5-FC1]

20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:

[B200M3-CH1-BL3-FC1]

20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:

[B200M3-CH2-BL3-FC1]

20:00:00:25:05:b1:1b:
20:00:00:25:05:b1:1b:

[B250M2-CH3-BL5-FC1]

20:00:00:25:b5:b1:1b:

[B250M2-CH4-BL3-FC1]

20:00:00:25:05:b1:1b:

[B200M3-CH1-BL2-FC1]

20:00:00:25:05:b1:1b:

[B250M2-CH3-BL7-FC1]

20:00:00:25:b5:bl:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl:1b:
20:00:00:25:05:b1:1b:
20:00:00:25:b5:bl:1b:
20:00:00:25:b5:bl:1b:

[B250M2-CH3-BL1-FC1]

20:00:00:25:05:b1:1b:

[B250M2-CH3-BL3-FC1]

20:00:00:25:05:b1:1b:

[B250M2-CH4-BL1-FC1]

: 40
2e

Te
3e
6e

le
be
ee

Oe

fe

de

S5e
8e

de
ce

ae
0f

ff

cf

ef

9f
7f
5f
3f
df
%e
bf
af
1f
8f

4f

6f

fcid
fcid

fcid
fcid
fcid

fcid
fcid
fcid

fcid

fcid

fcid

fcid
fcid

fcid
fcid

fcid
fcid

fcid

fcid

fcid

fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid

fcid

fcid

0xd50001
0xd50002

0xd50003
0xd50004
0xd50005

0xd50006
0xd50007
0xd50008

0xd50009

0xd5000a

0xd5000b

0xd5000c
0xd5000d

0xd5000e
0xd5000f

0xd50010
0xd50011

0xd50012

0xd50013

0xd50014

0xd50015
0xd50016
0xd50017
0xd50018
0xd50019
0xd5001a
0xd5001b
0xd5001c
0xd5001d
0xd5001e

0xd5001f

0xd50020

dynamic
dynamic

dynamic
dynamic
dynamic

dynamic
dynamic
dynamic

dynamic

dynamic

dynamic

dynamic
dynamic

dynamic
dynamic

dynamic
dynamic

dynamic

dynamic

dynamic

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic

dynamic

dynamic
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vsan

vsan
vsan

vsan

vsan

vsan

vsan

vsan

vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan

N = T R R L

wwn

wwn

Wwn

Wwn

Wwn

Wwn

Wwn

Wwn

Wwn
Wwn
Wwn
wWwn
Wwn
wWwn
Wwn
wWwn
Wwn

20:00:00:25:05:b1:1b:

[B200M3-CH1-BL1-FC1]
20:4c:54:7f:ee:45:29

20:00:00:25:b5:bl1:1b:

[B250M2-CH4-BL5-FC1]

20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL4-FC1]

20:00:00:25:b5:bl1:1b:

[B250M2-CH4-BL7-FC1]

20:00:00:25:b5:bl:1b:

[B200M3-CH2-BL5-FC1]

20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL6-FC1]

20:00:00:25:b5:bl1:1b:

[B200M3-CH2-BL7-FC1]

20:00:00:25:b5:bl:1b:
20:00:00:25:b5:b1:1b:
20:00:00:25:b5:bl:1b:
20:00:00:25:b5:b1:1b:
20:00:00:25:b5:bl:1b:
50:06:01:60:3e:a0:30:
50:06:01:68:3e:a0:30:
20:00:00:25:b5:b1:1b:
20:00:00:25:b5:bl:1b:

interface Vlanl

no shutdown

interface Vlanl2l
ip address 121.0.0.3/8
hsrp version 2
hsrp 121
preempt
ip 121.0.0.1

interface Vlanl22

no shutdown

ip address 122.0.0.3/8

hsrp version 2

hsrp 122
preempt
ip 122.0.0.1

interface Vlanlo4

no shutdown

ip address 10.29.164.12/24
hsrp version 2

2f

: 80
8d

6d

4d

2d

0d

fd

ed
cd
9¢c
6C
4c
99
99
ec
bd

fcid

fcid
fcid

fcid

fcid

fcid

fcid

fcid

fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
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0xd50021

0xd50022
0xd50023

0xd50024

0xd50025

0xd50026

0xd50027

0xd50028

0xd50029
0xd5002a
0xd5002b
0xd5002c
0xd5002d
0xd502ef
0xd503ef
0xd5002e
0xd5002f

dynamic

dynamic
dynamic

dynamic

dynamic

dynamic

dynamic

dynamic

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
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hsrp 164
preempt
ip 10.29.164.10

interface Vlanl65
no shutdown
ip address 10.29.165.3/24
hsrp version 2
hsrp 165
preempt
ip 10.29.165.1

interface Vlanl6é6
no shutdown
ip address 10.29.166.3/24
hsrp version 2
hsrp 166
preempt
ip 10.29.166.1

interface Vlanlo9
no shutdown
ip address 10.10.169.3/24

interface port-channell
switchport mode trunk
spanning-tree cost 4
spanning-tree port type network
vpc peer-link

interface port-channelll
switchport mode trunk
untagged cos 5
switchport trunk native vlan 164
switchport trunk allowed vlan 166
vpc 11

interface port-channell?2
untagged cos 5
switchport access vlan 166
vpc 12

interface port-channell3
switchport access vlan 164

interface port-channel5l
switchport mode trunk
switchport trunk native vlan 164

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



Appendix A— Nexus 5548UP Configurations

switchport trunk allowed vlan 121-122,164-169

spanning-tree port type edge trunk

vpc 51

interface port-channelb52
switchport mode trunk
switchport trunk native vlan 164

switchport trunk allowed vlan 121-122,164-169

spanning-tree port type edge trunk

vpc 52

interface fcl/17
no shutdown

interface fcl/18
no shutdown

interface fcl/19
no shutdown

interface fcl/20
no shutdown

interface fcl/21
no shutdown

interface fcl/22
no shutdown

interface fcl/23
no shutdown

interface fcl/24
no shutdown

interface fcl/25
no shutdown

interface fcl/26
no shutdown

interface fcl/27
no shutdown

interface fcl/28
no shutdown

interface fcl/29
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no shutdown

interface fcl/30
no shutdown

interface fcl/31
no shutdown

interface fcl/32
no shutdown

interface Ethernetl/1
switchport access vlan 164
speed 1000
channel-group 13 mode active

interface Ethernetl/2
switchport access vlan 164
speed 1000
channel-group 13 mode active

interface Ethernetl/3

interface Ethernetl/4
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164,166

interface Ethernetl/5
description ISL-PEER-LINK
switchport mode trunk
channel-group 1 mode active

interface Ethernetl/6
description ISL-PEER-LINK
switchport mode trunk
channel-group 1 mode active

interface Ethernetl/7
interface Ethernetl/S8

interface Ethernetl/9
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
channel-group 52 mode active
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interface Ethernetl/10
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
channel-group 52 mode active

interface Ethernetl/11
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
channel-group 51 mode active

interface Ethernetl/12
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 121-122,164-169
channel-group 51 mode active

interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15
description VNX-5500-10GB
switchport mode trunk
switchport trunk native vlan 164
switchport trunk allowed vlan 166
channel-group 11 mode active

interface Ethernetl/16
description VNX-5500-10GB
untagged cos 5
switchport access vlan 166

interface mgmtO
ip address 10.29.164.54/24
line console
line vty
boot kickstart bootflash:/n5000-uk9-kickstart.5.1.3.N1.1.bin
boot system bootflash:/n5000-uk9.5.1.3.N1.1.bin
interface fcl/17
interface fcl/18
interface fcl/19
interface fcl/20
interface fcl/21
interface fcl/22
interface fcl/23
interface fcl/24
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interface fcl/25
interface fcl/26
interface fcl/27
interface fcl/28
interface fcl/29
interface fcl/30
interface fcl/31
interface fcl/32
'Full Zone Database Section for vsan 1
zone name B200M3-CH1-BL1-FCl wvsan 1
member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]
member pwwn 50:06:01:69:3e:a0:30:99
! [VNX-5500-B2]
member pwwn 20:00:00:25:b5:bl:1b:2f
! [B200M3-CH1-BL1-FC1]

zone name B200M3-CH1-BL2-FCl vsan 1

member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]

member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]

member pwwn 20:00:00:25:b5:bl:1b:cf
! [B200M3-CH1-BL2-FC1]

zone name B200M3-CH1-BL3-FCl vsan 1

member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:8e
! [B200M3-CH1-BL3-FC1]

zone name B200M3-CH1-BL4-FCl vsan 1
member pwwn 20:00:00:25:b5:bl:1b:6e
! [B200M3-CH1-BL4-FC1]
member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

zone name B200M3-CH2-BL8-FCl vsan 1
member pwwn 20:00:00:25:b5:bl:1b:cd
member pwwn 50:06:01:61:3e:a0:30:99

! [VNX-5500-A2]
member pwwn 50:06:01:69:3e:a0:30:99

! [VNX-5500-B2]

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



zone name B200M3-CH1-BL6-FC1l vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL6-FC1]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

zone name B200M3-CH1-BL7-FC1l vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2 ]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL7-FC1]

zone name B200M3-CH1-BL5-FCl wvsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH1-BL5-FC1]

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

zone name B200M3-CH2-BL1-FCl wvsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL1-FC1]

zone name B200M3-CH2-BL2-FC1l vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL2-FC1]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

zone name B200M3-CH2-BL3-FC1l vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B200M3-CH2-BL3-FC1]
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zone name B200M3-CH2-BL4-FCl wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:6d
! [B200M3-CH2-BL4-FC1]
member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

zone name B200M3-CH2-BL5-FCl wvsan 1

member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:2d
! [B200M3-CH2-BL5-FC1]

zone name B200M3-CH2-BL6-FCl wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:0d
! [B200M3-CH2-BL6-FC1]
member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]

zone name B200M3-CH2-BL7-FCl wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:fd
! [B200M3-CH2-BL7-FC1]
member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]
member pwwn 50:06:01:69:3e:a0:30:99
! [VNX-5500-B2]

zone name B230M2-CH2-BL8-FCl vsan 1
member pwwn 50:06:01:69:3e:a0:30:99
! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]

zone name B200M2-CH1-SERVER2-FC1l vsan 1
zone name B250M2-CH3-BL1-FCl vsan 1

member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:99
! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:8f
! [B250M2-CH3-BL1-FC1]

zone name B250M2-CH3-BL3-FCl wvsan 1

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users



member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH3-BL3-FC1]

zone name B250M2-CH3-BL5-FC1 vsan 1

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH3-BL5-FC1]

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

zone name B250M2-CH3-BL7-FCl vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH3-BL7-FC1]

zone name B250M2-CH4-BL1-FC1l vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL1-FC1]

zone name B250M2-CH4-BL3-FC1l vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL3-FC1]

zone name B250M2-CH4-BL5-FC1l vsan 1

member pwwn 50:06:01:61:3e:a0:30:

! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:

! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:

! [B250M2-CH4-BL5-FC1]

zone name B250M2-CH4-BL7-FCl wvsan 1
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member pwwn 50:06:01:61:3e:a0:30:99
! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a0:30:99
! [VNX-5500-B2]

member pwwn 20:00:00:25:b5:bl:1b:4d
! [B250M2-CH4-BL7-FC1]

zone name VDI-B200M3-fcl wvsan 1

member pwwn 20:00:00:25:b5:bl:1b:6c

member pwwn 50:06:01:61:3e:a20:30:99
! [VNX-5500-A2]

member pwwn 50:06:01:69:3e:a20:30:99
! [VNX-5500-B2]

zone name B200M3-CH1-BL8-FCl wvsan 1
member pwwn 20:00:00:25:b5:bl:1b:ed
member pwwn 50:06:01:69:3e:a20:30:99

! [VNX-5500-B2]
member pwwn 50:06:01:61:3e:a0:30:99

! [VNX-5500-A2]

zoneset name UCS-G2-POD-B vsan 1
member B200M3-CH1-BL1-FC1
member B200M3-CH1-BL2-FC1
member B200M3-CH1-BL3-FC1
member B200M3-CH1-BL4-FC1
member B200M3-CH2-BL8-FC1
member B200M3-CH1-BL6-FC1
member B200M3-CH1-BL7-FC1
member B200M3-CH1-BL5-FC1
member B200M3-CH2-BL1-FC1
member B200M3-CH2-BL2-FC1
member B200M3-CH2-BL3-FC1
member B200M3-CH2-BL4-FC1
member B200M3-CH2-BL5-FC1
member B200M3-CH2-BL6-FC1
member B200M3-CH2-BL7-FC1
member B230M2-CH2-BL8-FC1
member B250M2-CH3-BL1-FC1
member B250M2-CH3-BL3-FC1
member B250M2-CH3-BL5-FC1
member B250M2-CH3-BL7-FC1
member B250M2-CH4-BL1-FC1
member B250M2-CH4-BL3-FC1
member B250M2-CH4-BL5-FC1
member B250M2-CH4-BL7-FC1
member VDI-B200M3-fcl
member B200M3-CH1-BL8-FC1
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zoneset name UCS-G2-POS-B vsan 1
member B200M3-CH1-BL5-FC1

zoneset activate name UCS-G2-POD-B vsan 1

Appendix B—ESXTOP Performance Charts for 2000 User
Session during Boot Phase

~

Note  ESXi Host10 B200 M3 charts are included in Section 9.3 of the document

Figure 63 2000 User ESXi Hostl B200 M3 Processor Core Utilization Boot Phase
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Figure 64 2000 User ESXi Hostl B200 M3 Processor Time Boot Phase
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Figure 65 2000 User ESXi Hostl B200 M3 Memory NonKernel MBytes Boot Phase
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Boot Phase
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Figure 67 2000 User ESXi Hostl B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 68 2000 User ESXi Host2 B200 M3 Processor Core Utilization Boot Phase
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Figure 69 2000 User ESXi Host2 B200 M3 Processor Time Boot Phase
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Figure 70 2000 User ESXi Host2 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 71 2000 User ESXi Host2 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 72 2000 User ESXi Host2 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 73 2000 User ESXi Host3 B200 M3 Processor Core Utilization Boot Phase
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Figure 75 2000 User ESXi Host3 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 76 2000 User ESXi Host3 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
1.2
e W E 4 5 -BFS - Srv3\Me twork Port{DvsPor tset-
0:50331660:vmnicO\WMEBits Receive d/fsec
1
e\ E 4 5 -BFS - Srv3\Me twork Port{DvsPor tset-
0:50331661 vmnicl PMEBits Recelve d/sec
0.8
s \WE 4 5 -BFS- Srv3y\Me twork Port{DvsPor tset-
0:50331664vmnicd \WBits Recelve d/sec
0.6 f
e\ E S 5 -BFS - Srv3y\We twork Port{DvsPortset-
0:50331665 vmnicS \WMBits Receive d/fsec
o . I
- e VL E S 5 -BFS - Srv3yWe twork Port{DvsPor taet-
I II I I l II l ll I 0:50331660:wm nicO\WBits Transmitted/sec
0.2 WESH 5-BFS-SrvEMetwork PortDvsPortset-
0:50331664 vmnicd\WBits Transmitted/sec
0 s W E 51 5-BFS-Srv3yMetwork Port{DvsPortset-
o O W D NS WO e M I T oM D NS WD 0O 0:50331665 vmnicSWWBits Transmitted/sec
I T e B r S e e B A A A A A S R R R B L By
i o T T o Y o e S T o Y o B T b oY o B B+ S + < B+ B+ s B+ ¢ T o ¢

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users i



Bl Appendix B—ESXTOP Performance Charts for 2000 User Session during Boot Phase

Figure 77 2000 User ESXi Host3 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 78 2000 User ESXi Host4 B200 M3 Processor Core Utilization Boot Phase
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Figure 79 2000 User ESXi Host4 B200 M3 Processor Time Boot Phase
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Figure 80 2000 User ESXi Host4 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 81 2000 User ESXi Host4 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 82 2000 User ESXi Host4 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 83 2000 User ESXi Host5 B200 M3 Processor Core Utilization Boot Phase
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Figure 84 2000 User ESXi Host5 B200 M3 Processor Time Boot Phase
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Figure 85 2000 User ESXi Host5 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 86 2000 User ESXi Host5 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 89 2000 User ESXi Host6 B200 M3 Processor Time Boot Phase
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Figure 90 2000 User ESXi Host6 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 92 2000 User ESXi Host6 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 93 2000 User ESXi Host7 B200 M3 Processor Core Utilization Boot Phase
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Figure 94 2000 User ESXi Host7 B200 M3 Processor Time Boot Phase
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Figure 95 2000 User ESXi Host7 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 96 2000 User ESXi Host7 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 97 2000 User ESXi Host7 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 98 2000 User ESXi Host8 B200 M3 Processor Core Utilization Boot Phase
\\ESXi5-BFS-Srv8\Physical Cpu(_Total)\% Core
Util Time
100
80 A
60 \\A A A A
0 AWV A
v W
20 V.Y " NoA
0 —mmm‘
N 0O A NT N U AN MO NN MN OO NMST O S N
NN EEEIEEETNNN NN NN N0 000999 o
LR N T T i T T e S N e S S N T T T R I R I I )

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Appendix B—ESXTOP Performance Charts for 2000 User Session during Boot Phase ||

Figure 99 2000 User ESXi Host8 B200 M3 Processor Time Boot Phase
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Figure 101 2000 User ESXi Host8 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 102 2000 User ESXi Host8 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 103 2000 User ESXi Host9 B200 M3 Processor Core Utilization Boot Phase
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Figure 105 2000 User ESXi Host9 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 106 2000 User ESXi Host9 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Boot Phase
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Figure 107 2000 User ESXi Host9 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 108 2000 User ESXi Host11 B200 M3 Processor Core Utilization Boot Phase
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Figure 109
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Figure 112 2000 User ESXi Host11 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 113
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Figure 114
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Figure 115 2000 User ESXi Host12 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 117 2000 User ESXi Host12 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 118 2000 User ESXi Host13 B200 M3 Processor Core Utilization Boot Phase
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Figure 119 2000 User ESXi Host13 B200 M3 Processor Time Boot Phase
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Figure 120 2000 User ESXi Host13 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 121 2000 User ESXi Host13 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps
Receive/Transmit Boot Phase
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Figure 122 2000 User ESXi Host13 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Figure 123 2000 User ESXi Host14 B200 M3 Processor Core Utilization Boot Phase
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Figure 124 2000 User ESXi Hostl14 B200 M3 Processor Time Boot Phase
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Figure 125 2000 User ESXi Host14 B200 M3 Memory NonKernel MBytes Boot Phase
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Figure 126 2000 User ESXi Host14 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps
Receive/Transmit Boot Phase
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Figure 127 2000 User ESXi Host14 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Boot Phase
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Appendix C—Esxtop Performance Charts for 2000 User
Session Test Phase

~

Note ESXi Host 1 B200 M3 Test Phase results are included in Section 9.2 of the document.
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Figure 130 2000 User ESXi Host2 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 131 2000 User ESXi Host2 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
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Figure 132 2000 User ESXi Host2 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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Figure 133 2000 User ESXi Host3 B200 M3 Processor Core Utilization Test Phase
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2000 User ESXi Host3 B200 M3 Processor Time Test Phase

Figure 134
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Figure 136 2000 User ESXi Host3 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
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Figure 137 2000 User ESXi Host3 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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2000 User ESXi Host4 B200 M3 Processor Core Utilization Test Phase
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2000 User ESXi Host4 B200 M3 Processor Time Test Phase

Figure 139
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Figure 140 2000 User ESXi Host4 B200 M3 Memory NonKernel MBytes Test Phase

250000

\\ESXi-BFS-Srv4\Memory\NonKernel MBytes

200000

150000

100000

50000

O 0 o mul 0 o0 N WSO s 00 =m0 0D My o
NnHMoooeodaddd NN g g S LN nno oo
L T T e T e T e T o B o o R o VR R R R I N R I I e T o VI VI NI NI T T I I '
[ I I N I N N N I I I I o R VR VR R R o R o R o I o I o I VI N I N N N NI S VI VI
e T T o T o o T o o T o o T o o B o o B o o B < e B o o B < o B o o B e o B o o B e o B o o B o o B s o B o o B s o B o o B o o T o T o o B o O o B o o B < o B o'
=4 74 4 4 4 4 4 4 4 4 4444 ddddddddd 34344 o = = =
o0 0 00000 0000000000000 00000000000
Jogosodogos oo oo oo gsoasgsLgoasg
[ T T R T ML Y Lo BT o BT o o L o BT o R U o R U o R U e S U S U p
T e e e e e el Cmal el tml Cm tml tml el Sea Se Sea Sea Se Se Se Sm e e e e e e e el el e
[ I I I N N N N S o R VR I R R R N N s s s s s s s s s s e s
Figure 141 2000 User ESXi Host4 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
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Figure 142 2000 User ESXi Host4 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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Figure 143 2000 User ESXi Host5 B200 M3 Processor Core Utilization Test Phase
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Figure 146 2000 User ESXi Host5 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
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Figure 150 2000 User ESXi Host6 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 151 2000 User ESXi Host6 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
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Figure 152
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Figure 153 2000 User ESXi Host7 B200 M3 Processor Core Utilization Test Phase
- - o
\\ESXi5-BFS-Srv7\Physical Cpu(_Total)\% Core
Util Time

100

90

80 n "

70 ¥ "\

60 N \

50 N

40 I e

30 \,

ZOJ \

10

0
WD MmN O NN NS WO S WO MmUY MmN D NN 0O
rTHeeeeddddd NN LTI N e e o
o e B oV o VI o VY I o e e A O oV N o VI o B VT VI oV I o VI VI oV I oV Y oV B VIR N R o VR N R N o VI 2 o B o o T o 0 T o 0
fa I o VAN VB o O N VN o Y I e A VA AR ™ I VY o Y eV A VA VA N VN VA o T O e A VAN o I VAN Y Y o Y oV A VB VIR
(0 T 0 S o M o T o T o 0 Y 0 N o o Y o N o o T 0 T 0 o o A o T T 0 T 0 Y o Y o A o T o 0 N o 0 Y o 0 B . 0 N o 0 N I 0
o T T, T T T O O O e e e T T T O e O e o O T O~ T e O e O e e O O O O e e O e B o B
SO0 0 0000000000000 00O000C0C000 0000 0C0
KR i R i R I A S B i i A A SR SR A I S R A A R g
S I T I = R R = = o O = O = Y = O = Y = O = o O o O N = I = O Y o R = o O o O = I = N = Y = B = B = B B
M Ty Tre T Tme Mmn Ml Smel e e M M M Mmel T e T Sl Ml Ml Smel e tme M Sl Ml Ml Smel e tme S S
fa I o VAN VB o O N VN o Y I e A VA AR ™ I VY o Y eV A VA VA N VN VA o T O e A VAN o I VAN Y Y o Y oV A VB VIR

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Appendix C—Esxtop Performance Charts for 2000 User Session Test Phase

2000 User ESXi Host7 B200 M3 Processor Time Test Phase

Figure 154
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2000 User ESXi Host7 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 156 2000 User ESXi Host7 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit

Test Phase
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Figure 157 2000 User ESXi Host7 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
10
9
8 | 1 - ——\\ESXi5-BFS-Srv7\Physical Disk
7 MY Adapter{vmhbal)\MBytes
6 Read/sec
. ——\\FSXi5-BFS-Srv7\Physical Disk
Adapter{vmhba2}iMBytes
4 Read/sec
3 e \NESXi5-B FS-Srv7\Physical Disk
7 Adapter{vmhba1)\MBytes
1 Written,/sec
0 —Y\\ESXi5-BFS-Srv7\Physical Disk
SSESSSSSSSSSSZSSSSSSESSSES Adapter(vmhba2}\MBytes
o O T T T = N =N =Y Written/sec
oo DD D D00 00000 00000000000
R A i R R R R B B R A L B R R A T B B
[-o2 T w2 R - R - - - - e s s Y eI e[ e o ) s Y - Y e I o o e e I -}
N 4 A4 A 4 A4 A S A A

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Util Time

P

Appendix C—Esxtop Performance Charts for 2000 User Session Test Phase
Ad

2000 User ESXi Host8 B200 M3 Processor Core Utilization Test Phase

\\ESXi5-BFS-Srv8\Physical Cpu(_Total)\% Core

Oﬂmmmmmmmmmmmmmmmmm

100
90
80
70
60
50
40
30
20
10

Figure 158

0T:€2 €102/S/¢T
80:€C €102/S/T
S0:€T €102/S/T
720:€T €T02/S/T
00:€2 €102/S/¢T
152 €10T/S/T
6S:ZT €10T/S/T
€572 €T02/S/T
05:22 €102/S/T
8z €102/S/T
o:ze €102/S/T
€riTe €T02/5/T
T¥ize €102/5/T
8€:ZC €10T/S/T
9¢:Zz €102/S/T
veize €102/S/T
TeZe €102/5/T
6722 €102/S/T
97:ZC £102/S/T
veize €102/S/T
TTTT €T02/S/T
61:22 €102/S/T
1z €102/S/T
ST:Zz €102/S/¢T
TiTT €T02/5/2
0T:Zz €102/S/¢T
80:ZC €102/S/T
S0:ZT €102/S/T
€017 €T02/5/T
00:Z¢ €102/S/T
8512 €102/S/¢T
95:12 €102/S/¢T

\\ESXi5-BFS-Srv8\Physical Cpu(_Total)\%
Processor Time

2000 User ESXi Host8 B200 M3 Processor Time Test Phase

100
90
80
70
60
50
40
30
20
10

0

Figure 159

0T:€2 €102/S/¢T
80:€C €102/S/T
S0:€T €102/S/T
720:€T €T02/S/T
00:€2 €102/S/¢T
152 €10T/S/T
6S:ZT €10T/S/T
€572 €T02/S/T
05:22 €102/S/T
8z €102/S/T
o:ze €102/S/T
€riTe €T02/5/T
T¥ize €102/5/T
8€:ZC €10T/S/T
9¢:Zz €102/S/T
veize €102/S/T
TeZe €102/5/T
6722 €102/S/T
97:ZC £102/S/T
veize €102/S/T
TTTT €T02/S/T
61:22 €102/S/T
1z €102/S/T
ST:Zz €102/S/¢T
TiTT €T02/5/2
0T:Zz €102/S/¢T
80:ZC €102/S/T
S0:ZT €102/S/T
€017 €T02/5/T
00:Z¢ €102/S/T
8512 €102/S/¢T
95:12 €102/S/¢T

Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Bl Appendix C—Esxtop Performance Charts for 2000 User Session Test Phase

igure ser i Hos emo onKerne. es Test Phase
Figure 160 2000 User ESXi Host8 B200 M3 Memory NonK | MBytes Test Ph
-
\\ESXi5-BFS-Srv8\Memory\NonKernel MBytes
250000
200000
150000
100000
50000
O T
O 0 o mul 0 o0 N WSO s 00 =m0 0D My o
NnHMoooeodaddd NN g g S LN nno oo
L T T e T e T e T o B o o R o VR R R R I N R I I e T o VI VI NI NI T T I I '
[ I I N I N N N I I I I o R VR VR R R o R o R o I o I o I VI N I N N N NI S VI VI
e T T o T o o T o o T o o T o o B o o B o o B < e B o o B < o B o o B e o B o o B e o B o o B o o B s o B o o B s o B o o B o o T o T o o B o O o B o o B < o B o'
=4 74 4 4 4 4 4 4 4 4 4444 ddddddddd 34344 o = = =
o0 0 00000 0000000000000 00000000000
Jogosodogos oo oo oo gsoasgsLgoasg
[ T T R T ML Y Lo BT o BT o o L o BT o R U o R U o R U e S U S U p
T e e e e e el Cmal el tml Cm tml tml el Sea Se Sea Sea Se Se Se Sm e e e e e e e el el e
[ I I I N N N N S o R VR I R R R N N s s s s s s s s s s e s
Figure 161 2000 User ESXi Host8 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps Receive/Transmit
Test Phase
60
e\ E 4 5 -BFS - SrvBy\We twork Port{DvsPortset-
I 1:50331660vmnicO \WMEBits Receive d/fsec
50
e\ E S 5 -BFS - SrvBy\We twork Port{DvsPoar tset-
l 1:50331661 vmnicl PWBits Receive d/fsec
40 l 'l .
e \WE G 5 -BFS - SrvBy\We twork Port{DvsPortset-
1:50331664 vmnicd \WEBits Receive dfsec
30 | L
e\ E G 5 -BFS - SrvBy\We twork Port{DvsPoar tset-
1:50331665 vmnicS \WMBits Receive d/fsec
20
e\ E G 5 -BFS - SrvBy\We twork Port{DvsPortset-
1:50331660vmnicO\WBits Transmitted/sec
10 -
s VW E S 5 -BFS - Srv8y\We twork Port{DvsPor taet-
1:50331664 vmnicd\WABIts Transmitted/sec
0
2 E2ETZEZEZTEZEZEZEZEZTEZTEZEZE2E22E2E2E2E2E2z2
N T S T = T = W S = N = T = W W N W - = e W E S 5-BFS-5rvB8yMetwork Port{DvsPortset-
8 8 8 8 8 8 8 8 g 8 8 8 g 8 8 8 g 8 8 8 8 8 8 8 1:50331665 vmnics B ts Transmitted/sec
mmﬂghmmmhommwﬂqhmmmmomwm
Ao oo @ o AN N o S o A
oS o oSS oSS oo ooS oo oSS od oo
e = = I s T T T T R e e R R R

r Cisco Solution for EMC VSPEX End User Computing for 2000 VMware View 5.1.2 Users




Appendix C—Esxtop Performance Charts for 2000 User Session Test Phase W
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Figure 170 2000 User ESXi Host10 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 177 2000 User ESXi Host11 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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Figure 180 2000 User ESXi Host12 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 182 2000 User ESXi Host12 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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Figure 183 2000 User ESXi Host13 B200 M3 Processor Core Utilization Test Phase
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Figure 190 2000 User ESXi Host14 B200 M3 Memory NonKernel MBytes Test Phase
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Figure 191 2000 User ESXi Host14 B200 M3 Cisco VIC1240 MLOM Network Adapter Mbps
Receive/Transmit Test Phase
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Figure 192 2000 User ESXi Host14 B200 M3 Cisco VIC1240 MLOM Physical Disk Adapter MBps Read/Write
Test Phase
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