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Executive Summary

Cisco solution for the EMC VSPEX is a pre-validated and modular architecture built with proven
best-of-breed technologies to create and complete an end-to-end virtualization solution. The end-to-end
solutions enable you to make an informed decision while choosing the hypervisor, compute, storage and
networking layers. VSPEX eliminates the server virtualization planning and configuration burdens. The
VSPEX infrastructures accelerate your IT Transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk. This Cisco Validated Design document focuses on the
VMware architecture for 50, 100 and 125 virtual machines with Cisco solution for the EMC VSPEX.

Introduction

Virtualization is a key and critical strategic deployment model for reducing the Total Cost of Ownership
(TCO) and achieving better utilization of the platform components like hardware, software, network and
storage. However, choosing an appropriate platform for virtualization can be challenging. Virtualization
platforms should be flexible, reliable, and cost effective to facilitate the deployment of various enterprise
applications. In a virtualization platform to utilize compute, network, and storage resources effectively,
the ability to slice and dice the underlying platform is essential to size to the application requirements.
The Cisco solution for the EMC VSPEX provides a very simplistic yet fully integrated and validated
infrastructure to deploy Virtual Machines in various sizes to suit various application needs.

Target Audience

T
CISCO.

The reader of this document is expected to have the necessary training and background to install and
configure VMware vSphere 5.0, EMC VNXe series, EMC VNX5300, Cisco Nexus 3048 switch, Cisco
Nexus 5548UP switch, Cisco Nexus 1000v switch, and Cisco Unified Computing (UCS) C220 M3 rack
servers. External references are provided wherever applicable and it is recommended that the reader be
familiar with these documents.

Readers are also expected to be familiar with the infrastructure and database security policies of the
customer installation.

Corporate Headquarters:
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA

Copyright 2012 Cisco Systems, Inc. All rights reserved.



Solution Overview

Purpose of this Guide

This document describes the steps required to deploy and configure the Cisco solution for the EMC
VSPEX for VMware architecture. The document covers three types of VMware architectures:

e VMware vSphere 5.0 for 50 Virtual Machines
e VMware vSphere 5.0 for 100 virtual machines
e VMware vSphere 5.0 for 125 virtual machines

The readers of this document are expected to have sufficient knowledge to install and configure the
products used, configuration details that are important to the deployment models metioned above.

Business Needs

The VSPEX solutions are built with proven best-of-breed technologies to create complete virtualization
solutions that enable you to make an informed decision in the hypervisor, server, and networking layers.
The VSPEX infrastructures accelerate your IT transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk.

For more detailed information on server capacity, network interface, and storage configuration, see the
EMC VSPEX Server Virtualization Solution VMware vSphere 5 for 125 Virtual Machines Enabled by
VMware vSphere 5.0 and EMC VNX5300—Reference Architecture and associated documentation.

Business applications are moving into the consolidated compute, network, and storage environment.
The Cisco solution for the EMC VSPEX using VMware reduces the complexity of configuring every
component of a traditional deployment model. The complexity of integration management is reduced
while maintaining the application design and implementation options. Administration is unified, while
process separation can be adequately controlled and monitored. The following are the business needs
for the Cisco solution for EMC VSPEX VMware architectures:

¢ Provide an end-to-end virtualization solution to utilize the capabilities of the unified infrastructure
components.

e Provide a Cisco VSPEX for VMware ITaaS solution for efficiently virtualizing 50, 100 or 125
virtual machines for varied customer use cases.

e Show implementation progression of VMware vCenter 5.0 design and the results.

e Provide a reliable, flexible and scalable reference design.

Solution Overview

The Cisco solution for EMC VSPEX using VMware vSphere 5.0 provides an end-to-end architecture
with Cisco, EMC, VMware, and Microsoft technologies that demonstrate support for up to 50, 100 and
125 generic virtual machines and provide high availability and server redundancy.

The following are the components used for the design and deployment:
e Cisco C-series Unified Computing System servers
e Cisco Nexus 5000 series or 3000 series switches depending on the scale of the solution
e (Cisco Nexus 1000v virtual switch
¢ Cisco virtual Distributed Switch across multiple VMware ESXi hypervisors

e Cisco virtual Port Channels for network load balancing and high availability

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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I Technology Overview

EMC VNXe3150, VNXe3300 or VNX5300 storage components as per the scale needs
VMware vCenter 5

Microsoft SQL database

VMware DRS

VMware HA

The solution is designed to host scalable, and mixed application workloads. The scope of this CVD is
limited to the Cisco solution for EMC VSPEX VMware solutions for 50, 100 and 125 virtual machines
only.

Technology Overview

Cisco Unified Computing System

The Cisco Unified Computing System is a next-generation data center platform that unites compute,
network, and storage access. The platform, optimized for virtual environments, is designed using open
industry-standard technologies and aims to reduce total cost of ownership (TCO) and increase business
agility. The system integrates a low-latency; lossless 10 Gigabit Ethernet unified network fabric with
enterprise-class, x86-architecture servers. It is an integrated, scalable, multi chassis platform in which
all resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

Computing—The system is based on an entirely new class of computing system that incorporates
blade servers based on Intel Xeon 5500/5600 Series Processors. Selected Cisco UCS blade servers
offer the patented Cisco Extended Memory Technology to support applications with large datasets
and allow more virtual machines per server.

Network—The system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization—The system unleashes the full potential of virtualization by enhancing the
scalability, performance, and operational control of virtual environments. Cisco security, policy
enforcement, and diagnostic features are now extended into virtualized environments to better
support changing business and IT requirements.

Storage access—The system provides consolidated access to both SAN storage and Network
Attached Storage (NAS) over the unified fabric. By unifying the storage access the Cisco Unified
Computing System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet
(FCoE), and iSCSI. This provides customers with choice for storage access and investment
protection. In addition, the server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity, and management for increased
productivity.

Management—The system uniquely integrates all system components which enable the entire
solution to be managed as a single entity by the Cisco UCS Manager. The Cisco UCS Manager has
an intuitive graphical user interface (GUI), a command-line interface (CLI), and a robust application
programming interface (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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e A reduced Total Cost of Ownership and increased business agility.
e Increased IT staff productivity through just-in-time provisioning and mobility support.

e A cohesive, integrated system which unifies the technology in the data center. The system is
managed, serviced and tested as a whole.

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale I/O bandwidth to match demand.

¢ Industry standards supported by a partner ecosystem of industry leaders.

Cisco C220 M3 Rack-Mount Servers

Building on the success of the Cisco UCS C220 M3 Rack-Mount Servers, the enterprise-class Cisco
UCS C220 M3 server further extends the capabilities of the Cisco Unified Computing System portfolio
in a 1-rack-unit (1RU) form factor. And with the addition of the Intel® Xeon® processor E5-2600
product family, it delivers significant performance and efficiency gains. Figure 1 shows the Cisco UCS
C220 M3 rack server.

Figure 1 Cisco UCS C220 M3 Rack Server

1/0 Adapters

The Cisco UCS C220 M3 also offers up to 256 GB of RAM, eight drives or SSDs, and two 1GE LAN
interfaces built into the motherboard, delivering outstanding levels of density and performance in a
compact package.

The Cisco UCS Rack-Mount Server has various Converged Network Adapters (CNA) options. The Cisco
UCS PS81E Virtual Interface Card (VIC) option is used in this Cisco Validated Design.

This Cisco UCS P81E VIC is unique to the Cisco UCS Rack-Mount Server system. This mezzanine card
adapter is designed around a custom ASIC that is specifically intended for virtualized systems. As is the
case with the other Cisco CNAs, the Cisco UCS P81E VIC encapsulates fibre channel traffic within the
10-GE packets for delivery to the Ethernet network.

UCS PS81E VIC provides the capability to create multiple VNICs (up to 128) on the CNA. This allows
complete I/O configurations to be provisioned in virtualized or non-virtualized environments using
just-in-time provisioning, providing tremendous system flexibility and allowing consolidation of
multiple physical adapters.

System security and manageability is improved by providing visibility and portability of network
policies and security all the way to the virtual machines. Additional P81E features like VN-Link
technology and pass-through switching, minimize implementation overhead and complexity. Figure 2
shows the Cisco UCS PS1E VIC.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures g
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Figure 2 Cisco UCS P81e VIC
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Cisco Nexus 5548UP Switch

The Cisco Nexus 5548UP is a IRU 1 Gigabit and 10 Gigabit Ethernet switch offering up to 960 gigabits
per second throughput and scaling up to 48 ports. It offers 32 1/10 Gigabit Ethernet fixed enhanced Small
Form-Factor Pluggable (SFP+) Ethernet/FCoE or 1/2/4/8-Gbps native FC unified ports and three
expansion slots. These slots have a combination of Ethernet/FCoE and native FC ports. The Cisco Nexus
5548UP switch is shown in Figure 3.

Figure 3 Cisco Nexus 5548UP switch
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Cisco Nexus 3048 Switch

The Cisco Nexus® 3048 Switch is a line-rate Gigabit Ethernet top-of-rack (ToR) switch and is part of
the Cisco Nexus 3000 Series Switches portfolio. The Cisco Nexus 3048, with its compact one-rack-unit
(IRU) form factor and integrated Layer 2 and 3 switching, complements the existing Cisco Nexus family
of switches. This switch runs the industry-leading Cisco® NX-OS Software operating system, providing
customers with robust features and functions that are deployed in thousands of data centers worldwide.
The Cisco Nexus 3048 switch is shown in Figure 4.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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Figure 4 Cisco Nexus 3048 Switch

Cisco Nexus 1000v Virtual Switch

Nexus 1000v is a virtual Ethernet switch with two components:
e Virtual Supervisor Module (VSM)—the control plane of the virtual switch that runs NX-OS.

e Virtual Ethernet Module (VEM)—a virtual line card embedded into each VMware vSphere
hypervisor host (ESXi).

Virtual Ethernet Modules across multiple ESXi hosts form a virtual Distributed Switch (vDS). Using
the Cisco vDS VMware plug-in, the Virtual Interface Card (VIC) provides a solution that is capable of
discovering the Dynamic Ethernet interfaces and registering all of them as uplink interfaces for internal
consumption of the vDS. The vDS component on each host discovers the number of uplink interfaces
that it has and presents a switch to the virtual machines running on the host. All traffic from an interface
on a virtual machine is sent to the corresponding port of the vDS switch. The traffic is then sent out to
the physical link of the host using the special uplink port-profile. This vDS implementation guarantees
consistency of features and better integration of host virtualization with the rest of the Ethernet fabric in
the Data Center.

The Cisco Nexus 1000v vDS architecture is shown in Figure 5.

Figure 5 Cisco Nexus 1000v Switch
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VMware vSphere 5.0

VMware vSphere 5.0 is a next-generation virtualization solution from VMware which builds upon ESXi
4 and provides greater levels of scalability, security, and availability to virtualized environments.
vSphere 5.0 offers improvements in performance and utilization of CPU, memory, and I/O. It also offers
users the option to assign up to thirty two virtual CPU to a virtual machine—giving system
administrators more flexibility in their virtual server farms as processor-intensive workloads continue to
increase.

The vSphere 5.0 provides the VMware vCenter Server that allows system administrators to manage their
ESXi hosts and virtual machines on a centralized management platform. With the Cisco Fabric
Interconnects Switch integrated into the vCenter Server, deploying and administering virtual machines
is similar to deploying and administering physical servers. Network administrators can continue to own
the responsibility for configuring and monitoring network resources for virtualized servers as they did
with physical servers. System administrators can continue to “plug-in” their virtual machines into the
network ports that have Layer 2 configurations, port access and security policies, monitoring features,
and so on, that have been pre-defined by the network administrators; in the same way they need to plug
in their physical servers to a previously-configured access switch. In this virtualized environment, the
network port configuration/policies move with the virtual machines when the virtual machines are
migrated to different server hardware.

EMC Storage Technologies and Benefits

Software Suites

The EMC VNX™ family is optimized for virtual applications delivering industry-leading innovation and
enterprise capabilities for file, block, and object storage in a scalable, easy-to-use solution. This
next-generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today’s enterprises.

The VNXe™ series is powered by Intel Xeon processor, for intelligent storage that automatically and
efficiently scales in performance, while ensuring data integrity and security.

The VNXe series is purpose-built for the IT manager in smaller environments and the VNX series is
designed to meet the high-performance, high-scalability requirements of midsize and large enterprises.
The EMC VNXe and VNX storage arrays are multi-protocol platform that can support the iSCSI, NFS,
and CIFS protocols depending on the customer’s specific needs. The solution was validated using NFS
for data storage.

VNXe series storage arrays have following customer benefits:
e Next-generation unified storage, optimized for virtualized applications

e Capacity optimization features including compression, deduplication, thin provisioning, and
application-centric copies

e High availability, designed to deliver five 9s availability
e Multiprotocol support for file and block

e Simplified management with EMC Unisphere™ for a single management interface for all
network-attached storage (NAS), storage area network (SAN), and replication needs

The following are the available EMC software suites:

e Remote Protection Suite—Protects data against localized failures, outages, and disasters.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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EMC Avamar

Architectural Overview W

e Application Protection Suite—Automates application copies and proves compliance.

e Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious activity.

Total Value Pack—Includes all protection software suites, and the Security and Compliance Suite.

This is the available EMC protection software pack.

EMC’s Avamar® data deduplication technology seamlessly integrates into virtual environments,
providing rapid backup and restoration capabilities. Avamar’s deduplication results in vastly less data
traversing the network, and greatly reduces the amount of data being backed up and stored; resulting in
storage, bandwidth and operational savings.

The following are the two most common recovery requests used in backup and recovery:

¢ File-level recovery: Object-level recoveries account for the vast majority of user support requests.
Common actions requiring file-level recovery are—individual users deleting files, applications
requiring recoveries, and batch process-related erasures.

¢ System recovery: Although complete system recovery requests are less frequent in number than
those for file-level recovery, this bare metal restore capability is vital to the enterprise. Some of the
common root causes for full system recovery requests are—viral infestation, registry corruption, or
unidentifiable unrecoverable issues.

The Avamar System State protection functionality adds backup and recovery capabilities in both of these

scenarios.

Architectural Overview

This CVD discusses the deployment model for the following three VMware virtualization solutions:

e VMware solution for 50 virtual machines

e VMware solution for 100 virtual machines

e VMware solution for 125 virtual machines

Table 1 lists the mix of hardware components, their quantities and software components used for
different VMware solutions:

Table 1 Hardware and software components for various solutions
VMware 50 Virtual VMware 100 Virtual VMware 125 Virtual
Components Machines Machines Machines
Servers Three Cisco C220 M3  |Four Cisco C220 M3 Five Cisco C220 M3
servers servers servers
Adapters One Broadcom One Cisco UCS P81E  |One Cisco UCS P81E

NetXtreme II 5706 per
server

VIC per server

VIC per server

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures g
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Table 1 Hardware and software components for various solutions

VMware 50 Virtual VMware 100 Virtual VMware 125 Virtual
Components Machines Machines Machines
Network Two Cisco Nexus 3048 |Two Cisco Nexus Two Cisco Nexus
Switches switches 5548UP switches 5548UP switches

Virtual Switch

One Cisco Nexus 1000v

One Cisco Nexus 1000v

One Cisco Nexus 1000v

Storage

EMC VNXe3150

EMC VNXe3300

EMC VNX5300

Network Speed

1 GE

10 GE

10 GE

Hypervisor

VMware ESXi 5.0

VMware ESXi 5.0

VMware ESXi 5.0

Table 2 lists the various hardware and software components which occupies different tiers of the Cisco
solution for EMC VSPEX VMware architectures under test.

Table 2 Hardware and software components of VMware architectures
Vendor Name Version Description
Cisco C220 M3 servers 1.4(4a).1 - CIMC Cisco C220 M3 rack
C220M3.1.4.4¢.0 - servers
BIOS
Cisco Cisco Nexus 5548UP 5.1(3)N1(1a) Cisco Nexus 5000 series
Switches switches running
NX-0S
Cisco Cisco Nexus 3048 5.0(3)U2(2b) Nexus 3000 series
Switches switches running
NX-0S
Cisco Cisco Nexus 1000v 4.2(1)SV1(5.1a) Cisco Nexus 1000
switch virtual switch
EMC EMC VNXe3150 2.2.0.16150 EMC VNXe storage
array
EMC EMC VNXe3300 2.2.0.16150 EMC VNXe storage
array
EMC EMC VNX5300 7.0.50-2 EMC VNX storage
array
EMC EMC Avamar 6.0.0-592 EMC data backup
software
EMC Data Domain OS 5.1.0.9-282511 EMC data domain
operating system
VMware ESXi 5.0 5.0 build 623860 VMware Hypervisor
VMware vCenter Server 5.0 build 455964 VMware management

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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Table 2 Hardware and software components of VMware architectures
Vendor Name Version Description
Microsoft Microsoft Windows 2008 R2 SP1 Operating system to
Server 2008 R2 host vCenter server
Microsoft Microsoft SQL server  |2008 R2 Database server SQL
R2 Enterprise edition
for vCenter

Table 3 outlines the C220 M3 server configuration details (per server basis) across all the VMware

architectures.

Table 3 Server configuration details

Component Capacity

Memory (RAM) 64 GB (8X8 MB DIMM)

Processor 2 x Intel® Xenon ® E5-2650 CPUs, 2
GHz, 8 cores, 16 threads

Local Storage Cisco UCS RAID SAS 2008M-8i
Mezzanine Card, with 2 x 67 GB slots for
each of the RAID 1 configurations.

All the three reference architectures assume that there is an existing infrastructure / management
network available where a virtual machine hosting vCenter server and Windows Active Directory / DNS
server are present. A new VM hosting the Nexus 1000v VMS service would be deployed as part of the
Cisco solution for the EMC VSPEX architecture. Figure 6, Figure 7, Figure 8 illustrate high-level
solution architecture for 50, 100 and 125 virtual machines.

Figure 6 Reference Architecture for 50 Virtual Machines
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Figure 7 Reference Architecture for 100 Virtual Machines
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Figure 8 Reference Architecture for 125 Virtual Machines
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Figure 6, Figure 7, Figure 8 illustrate that the high-level design points of VMware architectures are as
follows:

¢ Only Ethernet is used as network layer 2 media to access storage as well as TCP/IP network
e Infrastructure network is on a separate 1GE network

e Network redundancy is built in by providing two switches, two storage controllers and redundant
connectivity for data, storage and infrastructure networking.
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This design does not recommend or require any specific layout of infrastructure network. The VMware
vCenter server and the Cisco Nexus 1000v VSM virtual machines are hosted on infrastructure network.
However, design does require accessibility of certain VLANSs from the infrastructure network to reach
the servers.

ESXi 5.0 is used as hypervisor operating system on each server and is installed on local hard drives.
Typical load is 25 virtual machines per server.

Memory Configuration Guidelines

This section provides guidelines for allocating memory to the virtual machines. The guidelines outlined
here take into account vSphere memory overhead and the virtual machine memory settings.

ESXi/ESXi Memory Management Concepts

VMware vSphere virtualizes guest physical memory by adding an extra level of address translation.
Shadow page tables make it possible to provide this additional translation with little or no overhead.
Managing memory in the hypervisor enables the following:

e Memory sharing across virtual machines that have similar data (that is, same guest operating
systems).

e Memory over commitment, which means allocating more memory to virtual machines than is
physically available on the ESX/ESXi host.

e A memory balloon technique whereby virtual machines that do not need all the memory they were
allocated give memory to virtual machines that require additional allocated memory.

For more information about vSphere memory management concepts, see the VMware vSphere Resource
Management Guide.

Virtual Machine Memory Concepts

Guest memory

L

v configured

reservation

Touched
memory

The Figure 9 illustrates the use of memory settings parameters in the virtual machine.

Figure 9 Virtual Machine Memory Settings
i Swappable +

! unused h .

| Size of VM swap file
§ unused

' Guest reservation
I Guest

The VMware vSphere memory settings for a virtual machine include the following parameters:
¢ Configured memory—Memory size of virtual machine assigned at creation.

¢ Touched memory—Memory actually used by the virtual machine. VMware vSphere allocates only
guest operating system memory on demand.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures g
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Swappable—Virtual machine memory can be reclaimed by the balloon driver or by VMware
vSphere swapping. Ballooning occurs before VMware vSphere swapping. If this memory is in use
by the virtual machine (that is, touched and in use), the balloon driver causes the guest operating
system to swap.

Allocating Memory to Virtual Machines

Memory sizing for a virtual machine in VSPEX architectures is based on many factors. With the number
of application services and use cases available determining a suitable configuration for an environment
requires creating a baseline configuration, testing, and making adjustments, as discussed later in this
paper. Table 4 outlines the resources used by a single virtual machine:

Table 4 Resources for a single virtual machine
Characteristics Value
Virtual processor per virtual machine 1

(vCPU)

RAM per virtual machine 2GB

Available storage capacity per virtual 100 GB

machine

I/O operations per second (IOPS) per VM |25

I/0 pattern Random

1/0O read/write ratio 2:1

Following are the recommended best practices:

Account for memory overhead—Virtual machines require memory beyond the amount allocated,
and this memory overhead is per-virtual machine. Memory overhead includes space reserved for
virtual machine devices, depending on applications and internal data structures. The amount of
overhead required depends on the number of vCPUs, configured memory, and whether the guest
operating system is 32-bit or 64-bit. As an example, a running virtual machine with one virtual CPU
and two GB of memory may consume about 100 MB of memory overhead, where a virtual machine
with two virtual CPUs and 32 GB of memory may consume approximately 500 MB of memory
overhead. This memory overhead is in addition to the memory allocated to the virtual machine and
must be available on the ESXi host.

“Right-size” memory allocations—Over-allocating memory to virtual machines can waste memory
unnecessarily, but it can also increase the amount of memory overhead required to run the virtual
machine, thus reducing the overall memory available for other virtual machines. Fine-tuning the
memory for a virtual machine is done easily and quickly by adjusting the virtual machine properties.
In most cases, hot-adding of memory is supported and can provide instant access to the additional
memory if needed.

Intelligently overcommit—Memory management features in VMware vSphere allow for over
commitment of physical resources without severely impacting performance. Many workloads can
participate in this type of resource sharing while continuing to provide the responsiveness users
require of the application. When looking to scale beyond the underlying physical resources, consider
the following:
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Establish a baseline before overcommitted. Note the performance characteristics of the
application before and after. Some applications are consistent in how they utilize resources and
may not perform as expected when VMware vSphere memory management techniques take
control. Others, such as Web servers, have periods where resources can be reclaimed and are
perfect candidates for higher levels of consolidation.

Use the default balloon driver settings. The balloon driver is installed as part of the VMware
Tools suite and is used by ESXi/ESXi if physical memory comes under contention. Performance
tests show that the balloon driver allows ESXi/ESXi to reclaim memory, if required, with little
to no impact to performance. Disabling the balloon driver forces ESXi/ESXi to use
host-swapping to make up for the lack of available physical memory which adversely affects
performance.

Set a memory reservation for virtual machines that require dedicated resources. Virtual
machines running Search or SQL services consume more memory resources than other
application and Web front-end virtual machines. In these cases, memory reservations can
guarantee that the services have the resources they require while still allowing high
consolidation of other virtual machines.

As with overcommitted CPU resources, proactive monitoring is a requirement. Table 5 lists counters that
can be monitored to avoid performance issues resulting from overcommitted memory.

Table 5 ESXitop Memory Counters
EXitop Metrics Description Implication
SWAP /MB: 1/s, w/s The rate at which machine |High rates of swapping
memory is swapped in and |affect guest performance. If
out of disk. free memory is low, consider
moving virtual machines to
other hosts. If free memory
is OK, check resource limits
on the virtual machines.
MCTLSZ The amount of guest If the guest working set is

physical memory reclaimed |smaller than guest physical
by the balloon driver. memory after ballooning, no
performance degradation is
observed. However,
investigate the cause for
ballooning. It could be due
to low host memory or a
memory limit on the virtual
machine.

Storage Guidelines

VSPEX architecture for VMware 50, 100, and 125 virtual machine scale uses NFS to access storage
arrays. This simplifies the design and implementation for the small to medium level businesses.
VMware vSphere provides many features that take advantage of EMC storage technologies such as VNX
VAALI plugin for NFS storage and storage replication. Features such as VMware vMotion, VMware HA,
and VMware Distributed Resource Scheduler (DRS) use these storage technologies to provide high
availability, resource balancing, and uninterrupted workload migration.
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Virtual Server Configuration
Figure 10 shows that the VMware storage virtualization can be categorized into three layers of storage
technology:

e The Storage array is the bottom layer, consisting of physical disks presented as logical disks (storage
array volumes or LUNS) to the layer above, with the VMware vSphere virtual environment.

e Storage array LUNs that are formatted as NFS datastores provide storage for virtual disks.

e Virtual disks that are presented to the virtual machine and guest operating system as NFS attached
disks can be partitioned and used in the file systems.

Figure 10 VMware Storage Virtualization Stack
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Storage Protocol Capabilities

VMware vSphere provides vSphere and storage administrators with the flexibility to use the storage
protocol that meets the requirements of the business. This can be a single protocol datacenter wide, such
as iSCSI, or multiple protocols for tiered scenarios such as using Fibre Channel for high-throughput
storage pools and NFS for high-capacity storage pools.

For VSPEX solution on VMware vSphere NFS is a recommended option because of its simplicity in
deployment.

For more information, see the VMware white paper Comparison of Storage Protocol Performance in
VMware vSphere 5: http://www.vmware.com/files/pdf/perf_vsphere_storage_protocols.pdf

Storage Best Practices

Following are the VMware vSphere storage best practices:

e Host multi-pathing—Having a redundant set of paths to the storage area network is critical to
protecting the availability of your environment. This redundancy can be in the form of dual adapters
connected to separate fabric switches, or a set of teamed network interface cards for NFS.
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e Partition alignment—Partition misalignment can lead to severe performance degradation due to I/O
operations having to cross track boundaries. Partition alignment is important both at the NFS level
as well as within the guest operating system. Use the VMware vSphere Client when creating NFS
datastores to be sure they are created aligned. When formatting volumes within the guest, Windows
2008 aligns NTFS partitions on a 1024KB offset by default.

e Use shared storage—In a VMware vSphere environment, many of the features that provide the
flexibility in management and operational agility come from the use of shared storage. Features such
as VMware HA, DRS, and vMotion take advantage of the ability to migrate workloads from one host
to another host while reducing or eliminating the downtime required to do so.

e (Calculate your total virtual machine size requirements—Each virtual machine requires more space
than that used by its virtual disks. Consider a virtual machine with a 20GB OS virtual disk and 16GB
of memory allocated. This virtual machine will require 20GB for the virtual disk, 16GB for the
virtual machine swap file (size of allocated memory), and 100MB for log files (total virtual disk size
+ configured memory + 100MB) or 36.1GB total.

¢ Understand I/O Requirements—Under-provisioned storage can significantly slow responsiveness
and performance for applications. In a multitier application, you can expect each tier of application
to have different I/O requirements. As a general recommendation, pay close attention to the amount
of virtual machine disk files hosted on a single NFS volume. Over-subscription of the I/O resources
can go unnoticed at first and slowly begin to degrade performance if not monitored proactively.

VSPEX VMware Memory Virtualization

VMware vSphere 5.0 has a number of advanced features that help to maximize performance and overall
resources utilization. This section describes the performance benefits of some of these features for the
VSPEX deployment.

Memory Compression

Memory over-commitment occurs when more memory is allocated to virtual machines than is physically
presentin a VMware ESXi host. Using sophisticated techniques, such as ballooning and transparent page
sharing, ESXi is able to handle memory over-commitment without any performance degradation.
However, if more memory than that is present on the server is being actively used, ESXi might resort to
swapping out portions of a VM's memory.

For more details about VMware vSphere memory management concepts, see the VMware vSphere
Resource Management Guide at: http://www.VMware.com/files/pdf/mem_mgmt_perf_Vsphere5.pdf

Virtual Networking

The Cisco Nexus 1000v collapses virtual and physical networking into a single infrastructure. The Nexus
1000v allows data center administrators to provision, configure, manage, monitor, and diagnose virtual
machine network traffic and bare metal network traffic within a unified infrastructure.

The Nexus 1000v software extends Cisco data-center networking technology to the virtual machine with
the following capabilities:

e Each virtual machine includes a dedicated interface on the virtual Distributed Switch (vDS).
e All virtual machine traffic is sent directly to the dedicated interface on the vDS.
e The native VMware virtual switch in the hypervisor is replaced by the vDS.

e Live migration and vMotion are also supported with the Cisco VM-FEX.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
| "=



http://www.VMware.com/files/pdf/mem_mgmt_perf_Vsphere5.pdf
http://www.VMware.com/files/pdf/mem_mgmt_perf_Vsphere5.pdf

W Architectural Overview

Benefits

Simplified operations—Seamless virtual networking infrastructure similar to Cisco Nexus 5000 /
7000 series CLI interface

Improved network security—Contains VLAN proliferation
Optimized network utilization—Reduces broadcast domains

Reduced network complexity—Separation of network and server administrator’s domain by
providing port-profiles by name

Virtual Networking Best Practices

Following are the VMware vSphere networking best practices:

Separate virtual machine and infrastructure traffic—Keep virtual machine and VMkernel or service
console traffic separate. This can be accomplished physically using separate virtual switches that
uplink to separate physical NICs, or virtually using VLAN segmentation.

Use NIC Teaming—Use two physical NICs per vSwitch, and if possible, uplink the physical NICs
to separate physical switches. Teaming provides redundancy against NIC failure and, if connected
to separate physical switches, against switch failures. NIC teaming does not necessarily provide
higher throughput.

Enable PortFast on ESX/ESXi host uplinks—Failover events can cause spanning tree protocol
recalculations that can set switch ports into a forwarding or blocked state to prevent a network loop.
This process can cause temporary network disconnects. To prevent this situation, set the switch ports
connected to ESXi/ESXi hosts to PortFast, which immediately sets the port back to the forwarding
state and prevents link state changes on ESXi/ESXi hosts from affecting the STP topology. Loops
are not possible in virtual switches.

MAC pinning—MAC pinning based load balancing and high availability is recommended over the
virtual Port-Channel (vPC) based load balancing because of the simplicity in the MAC pinning
approach. MAC pinning provides more static allocation of virtual machines’ vNICs on the physical
uplink, however, given 25 virtual machines per server, there will be a fair distribution of network
load across the Virtual Machines.

Converged Network and Storage I/O with 10Gbps Ethernet—Consolidating storage and network
traffic can provide simplified cabling and management over maintaining separate switching
infrastructures.

VMware vSphere Performance

With every release of VMware vSphere the overhead of running an application on the VMware vSphere
virtualized platform is reduced by the new performance improving features. Typical virtualization
overhead for applications is less than 10%. Many of these features not only improve performance of the
virtualized application itself, but also allow for higher consolidation ratios. Understanding these features
and taking advantage of them in your environment helps guarantee the highest level of success in your
virtualized deployment. Table 6 provides details on VMware vSphere performance.
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Table 6 VMware vSphere Performance
ESXitop Metric Description Implication
NUMA Support ESX/ESXi uses a NUMA See The CPU Scheduler

load-balancer to assign a home
node to a virtual machine.
Because memory for the virtual
machine is allocated from the
home node, memory access is
local and provides the best
performance possible. Even
applications that do not directly
support NUMA benefit from this
feature.

in VMware ESXi 5:
http://www.vmware.co
m/pdf/Perf_Best_Practi
ces_vSphere5.0.pdf

Transparent page
sharing

Virtual machines running similar
operating systems and
applications typically have
identical sets of memory content.
Page sharing allows the
hypervisor to reclaim the
redundant copies and keep only
one copy, which frees up the
total host memory consumption.
If most of your application
virtual machines run the same
operating system and application
binaries then total memory usage
can be reduced to increase
consolidation ratios.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf

Memory ballooning

By using a balloon driver loaded
in the guest operating system,
the hypervisor can reclaim host
physical memory if memory
resources are under contention.
This is done with little to no
impact to the performance of the
application.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf
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Table 6

VMware vSphere Performance

ESXitop Metric

Description

Implication

Memory compression

Before a virtual machine resorts
to host swapping, due to memory
over commitment the pages
elected to be swapped attempt to
be compressed. If the pages can
be compressed and stored in a
compression cache, located in
main memory, the next access to
the page causes a page
decompression as opposed to a
disk swap out operation, which
can be an order of magnitude
faster.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf

Large memory page
support

An application that can benefit
from large pages on native
systems, such as MS SQL, can
potentially achieve a similar
performance improvement on a
virtual machine backed with
large memory pages. Enabling
large pages increases the
memory page size from 4KB to
2MB.

See Performance Best
Practices for VMware
vSphere 5.0:
http://www.vmware.co
m/pdf/Perf_Best_Practi
ces_vSphere5.0.pdf

and see Performance
and Scalability of
Microsoft SQL Server
on VMware vSphere 4:

http://www.vmware.co
m/files/pdf/perf_vspher
e_sql_scalability.pdf

Physical and Virtual CPUs

Virtual SMP

VMware uses the terms virtual CPU (vCPU) and physical CPU to distinguish between the processors
within the virtual machine and the underlying physical x86/x64-based processor cores. Virtual machines
with more than one virtual CPU are also called SMP (symmetric multiprocessing) virtual machines. The
virtual machine monitor (VMM), or hypervisor, is responsible for CPU virtualization. When a virtual
machine starts running, control transfers to the VMM, which virtualizes the guest OS instructions.

VMware Virtual Symmetric Multiprocessing (Virtual SMP) enhances virtual machine performance by
enabling a single virtual machine to use multiple physical processor cores simultaneously. VMware
vSphere supports the use of up to thirty two virtual CPUs per virtual machine. The biggest advantage of
an SMP system is the ability to use multiple processors to execute multiple tasks concurrently, thereby
increasing throughput (for example, the number of transactions per second). Only workloads that
support parallelization (including multiple processes or multiple threads that can run in parallel) can
really benefit from SMP.
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The virtual processors from SMP-enabled virtual machines are co-scheduled. That is, if physical
processor cores are available, the virtual processors are mapped one-to-one onto physical processors and
are then run simultaneously. In other words, if one vCPU in the virtual machine is running, a second
vCPU is co-scheduled so that they execute nearly synchronously. Consider the following points when
using multiple vCPUs:

e Simplistically, if multiple, idle physical CPUs are not available when the virtual machine wants to
run, the virtual machine remains in a special wait state. The time a virtual machine spends in this
wait state is called ready time.

e Even idle processors perform a limited amount of work in an operating system. In addition to this
minimal amount, the ESXi host manages these “idle” processors, resulting in some additional work
by the hypervisor. These low-utilization vCPUs compete with other vCPUs for system resources.

In VMware ESXi 5 and ESXi, the CPU scheduler underwent several improvements to provide better
performance and scalability; for more information, see the CPU Scheduler in VMware ESXi 5:

http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.0.pdf. For example, in VMware ESXi 5,
the relaxed co-scheduling algorithm was refined so that scheduling constraints due to co-scheduling
requirements are further reduced. These improvements resulted in better linear scalability and
performance of the SMP virtual machines.

Overcommitment

VMware conducted tests on virtual CPU overcommitment with SAP and SQL, showing that the
performance degradation inside the virtual machines is linearly reciprocal to the overcommitment.
Because the performance degradation is “graceful,” any virtual CPU overcommitment can be effectively
managed by using VMware DRS and VMware vSphere® vMotion® to move virtual machines to other
ESX/ESXi hosts to obtain more processing power. By intelligently implementing CPU overcommitment,
consolidation ratios of applications Web front-end and application servers can be driven higher while
maintaining acceptable performance. If it is chosen that a virtual machine not participate in
overcommitment, setting a CPU reservation provides a guaranteed CPU allocation for the virtual
machine. This practice is generally not recommended because the reserved resources are not available
to other virtual machines and flexibility is often required to manage changing workloads. However,
SLAs and multi-tenancy may require a guaranteed amount of compute resources to be available. In these
cases, reservations make sure that these requirements are met.

When choosing to overcommit CPU resources, monitor vSphere and applications to be sure
responsiveness is maintained at an acceptable level. Table 7 lists counters that can be monitored to help
achieve higher drive consolidation while maintaining the system performance.
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Hyper-Threading

Table 7 List of Counters

ESXitop Metric Description Implication

%RDY Percentage of time a A high %RDY time (use 20% as
vCPU in a run queue is |a starting point) may indicate the
waiting for the CPU virtual machine is under
scheduler to letit run on |resource contention. Monitor
a physical CPU. this—if application speed is OK,

a higher threshold may be
tolerated.

%MLMTD Percentage of time a A high %MLMTD time may
vCPU was ready to run |indicate a CPU limit is holding
but was deliberately not |the VM in a ready to run state. If
scheduled due to CPU |the application is running slow
limits. consider increasing or removing

the CPU limit.

%CSTP Percentage of time a A high %CSTP time usually
vCPU spent in read, means that vCPUs are not being
co-descheduled state. used in a balanced fashion.
Only meaningful for Evaluate the necessity for
SMP virtual machines. |multiple vCPUs.

Hyper-threading technology (recent versions of which are called symmetric multithreading, or SMT)
enables a single physical processor core to behave like two logical processors, essentially allowing two
independent threads to run simultaneously. Unlike having twice as many processor cores—which can
roughly double performance—hyper-threading can provide anywhere from a slight to a significant
increase in system performance by keeping the processor pipeline busier.

Non-Uniform Memory Access (NUMA)

Non-Uniform Memory Access (NUMA) compatible systems contain multiple nodes that consist of a set
of processors and memory. The access to memory in the same node is local, while access to the other
node is remote. Remote access can take longer because it involves a multihop operation. In

NUMA -aware applications, there is an attempt to keep threads local to improve performance.

The VMware ESX/ESXi provides load-balancing on NUMA systems. To achieve the best performance,
it is recommended that the NUMA be enabled on compatible systems. On a NUMA-enabled ESX/ESXi
host, virtual machines are assigned a home node from which the virtual machine’s memory is allocated.
Because it is rare for a virtual machine to migrate away from the home node, memory access is mostly
kept local.

In applications that scale out well it is beneficial to size the virtual machines with the NUMA node size
in mind. For example, in a system with two hexa-core processors and 64GB of memory, sizing the virtual
machine to six virtual CPUs and 32GB or less, means that the virtual machine does not have to span
multiple nodes.
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VSPEX VMware Storage Virtualization

Disk provisioning on the EMC VNXe series is simplified through the use of wizards, so that
administrators need not choose the disks that belong to the given storage pool. The wizard will
automatically choose the available disk, regardless of where the disk physically resides in the array. On
the other hand, disk provisioning on the EMC VNX series requires administrators to choose disks for
each of the storage pools.

Storage Layout

This section illustrates the physical disk layouts on the EMC VNXe and VNX storage arrays.

Figure 11 shows storage architecture for 50 virtual machines on VNXe3150:

Figure 11 Storage Architecture for 50 Virtual Machines on EMC VNXe3150

SAS . Not Present

Figure 12 shows storage architecture for 100 virtual machines on VNXe3300:
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Figure 12 Storage Architecture for 100 Virtual Machines on EMC VNXe3300
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Figure 13 shows storage architecture for 125 virtual machines on VNX5300:
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Storage Architecture for 125 Virtual Machines on EMC VNX5300
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Table 8 provides the data store sizes for various architectures shown in Figure 11, Figure 12, Figure 13:

Table 8 Data store sizes

100 virtual 125 virtual
Parameters 50 virtual machines |machines machines
Disk capacity & 600 GB SAS 600 GB SAS 600 & 300 GB SAS
type
Number of disks 30 63 60 (600 GB)

15 (300 GB)
RAID type 4+1RAIDS 6+ 1RAID S 4+1RAIDS
groups groups groups

Number of pools 6 9 15

For all the architectures, EMC recommends one hot spare disk allocated for each 30 disks of a given type.

The VNX/VNXe family is designed for five 9s availability by using redundant components throughout
the array. All of the array components are capable of continued operation in case of hardware failure.
The RAID disk configuration on the array provides protection against data loss due to individual disk
failures, and the available hot spare drives can be dynamically allocated to replace a failing disk.
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Storage Virtualization

NFS is a cluster file system that provides UDP based stateless storage protocol to access storage across
multiple hosts over the network. Each virtual machine is encapsulated in a small set of files and NFS
datastore mount points are used for the operating system partitioning and data partitioning.

It is preferable to deploy virtual machine files on shared storage to take advantage of VMware VMotion,
VMware High Availability™ (HA), and VMware Distributed Resource Scheduler™ (DRS). This is
considered a best practice for mission-critical deployments, which are often installed on third-party,
shared storage management solutions.

Architecture for 50 VMware Virtual Machines

Figure 14 shows the logical layout of 50 VMware virtual machines. Following are the key aspects of this
solution:

Three Cisco C220 M3 servers are used.

The solution uses Cisco Nexus 3048 switches and Broadcom 1Gbps NIC. This results in the 1Gbps
solution for the storage access.

Virtual port-channels on storage side networking provide high-availability and load balancing.

Cisco Nexus 1000v distributed Virtual Switch provides port-profiles based virtual networking
solution.

On server side, port-profile based MAC pinning feature provides simplified load balancing and
network high availability.

EMC VNXe3150 is used as a storage array.

Figure 14 Cisco Solution VMware Architecture for 50 Virtual Machines
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Architecture for 100 VMware Virtual Machines

Figure 15 shows the logical layout of 100 VMware virtual machines. Following are the key aspects of
this solution:

e Four Cisco C220 M3 servers are used.

e The solution uses Cisco Nexus 5548UP switches and 10 Gbps Cisco VIC adapters. This results in

the 10Gbps solution for the storage access and network and makes vMotion 9 times faster compared
to the 1 Gbps solution.

e Virtual port-channels on storage side networking provide high-availability and load balancing.

e Cisco Nexus 1000v distributed Virtual Switch provides port-profiles based virtual networking
solution.

e On server side, port-profile based MAC pinning feature provides simplified load balancing and
network high availability.

e EMC VNXe3300 is used as a storage array.

Figure 15 Cisco Solution VMware Architecture for 100 Virtual Machines
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Architecture for 125 VMware Virtual Machines

Figure 16 shows the logical layout of 125 VMware virtual machines. Following are the key aspects of
this solution:

¢ Five Cisco C220 M3 servers are used.

e The solution uses Cisco Nexus 5548UP switches and 10 Gbps Cisco VIC adapters. This results in

the 10Gbps solution for the storage access and network and makes vMotion 9 times faster compared
to the 1 Gbps solution.
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e Virtual port-channels on storage side networking provide high-availability and load balancing.

e Cisco Nexus 1000v distributed Virtual Switch provides port-profiles based virtual networking
solution.

e On server side, port-profile based MAC pinning feature provides simplified load balancing and
network high availability.

e EMC VNXS5300 is used as a storage array.

Figure 16 Cisco Solution VMware Architecture for 125 Virtual Machines
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Sizing Guidelines

In any discussion about virtual infrastructures, it is important to first define a reference workload. Not
all servers perform the same tasks, and it is impractical to build a reference that takes into account every
possible combination of workload characteristics.

Defining the Reference Workload

To simplify the discussion, we have defined a representative customer reference workload. By
comparing your actual customer usage to this reference workload, you can extrapolate which reference
architecture to choose.

For the VSPEX solutions, the reference workload was defined as a single virtual machine. This virtual
machine has the following characteristics:
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Table 9 Virtual machine characteristics
Characteristic Value
Virtual machine operating system Microsoft Windows Server 2008 R1 SP1
Virtual processor per virtual machine 1
(vCPU)

RAM per virtual machine 2 GB
Available storage capacity per virtual 100 GB
machine

I/0 operations per second (IOPS) per VM |25

I/0 pattern Random
I/0 read/write ratio 2:1

This specification for a virtual machine is not intended to represent any specific application. Rather, it
represents a single common point of reference to measure other virtual machines.

Applying the Reference Workload

When considering an existing server that will move into a virtual infrastructure, you have the opportunity
to gain efficiency by right-sizing the virtual hardware resources assigned to that system.

The reference architectures create a pool of resources sufficient to host a target number of reference
virtual machines as described above. It is entirely possible that customer virtual machines may not
exactly match the specifications above. In that case, you can say that a single specific customer virtual
machine is the equivalent of some number of reference virtual machines, and assume that number of
virtual machines have been used in the pool. You can continue to provision virtual machines from the
pool of resources until it is exhausted. Consider these examples:

Example 1 Custom Built Application

A small custom-built application server needs to move into this virtual infrastructure.
The physical hardware supporting the application is not being fully utilized at present.
A careful analysis of the existing application reveals that the application can use one
processor, and needs 3 GB of memory to run normally. The IO workload ranges between 4
IOPS at idle time to 15 IOPS when busy. The entire application is only using about 30 GB
on local hard drive storage.

Based on these numbers, following resources are needed from the resource pool:

- CPU resources for 1 VM

- Memory resources for 2 VMs

- Storage capacity for 1 VM

- IOPS for 1 VM

In this example, a single virtual machine uses the resources of two of the reference VMs.
If the original pool had the capability to provide 100 VMs worth of resources, the new
capability is 98 VMs.
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Example 2 Point of Sale System

The database server for a customer’s point-of-sale system needs to move into this virtual
infrastructure. It is currently running on a physical system with four CPUs and 16 GB of
memory. It uses 200 GB storage and generates 200 IOPS during an average busy cycle.

The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of 4 reference VMs

- Memory of 8 reference VMs

- Storage of 2 reference VMs

- IOPS of 8 reference VMs

In this case the one virtual machine uses the resources of eight reference virtual
machines. If this was implemented on a resource pool for 50 virtual machines, there are
42 virtual machines of capability remaining in the pool.

Example 3 Web Server

The customer’s web server needs to move into this virtual infrastructure. It is currently
running on a physical system with two CPUs and 8GB of memory. It uses 25 GB of storage and
generates 50 IOPS during an average busy cycle.

The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of 2 reference VMs

- Memory of 4 reference VMs

- Storage of 1 reference VMs

- IOPS of 2 reference VMs

In this case the virtual machine would use the resources of four reference virtual
machines. If this was implemented on a resource pool for 125 virtual machines, there are
121 virtual machines of capability remaining in the pool.

Example 4 Decision Support Database

The database server for a customer’s decision support system needs to move into this

virtual infrastructure. It is currently running on a physical system with 10 CPUs and 48
GB of memory. It uses 5 TB of storage and generates 700 IOPS during an average busy
cycle.

The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of ten reference VMs

- Memory of 24 reference VMs

- Storage of 52 reference VMs

- IOPS of 28 reference VMs

In this case the one virtual machine uses the resources of 52 reference virtual machines.
If this was implemented on a resource pool for 100 virtual machines, there are 48 virtual
machines of capability remaining in the pool.

Summary of Example

The four examples show the flexibility of the resource pool model. In all the four cases the workloads
simply reduce the number of available resources in the pool. If all four examples were implemented on
the same virtual infrastructure, with an initial capacity of 100 virtual machines they can all be
implemented, leaving the capacity of thirty six reference virtual machines in the resource pool.

In more advanced cases, there may be tradeoffs between memory and I/O or other relationships where
increasing the amount of one resource, decreases the need for another. In these cases, the interactions
between resource allocations become highly complex, and are out of the scope of this document.
However, when a change in the resource balance is observed, and the new level of requirements is
known; these virtual machines can be added to the infrastructure using the method described in the above
examples.
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VSPEX Configuration Guidelines

This sections provides the procedure to deploy the Cisco solution for EMC VSPEX VMware
architecture.

Follow these steps to configure the Cisco solution for EMC VSPEX VMware architectures:
1. Pre-deployment tasks.

Prepare servers.

Prepare switches, connect network and configure switches.

Prepare and configure storage array.

Install ESXi servers and vCenter infrastructure.

Install and configure SQL server database.

Install and configure vCenter server.

Install and configure Nexus 1000v.

© S8 N & a0 B W N

Test the installation.

These steps are described in detail in the following sections.

Pre-Deployment Tasks

Pre-deployment tasks include procedures that do not directly relate to environment installation and
configuration, but whose results will be needed at the time of installation. Examples of pre-deployment
tasks are collection of hostnames, IP addresses, VLAN IDs, license keys, installation media, and so on.
These tasks should be performed before the customer visit to decrease the time required onsite.

¢ Gather documents—Gather the related documents listed in the Preface. These are used throughout
the text of this document to provide detail on setup procedures and deployment best practices for the
various components of the solution.

e Gather tools—Gather the required and optional tools for the deployment. Use following table to
confirm that all equipment, software, and appropriate licenses are available before the deployment
process.

¢ Gather data—Collect the customer-specific configuration data for networking, naming, and required
accounts. Enter this information into the Customer Configuration Data worksheet for reference
during the deployment process.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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Table 10

Customer- Specific Configuration Data

Requirement

Description

Reference

Hardware

Cisco UCS C220 M3 servers to
host virtual machines

EMC-Cisco Reference
Architecture: VSPEX

VMware vSphere™ 5 server to
host virtual infrastructure
servers

Note: This requirement may be
covered in the existing
infrastructure

Server Virtualization
with VMware vSphere 5
for up to 50, 100 or 125
Virtual Machines.

Cisco Nexus switches: Two
Cisco Nexus 5548UP or 3048
switches for high availability

EMC VNX/VNXe storage:
Multiprotocol storage array with
the required disk layout as per
architecture requirements

Software

VMware ESXi™ 5.0 installation
media

See the corresponding
product documentation

VMware vCenter Server 5.0
installation media

Cisco Nexus 1000v virtual
switch installation media

EMC VSI for VMware vSphere:
Unified Storage Management —
Product Guide

EMC VSI for VMware vSphere:
Storage Viewer—Product Guide

Microsoft Windows Server 2008
R2 SP1 installation media
(suggested OS for VMware
vCenter)

Microsoft SQL Server 2008 R2
SP1 Note: This requirement may
be covered in the existing
infrastructure

Licenses

VMware vCenter 5.0 license key

Consult your

VMware ESXi 5.0 license keys

corresponding vendor

Microsoft SQL Server license
key

Note: This requirement may be
covered in the existing
infrastructure

obtain license keys
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Customer Configuration Data

To reduce the onsite time, information such as IP addresses and hostnames should be assembled as part
of the planning process.

The section Customer Configuration Data Sheet, page 150 provides tabulated record of relevant
information (to be filled at the customer’s end). This form can be expanded or contracted as required,
and information may be added, modified, and recorded as the deployment progresses.

Additionally, complete the VNXe Series Configuration Worksheet, available on the EMC online support
website, to provide the most comprehensive array-specific information.

Preparing Servers

Preparing the Cisco C220 M3 servers is a common step for all the VMware architectures. Firstly, you
need to install the C220 M3 server in a rack. For more information on mounting the Cisco C220 servers,
see the installation guide on details about how to physically mount the server:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/C220/install/install.html

To prepare the servers, follow these steps:

1. Configure Management IP Address for CIMC Connectivity, page 37
2. Enabling Virtualization Technology in BIOS, page 38

3. Configuring RAID, page 40

These steps are discussed in detail in the following sections.

Configure Management IP Address for CIMC Connectivity

To power-on the server and configure the management IP address, follow these steps:

1. Attach a supplied power cord to each power supply in your server, and then attach the power cord
to a grounded AC power outlet.

2. Connect a USB keyboard and VGA monitor by using the supplied KVM cable connected to the
KVM connector on the front panel.

Press the Power button to boot the server. Watch for the prompt to press F8.
During bootup, press F8 when prompted to open the BIOS CIMC Configuration Utility.
Set the NIC mode to Dedicated and NIC redundancy to None.

Choose whether to enable DHCP for dynamic network settings, or to enter static network settings.

N o o B w

Press F10 to save your settings and reboot the server.
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Figure 17 Configuring CIMC IP in CIMC Configuration Utility
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When the CIMC IP is configured, the server can be managed using the https based Web GUI or CLI.

S

Note  The default username for the server is “admin” and the default password is “password”. Cisco strongly
recommends changing the default password.

Enabling Virtualization Technology in BIOS

VMware vCenter requires an x64-based processor, hardware-assisted virtualization (Intel VT enabled),
and hardware data execution protection (Execute Disable enabled). Perform the following steps to enable
Intel ® VT and Execute Disable in BIOS.

1. Using a web browser, connect to the CIMC using the IP address configured in the CIMC
Configuration section.

2. Launch the KVM from the CIMC GUI.
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Figure 18 Launching KVM Console Through CIMC GUI
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3. Press the Power button to boot the server. Watch for the prompt to press F2.
4. During bootup, press F2 when prompted to open the BIOS Setup Utility.

5. Choose Advanced tab > Processor Configuration.
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Figure 19 Enabling Virtualization Technology in KVM Console
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6. Enable Execute Disable and Intel VT as shown in Figure 19.

Configuring RAID

The RAID controller type is Cisco UCSC RAID SAS 2008 and supports 0, 1, 5 RAID levels. We need
to configure RAID level 1 for this setup and set the virtual drive as boot drive.

To configure RAID controller, perform the following steps:

1. Using a web browser, connect to the CIMC using the IP address configured in the CIMC
Configuration section.

2. Launch the KVM from the CIMC GUI.
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Launching KVM Console Through CIMC GUI
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1.4(4a)
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3. During bootup, press <Ctrl> <H> when prompted to configure RAID in the WebBIOS.

Figure 21

Opening WebBIOS Window
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4. Choose the adapter and click the Start button.
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Figure 22 Adapter Selection Window

(O 10.29.150.151 - KVM Consel [

File View Macros Tools Help
KVM | Virtual Media

Adapter Selection

h ]
LSI3)

Firmware Version

5. Choose New Configuration and click Next.

Figure 23 MegaRAID Configuration Wizard

HegaRAID BIOS Config Utility Configuration Wizard

L
g

Configuration Wizard guides you through the steps for configuring the HegaRAID
?s'ten easily and efficiently. The steps are as follows:

1. Drive Group definitions Groupdrives into Drive Groups.
ZVirtuml Drive Define 1 drives using those drive groups.
3 Configuration Preview Preview configuration before it is saved.

Please choose Type:

[f¥] Clear Configuration Allows you to clear existing configuration only.

« NewC Clears the If you have any existing data
in the earlier defined drives, the dats will be lost.

% Cancel | up Hexe

6. Choose Yes and click Next to clear the configuration.

Figure 24 MegaRAID Confirmation Window

MegaRAID BIOS Config Utility Confirm Page

h ]
LSI3):

all virtual dr

1. If you choose “Automatic Configuration” radio button and “Redundancy when possible” from the

drop-down list for “Redundancy”, and if only two disks are available, then WebBIOS creates a
RAID 1 configuration.
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Figure 25 Selecting Configuration
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Manually create drive groups and virtual drives and set their parameters as desired.

Automatic Configuration
Automatically create the most efficient configuration.

Redundancy:

Redundancy when possible ﬂ

¥ Canecel | 4u Back | mp Hext |

8. Click Accept when you are prompted to save the configuration.

Figure 26 MegaRAID Configuration Preview

MegaRAID BIOS Config Utility Config Wizard — Preview

h ]
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9. Click Yes when prompted to initialize the new virtual drives.

Figure 27 Initializing New Virtual Drives

fig Utility

h ]
LSI3):

All data on the new Virtual Drives will be lost. Want to Initialize?

10. Choose the Set Boot Drive for the virtual drive created above and click the GO button.
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Figure 28 Setting Virtual Drive as Boot Drive
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11. Click Exit and reboot the system.

Figure 29 Logical View of Virtual Configuration in WebBIOS
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Preparing Switches, Connecting Network, and Configuring Switches

See the Nexus 3048 or Nexus 5548UP configuration guide for detailed information about how to mount
the switches on the rack. Following diagrams show connectivity details for the three VMware
architectures covered in this document.

Figure 30, Figure 32, Figure 34 show there are five major cabling sections in these architectures:
1. Inter switch links.
2. Data connectivity for servers (trunk links).

3. Management connectivity for servers.
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4. Storage connectivity.

5. Infrastructure connectivity.

Topology Diagram for 50 Virtual Machines

Figure 30 Topology Diagram for 50 Virtual Machines
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Table 11 and Figure 31 provide the detailed cable connectivity for the 50 virtual machines configuration.

Table 11 Cabling details for 50 Virtual Machines
Switch Speed Port

Cable ID Interface  |VLAN Mode (Gbps) Channel Remote Device port

A,C Eth1/7 All Trunk 10(D) 7 VPC peer link

B,D Eth1/8 All Trunk 10(D) 7 VPC peer link

E.H Eth1/1 1 Access 1(D) 2 C220 Serverl- 1GE
LOM 1

FI Eth1/2 1 Access 1(D) 3 C220 Server2- 1GE
LOM 1

G,J Eth1/3 1 Access 1(D) 4 C220 Server3- 1GE
LOM 1

K,N Eth1/9 40-45 vntag 10(D) - C220 Serverl-
Broadcom adapter

L,O0 Eth1/10 40-45 vntag 10(D) - C220 Serverl-
Broadcom adapter

M,P Ethl/11 40-45 vntag 10(D) - C220 Serverl-
Broadcom adapter

Q.S Eth2/1 40 Access 10(D) 21 VNXe3150 - SPA
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Table 11 Cabling details for 50 Virtual Machines
Switch Speed Port

Cable ID Interface |VLAN Mode (Gbps) Channel Remote Device port

R, T Eth2/2 40 Access 10(D) 22 VNXe3150 - SPB

(not Eth1/15 1,41-45 Trunk 10(D) 15 Uplink to

shown) Infrastructure
network

(not Eth1/17 1,41-45 Trunk 10(D) 17 Uplink to

shown) Infrastructure
network

Figure 31 Detailed Backplane Connectivity for 50 Virtual Machines
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After connecting all the cables as per Table 11, you can configure the switch.
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Topology Diagram for 100 Virtual Machines
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Table 12 and Figure 33 provides the detailed cable connectivity for the 100 virtual machines

configuration.
Table 12 Cabling Details for 100 Virtual Machines
Switch Speed Port

Cable ID Interface  |VLAN Mode (Gbps) Channel Remote Device Port

A,C Eth1/7 All Trunk 10(D) 7 VPC peer link

B,.D Eth1/8 All Trunk 10(D) 7 VPC peer link

E,I Eth1/1 1 Access 1(D) 2 C220 Serverl- 1GE
LOM 1

FJ Eth1/2 1 Access 1(D) 3 C220 Server2- 1GE
LOM 1

G,K Eth1/3 1 Access 1(D) 4 C220 Server3- 1GE
LOM 1

H,L Eth1/4 1 Access 1(D) 5 C220 Server3- 1GE
LOM 1

M,Q Eth1/9 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

N,R Eth1/10 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

0.,S Ethl/11 40-45 vntag 10(D) - C220 Serverl -
P81E VIC Port 0
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Table 12 Cabling Details for 100 Virtual Machines
Switch Speed Port
Cable ID Interface |VLAN Mode (Gbps) Channel Remote Device Port
P, T Eth1/12 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0
U,wW Eth2/1 40 Access 10(D) 21 VNXe3300 (Eth
10)- SPA
V,X Eth2/2 40 Access 10(D) 22 VNXe3300 (Eth
10)- SPB
(not Eth1/15 1,41-45 Trunk 10(D) 15 Uplink to
shown) Infrastructure
network
(not Eth1/17 1,41-45 Trunk 10(D) 17 Uplink to
shown) Infrastructure
network
Figure 33 Detailed Backplane Connectivity for 100 Virtual Machines
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After connecting all the cables as per Table 12, you can configure the switch.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures



VSPEX Configuration Guidelines

Topology Diagram for Hundred and Twenty Five Virtual Machines

Figure 34 Topology Diagram for 125 Virtual Machines
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Table 13 and Figure 35 provides the detailed cable connectivity for the 125 virtual machines

configuration.
Table 13 Cabling details for 100 Virtual Machines
Switch Speed Port

Cable ID Interface  |VLAN Mode (Gpbs) Channel Remote Device Port

A,C Eth1/7 All Trunk 10(D) 7 VPC peer link

B,.D Eth1/8 All Trunk 10(D) 7 VPC peer link

E,J Ethl/1 1 Access 1(D) 2 C220 Serverl- 1GE
LOM 1

FK Eth1/2 1 Access 1(D) 3 C220 Server2- 1GE
LOM 1

G,L Eth1/3 1 Access 1(D) 4 C220 Server3- 1GE
LOM 1

H.M Eth1/4 1 Access 1(D) 5 C220 Server3- 1GE
LOM 1

LN Ethl1/5 1 vntag 1(D) 5 C220 Server3- 1GE
LOM 1

O, T Eth1/9 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

P,U Eth1/10 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0
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Table 13 Cabling details for 100 Virtual Machines
Switch Speed Port

Cable ID Interface |VLAN Mode (Gpbs) Channel Remote Device Port

QV Eth1/11 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

R.W Eth1/12 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

S,.X Eth1/13 40-45 vntag 10(D) - C220 Serverl-
P81E VIC Port 0

YA Eth2/1 40 Access 10(D) 21 VNXe3300 (Eth
10)- SPA

Z,B' Eth2/2 40 Access 10(D) 22 VNXe3300 (Eth
10)- SPB

(not Eth1/15 1,41-45 Trunk 10(D) 15 Uplink to

shown) Infrastructure
network

(not Eth1/17 1,41-45 Trunk 10(D) 17 Uplink to

shown) Infrastructure
network
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Figure 35 Detailed Backplane Connectivity for 100 Virtual Machines
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After connecting all the cables as per Table 13, you can configure the switch.

Configuring Cisco Nexus Switches

This section explains switch configuration needed for the Cisco solution for EMC VSPEX VMware
architectures. Details about configuring password, management connectivity and strengthening the
device are not covered here, please refer to the Nexus 3000 and 5000 series configuration guide for that.

Configure Global VLANs

Following is an example to configure VLAN on a switch:

switch# configure terminal
switch(config)# vlan 40
switch(config-vlan)# name Storage
switch(config-vlan)# exit

Following VLANS in Table 14 need to be configured on both switches A and B in addition to your
application specific VLANs:
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Table 14 Configured VLANS on switch A and B
VLAN Name Description
Storage VLAN to access storage array from the

SE€rvers

vMotion

VLAN for virtual machine vMotion

N1K-Mgmt

Management VLAN for Nexus 1000v
virtual switch

N1K-Control

VLAN for control traffic between Nexus
1000v VSM and ESXi servers

N1K-Packet VLAN for packet traffic between Nexus
1000v VSM and ESXi servers
VM-Data VLAN for the virtual machine

(application) traffic (can be multiple
VLANS)

For actual VLAN IDs of your deployment,

Configuring Virtual Port Channel (VPC)

Virtual port-channel effectively enables two physical switches to behave like a single virtual switch, and
physical switches. Following are the steps to enable vPC:

port-channel can be formed across the two

see the section Customer Configuration Data Sheet.

1. Enable LACP feature on both switches.

2. Enable vPC feature on both switches.

3. Configure a unique vPC domain ID, identical on both switches.

4. Configure mutual management IP addresses on both the switches and configure peer-gateway as

shown in the Figure 36.

Figure 36 Configuring Peer-Gateway
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5. Configure port-channel on the inter-switch links. Configuration for these ports is shown in

Figure 37. Ensure that “vpc peer-link” is configured on this port-channel.
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Figure 37 Configured VPC Peer-link on Port-Channel
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6. Add ports with LACP protocol on the port-channel using “channel-group 7 mode active” command
under the interface subcommand.

Configuring Infrastructure Ports Connected to Servers

Note

Infrastructure links connected to the LOM ports on the servers always operate at the speed of 1Gbps and
carry only the infrastructure VLAN. Figure 38 shows the configuration for infrastructure ports on the
switches.

In the test environment, VLAN 1 was used as infrastructure VLAN.

In your deployment, if the infrastructure VLAN is not VLAN 1, then you need to explicitly configure as
an access VLAN using “switchport access vlan <id>" under the interface subcommand.

Figure 38 Configuring Infrastructure Ports on Switches
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Configuring Trunk Ports Connected to Servers

Data ports connected to the ESXi servers need to be in the trunk mode. Storage, vMotion, N1k-control,
Nlk-packet and application VLANSs are allowed on this port. For 100 and 125 virtual machines
architectures, these trunk ports operate at the speed of 10 Gbps. It is recommended to provide good
description for each port and port-channel on the switch, to ease troubleshooting incase of any issues
later. Exact configuration commands are shown in Figure 39.

Figure 39 Port-Channel Configuration Commands
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In this test environment, we are not using virtual port-channels across two switches for load-balancing
and high-availability, as we have used port-profile based load-balancing and high-availability defined in
the Cisco Nexus 1000v virtual distributed switch on the host to reduce complexity of the architecture.
As mentioned in the next configuration step, the port-channel and vPC are used on storage side
connectivity for load-balancing and high-availability.

Configuring Storage Connectivity

From each switch one link connects to each storage processor on the VNX/VNXe storage array. A virtual
port-channel is created for the two links connected to a single storage processor, but connected to two
different switches. In this example configuration, links connected to storage processor A (SP-A) of
VNXe3300 storage array are connected to Ethernet port 2/1 on each switch and links connected to
storage processor B (SP-B) are connected to Ethernet port 2/2 on each switch. A virtual port-channel (id
10) is created for port Ethernet 2/1 on each switch and a different virtual port-channel (id 20) is created
for port Ethernet 2/2 on each switch. Figure 40 shows the configuration on the port-channels.
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Figure 40 Configured Virtual Port-Channels
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Figure 41 shows the exact configuration on each port connected to the storage array.

~

Note  Only storage VLAN is required on this port, and so, the port will be in the access mode.

Port is part of the port-channel configured in Figure 40.

Figure 41 Port Connections to Storage Arrays
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version 5. 1ila)

Configure ports connected to infrastructure network

Port connected to infrastructure network need to be in trunk mode, and they require at least infrastructure
VLAN, NIk control and packet VLANSs at the minimum. You may require enabling more VLANS as
required by your application domain. For example, Windows virtual machines may need to access to
active directory / DNS servers deployed in the infrastructure network. You may also want to enable
port-channels and virtual port-channels for high availability of infrastructure network.

Verify VLAN and port-channel configuration

At this point of time, all ports and port-channels are configured with necessary VLANs, switchport mode

and vPC configuration. Validate this configuration using the “show vlan”, “show port-channel summary”
and “show vpc” commands as shown in Figure 42.
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Figure 42 Validating Created Port-Channels with VLANs
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“show vlan” command can be restricted to a given VLAN or set of VLANs as shown in the above figure.
Ensure that on both switches, all required VLANSs are in “active” status and right set of ports and
port-channels are part of the necessary VLANs.

Port-channel configuration can be verified using “show port-channel summary” command. Figure 43
shows the expected output of this command.

Figure 43 Verifying Port-Channel configuration
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In this example, port-channel 7 is the vPC peer-link port-channel, port-channels 10 and 20 are connected
to the storage arrays and port-channels 15 and 17 are connected to the infrastructure network. Make sure
that state of the member ports of each port-channel is “P” (Up in port-channel). Note that port may not
come up if the peer ports are not properly configured. Common reasons for port-channel port being
down are:

e Port-channel protocol mis-match across the peers (LACP v/s none)

¢ Inconsistencies across two VPC peer switches. Use “show vpc consistency-parameters {global |
interface {port-channel | port} <id>} command to diagnose such inconsistencies.

vPC status can be verified using “show vpc” command. Example output is shown in Figure 44.

Figure 44 Verifying VPC Status
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Configure QoS

Ensure that the vPC peer status is “peer adjacency formed ok and all the port-channels, including the
peer-link port-channel status are “up”.

The Cisco solution for the EMC VSPEX VMware architectures require MTU to be set at 9000 (jumbo
frames) for efficient storage and vMotion traffic. MTU configuration on Cisco Nexus 5000 and 3000
series switches fall under global QoS configuration. You may need to configure additional QoS
parameters as needed by the applications. For more information on the QoS configuration, see Nexus
3000 and 5000 series configuration guide.

To configure 9000 MTU on the Nexus 5000 and 3000 series switches, follow these steps on both switch
A and B (refer to the following figure for CLI):

1. Create a policy map named “jumbo-mtu”.
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2. As we are not creating any specific QoS classification, set 9000 MTU on the default class.

3. Configure the system level service policy to the “jumbo-mtu” under the global “system qos”
subcommand.

Figure 45 shows the exact Cisco Nexus CLI for the steps mentioned above.

Figure 45 Configuring MTU on Cisco Nexus Switches
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Preparing and Configuring EMC Storage Array

Storage array configuration for VMware architecture varies depending on the scale. For 50 and 100
virtual machines, VNXe3150 and VNXe3300 arrays are used respectively. For 125 virtual machines,
VNXS5300 array is used. GUI configuration for VNXe and VNX arrays differ significantly, so they are
described separately in the following sections.

Note that at a high level, following steps are taken:

1. Create a single data store for virtual machines operating systems, and at least two data stores for the
virtual machines data.

2. Configure NFS share and assign host access privileges.

3. Configure port-channel (aggregation) and jumboframe.

Configuring VNXe3000 series storage arrays
This section covers configuring storage array for 50 and 100 virtual machines. Follow these steps to
configure storage arrays:

1. Using the browser, launch the Unisphere Console with the management IP address of the storage
array. Provide user name and password.

2. Click System > Storage Pools in the EMC Unishpere window.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures



VSPEX Configuration Guidelines

Figure 46 Storage Pools in EMC Unisphere Window

-

Hosts e\ Support

Storage Pools
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3. Click Configure Disks.

Figure 47 Configuring Disks in EMIC Unishpere
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4. Click the “Manually create a new pool” radio button and choose “Pool created for VMware Storage
— Datastores” from drop-down list.
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Figure 48 Selecting Configuration Mode

_‘C::‘L-'_/;_ Select Configuration Mode
D © »
= Step 1 of 3 '
Select the disk configuration mode:

|_J Automatically configure pools

Configure disks into the system's pools and hot spares

(=

| Manually create a new pool

Create a new pool by disk type or for a specific application

*l Pool created for VMware Storage - Datastore. L J

o Manually add disks to an existing pool

Add unconfigured disks to the selected pool

Cancel Help

5. Specify the pool name and provide description in the “Name” and “Description” fields respectively.
Click Next.

Figure 49 Specifying Pool Names

_#~c. Specify Pool Name
L= §
“‘:: C’ >
= Step 2 of 6

Specify a name and optional description.

MName: s OS5-Datastore

Description: Datastore for Virtual Machine operating systemd

< Back Cancel Help

6. Select SAS for balanced performance storage profile.
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Figure 50 Selecting Required Storage Space

.;Q‘.:‘fl/;- Select Amount of Storage

n‘:: A >
= Step 4 of 6 '

Select the amount of storage to configure.

300GE S5AS Disks: l Use 7 of 78 Disks vJ

Total Disks to Configure: 7

< Back Cancel Help

1. See Table 8 for the storage configuration for the given number of virtual machines architecture.
Choose storage amount from 300GB SAS Disks drop-down list.

Figure 51 Selecting Storage Disk Type

.C‘-‘,_-/-_ Select Storage Type

‘ { _" ~,

n‘:_ C’ =
= Step 3 of 6 '

Please select the type of disks you want to use for this new pool.

The disks and their storage types have been rated according to their suitability to
the selected application / usage.

Rating Disk Type Max Capacity Storage Profile
A SAS 17.299 TB Balanced Perf/Cap:
W SAS 10.222 TB High Performance
w EFD 0 GB (Mone Availab Best Performance

ML SAS 0GB (Mone Availab High Capacity

Uses SAS disks to provide a balanced level of storage performance and
capacity. This pool type does not offer performance as high as High
Performance pools, but it can be adequate for databases with low-to-average
performance requirements.

VMware SAS storage pool using RAID 5(6+1).

< Back Cancel
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8. Click Next. Verify the configuration and click Finish, to deploy disk storage. Repeat these steps for
two more data stores for the VM data storage.

9. To configure NFS share point, click Settings and choose Shared Folder Server Settings. Click Add
Shared Folder Server.

Figure 52 Configuring NFS Share

admin Systemn Time: 17140

10. Provide NFS server name, IP address and related configuration details in the mandatory fields.
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Figure 53 Network Interface Details for Shared NFS Server

Shared Folder Server

: - Shared Folder Server
[L Step 1 of 4 C, =

Specify the Network Interface for the new Shared Folder Server:

Server Name: # NF5-Share

IP Address: # 10 .10 .40 .51
Subnet Mask: % 255 .| 255 .| 255 .o
Gateway: # 10 .10 .40 1

Show advanced

11. Check the check box Linux/Unix shares (NFS) for the NFS storage. Click Next to continue.

Figure 54 Selecting Shared Folder Types

Shared Folder Server

rk - Shared Folder Types

A >
Step 2 of 4 C/

Choose the type of shares the Shared Folder Server supports:

|¥] Linux/Unix shares (NFS)

|| Windows shares (CIFS)

< Back Cancel Help
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12. For eth10 interface, where the IP address for NFS share is configured, set MTU to 9000 and apply
changes. On ethl1 interface, aggregate with eth10 interface. This forms the other end of the storage
vPC on the Cisco Nexus switches.

Figure 55 Setting MTU Size in EMC Unisphere

 gystem

Ethernet Port

Port Name:  ethl0

ethi1 (Link Up) MTUSize: 9000 =)
¥ By Base Ports. Port Speed: 10 Gbps
&thZ (Link Dawn) Link State:  Link Up

=th3 [Link Down)
ethd [Link Down}

ethS [Link Dawn)

Metwork Addresses:  Not configured

e: WSPEX3300

ser: admin e: 17:45

13. Click Storage in the EMC Unisphere window and then choose “Shared Folders”. Click Create.

Figure 56 Shared Folder to Configure Shared Storage

— Microsoft Exchange - Shared Folders

e, configure, and manage storage for Create, configure, and manage storage for
- ‘matwork shares on Windows and Linux/UNIX
hasts.

admin
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14. Specify the shared folder name and provide description in the “Name” and “Description” fields
respectively. This name is accessible through NFS share on the NFS IP address provided in the
previous step.

Figure 57 Shared Folder Details in Shared Folder Wizard

Shared Folder Wizard

p Specify Shared Folder Name

S
Step 1 of 8 Q,'

Specify a name and optional description for the shared folder:

Name: % O05-Storage

Description: MFS share for Virtual Machine OS5 datastore

Cancel Help

15. Configure the shared folder storage on the disks configured in the steps 3 to 8. Same as disks, create
three shared folders: one for VM OS and two for VM data.
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Figure 58 Configuring Shared Folder Storage

Shared Folder Wizard

' n Configure Shared Folder Storage

k-
Step 2 of B C

Configure the storage pool and size for this shared folder:

Type Fool Server Available Percent Used Subscription

WM-Datastore NFS-Share 11.873 TB _—D% 0%

Percent Used: . Percent Available: . Alert Threshold: |

Size: s B |+

Thin: | | Enabled

< Back Cancel Help

16. Click “Linux/Unix shares (NFS)” radio button for the NFS store. Click Next to continue.
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Shared Folder Wizard

p Configure Shared Folder Attributes

A >
Step 3 of 8 C,

Configure the type of shares which will be exported from this shared folder:
Share Type:

The selected storage server does not have CIFS suppport enabled. You can enable this feature
from the Shared Folder Server Settings page.

(O] Linux/Unix shares (NFS)

MFS shares are used to share content in Linux/Unix environments.

Show advanced

< Back Cancel Help

VSPEX Configuration Guidelines

17. To Configure the NFS share, check the check box Create an NFS share. Specify the name and

description.
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Figure 60 Configuring NFS Share

Shared Folder Wizard

p Configure NFS Share

A >
Step 4 of 9 C,

Configure the share to be created for this shared folder:

Local Path:  /OS-Storage/

|¥] Create an NFS share:

Name: 05-5hare

Export Path: MNFS-Share:/05-5hare

Description: Datastore for Virtual Machines OS dataston

< Back Cancel Help
18. Click Add ESX Host to add servers.
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Figure 61 Configuring Host Access

Shared Folder Wizard

Configure Host Access

A >
Step 5 of 9 C/

Configure host access for the NFS share:

Default Access: l Read/Write, allow Root J

Marme Metwork Address Acoess

Create New Host J l Add ESX Host J l Create New Subnet J l Create New Netgroup

< Back Cancel Help

19. Click Next to continue.
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Figure 62 Adding ESX Host

Find ESX Hosts

Welcome to the Add ESX Hosts Wizard

B
Step 1 of 4 Q/

This wizard helps you integrate Virtual Machines from ESX Hosts that use storage served from this System.
The steps are:

1. List ESX Hosts (if any) managed by vCenter servers, list ESX Hosts (if any) that are not managed by
vCenter servers.

When you click Finish, these ESX Hosts will appear either in your list of hosts, in ther virtualization page, or, if
they are managed by vCenter servers, in both locations.

Click Next to continue.

Cancel Help

20. Provide IP address of vCenter server and click Find. Check all the ESXi hosts check boxes and click
Next.

Figure 63 Finding vCenters and Manage ESX Hosts

Find ESX Hosts

Discover vCenters/ESX Hosts
Step 2 of 4 Q, 2

Click Find to discover vCenters, managed/un-managed ESX Hosts.

() Other (vCenter or ESX Host) | 10.29.150.166

Find

Discovered vCenter servers/ESX Hosts:

Marne Type
5] 10.29.150.166 VMware VCenter 5.0.0
[\_(| W100-ESxHaosts WMware ESX
|¥] Y100-ES¥Hostd WMware ESX
|¥] Y100-ES¥Hostl WMware ESX
|¥] Y100-ES¥Host2 WMware ESX
|| w100-InfraEsx WMware ESX

< Back Cancel Help

21. Default access for all hosts is Read/Write, allow Root and set the same for all the hosts.
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Figure 64 Setting Default Access to Hosts

Shared Folder Wizard

Configure Host Access
==
Step 5 of 9 Q’
Configure host access for the NFS share:
Default Access: l Read/Write, allow Root ~ J
Marme Metwork Address Access
W100-ESx¥Hosts A 10.29.150.163 L Use Default Access v |
W100-ESHHostd i 10.29.150.164 | Use Default Access v
W100-ES¥Hostl / 10.29.150.161 | Use Default Access v
W100-ESHHost2 L 10.29.150.162 | Use Default Access v
l Create New Host J l Add ESX Host J l Create New Subnet J l Create New Netgroup
| =< Back Nex Cancel Help

22. Click Next, verify the configuration and click Finish. This will take you to the previous wizard,
where default protection is “Configure protection storage”.
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Figure 65 Choosing Protection Storage Type

Shared Folder Wizard

p Configure Protection

>
Step 6 of 9 (,'

Configure protection storage for replication and snapshots:

|_J Do not configure protection storage for this storage resource.
Replication and snapshots can be supported by allocating protection space at a later time.
|») Configure protection storage, do not configure a snapshot protection schedule.
An automated snapshot protection schedule may be configured at a later time.

|_J Configure protection storage, protect data using snapshot schedule: L

Mote: Times are displayed in Local Time (UTC-0700) in 24-hour format

< Back Cancel Help

23. Change protection by clicking the radio button “Do not configure protection storage for this storage
resource”. If you need additional protection, then additional storage would be required. For more
information, see the EMC VNXe storage configuration guide.
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Figure 66 Removing Additional Protection

Shared Folder Wizard

Configure Protection

2 k-
. f Step 6 of 9 O

Configure protection storage for replication and snapshots:

|#) Do not configure protection storage for this storage resource.
Replication and snapshots can be supported by allocating protection space at a later time.
|_J Configure protection storage, do not configure a snapshot protection schedule.
An automated snapshot protection schedule may be configured at a later time.

|_J Configure protection storage, protect data using snapshot schedule: -

Mote: Times are displayed in Local Time (UTC-0700) in 24-hour format

< Back Cancel Help

24. Click Next, choose all the defaults in next window and click Finish. Repeat these steps for VM data
store shared folders. Figure 67 shows that the NFS data stores are successfully configured.

Figure 67 Shared Folder Storage
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VEME Urisphere E‘
& 111029150136 | Heps:/710.29.150.135 =12 i c | | - secure Search A, B
EMC Unisphere J D

g - o = 5
(=my| Dashboard - System : Storage _H_" Settings | ¢ Hosts | 0 Support
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llocated Shared Folders: m
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[ ot Replicuted | NFS sharefor Uusl NFS. | NFs-share issbled

W * WM-Sharel Mot Replicated WFS share (1) far VI NFS WFS-Share Diszbled

W * WM-Share2 Mot Replicated WFS share (2) far VI NFS WFS-Share Diszbled

| Create || Add Share || Creste a Replication Destination || Oefails || Refresh || Delete |

M\ Wame: VSPEX3300 Alerts: & 20 User: admin System Time: 11:35

x @ IS:Lu‘e Saarch |9
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VNX Configuration

For 125 virtual machines architecture, EMC VNX5300 storage array is used. Next steps explain how to
configure VNX5300 for 125 virtual machines architecture.

1. Using the browser, launch the Unisphere Console with the management IP address of the storage
array. Provide user name and password.

2. To create LACP (Link Aggregation Control Protocol) Network interface, click Settings menu and
then choose Network.

Figure 68 Settings Window in EMC Unisphere
EMC Unisphere [Pacl Lun v ||search...
P 5% pashiboard : 5] ® liosts | [ Data protection @ .o0or
=3 Settings
Network f Security )
Edit Dot Mover DNS/HNIS
Configure netwark Manage cartificatas and Interface Wizard
settings for block and file dignt access to the Device Wizard
storage. system CLT and user Route Wizard
interface,
Security Settings
Data Mover Parame... Bypass Certificate Verification Settings

Manage LDAP Domain for File
Change Password

Network Settings

Edi . N
Control Station Properties
Ping - SPA

Ping - SPB

Ping - Diata Movers

Trace Route - SPA

Trace Route - SPB

More Settings

Manage Licenses for Fils

3. Choose Settings for File option.
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Settings for Files
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Settings For File

Configure interfaces,
devices, network
services, DNS and routas,
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Wizards
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Interface Wizard
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Lhanae Password
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Edit Network Settings - SPA
- " F—
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Ping - SPR

Trace Route - SPA
Tr. R - SPI

More Settings
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4. Choose Devices tab and click Create in the Network Devices window.

Figure 70

i EMC Unisphere
N

= Net Loz

Creating Network Devices

| ;:!'_.'," Dashboard

Interfaces | Devices | Metwork Services | DNS

ttings For File

Routes

Network Devices

| %7 . Filter for

Name
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& fxg-1-0 O
& frg-1-1 i
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server 2
server 3
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Delete

Properties
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5. Choose All Primary Data Movers option from the Data Movers drop-down list and click “Link
Aggregation” radio button. In the Device Name field specify the device name as “LACP-1" and
check both the 10 Gigabit ports check boxes as highlighted in the Figure 71 and click OK.

Figure 71 Device Details

Data Mover: = (3]l Frimary Data Mavers > =

Type:
" Ethernet Channel

. & Link Aggregation

" Fail Safe Network

Device Name: l ILACF‘—l
107100 ports:
Gigabit ports:
101001000 ports:
10 Gigabit ports:

MNone available
MNone available
MNone available

IV fxg-1-0 W fxg-1-1

speed/Dupl
—» Applyl Cancel | Helpl

=

l ”_|_|_|_|@ Internet | Protected Mode: OFf a v | H100% - g

6. Figure 72 shows the creation of LACP Network device name as “LACP-1".
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Figure 72 Created LACP Network Device Details

EMC Unisphere Pool LUN
N E."j Dashboard 11y ﬁ Storage osts ¥ Data P uly] it Settings

Seftings =

J4e < > Settings For File

Interfaces | Devices | NetworkServices  DNS | Routes

Network Devices
| ¥ . Filter for Show Network Devices for: All Data Movers v
Name « Data Mover Type ISpeedel.pleu Devices
& frg-1-0 [t server 2 port 10000FD
& frg-1-0 [t server 3 port 10000FD
& fig-1-1 [t server 2 port 10000FD
& fxg-1-1 O server 3 port 10000FD

1Selectad| Create | Properties | Delete |

1. Choose Interfaces tab and click Create.
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Figure 73 Network Interface Details
1gs For File

Interfaces | Devices  MNebwork Services | DNS | Routes

Interfaces 2 2

|ﬂ7 - Show Metwork Interfaces for:| 81l Data Movers v

Address « |Name Metmask Data Mover Device State
128.221.252.2 el30 255.255.255.0 server 2 rogel Up
125.221.252.3 el30 £55.255.255.0 SErYer 3 mgeld Up

128.221.253.2 el31 255.255.255.0 server 2 mgel up

125.221.253.3 elal £55.255.255.0 server 3 rngel Up

0 Selected Properties Celete Filtered:

8. Choose server_2 from the Data Mover drop—déwn list “server_2" and choose “LACP-1" as the
device name from the Device Name drop-down list.

Figure 74 Creating Network Interface
Data Mover: lserver_2 [=] il
Device Name: [LacP-1 [*]
Address: I
Mame: I
Netmask: I

Broadcast Address: 55 g

MTL: I—
YLAN ID: I—

ﬂl Appl\,rl Cancel | Helpl

=
”_l_l_l_@ Internet | Protected Mode: OFF v"%] - | F100% v v
9. Specify the IP address and subnet mask in the Address and Netmask fields respectively for the
Network Interface and Enter the name of the Network interface as “fs01” in the Name field. Specify
MTU value as “9000”. Click OK.
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Figure 75 Creating Network Interface
Data Mover: [server_2 [*] =l
Device Name: ||_p,cp.1 |v|
fdileoce [10.10.40.111
Name: IfSDl
fletiia=ke [255.255.255.0

Broadcast Address: 14 10,470,255

MTU: I—QDDD
YLAN ID: I—

ﬁl Applyl Cancel | Helpl

E
”_l_l_l_@ Internet | Protected Mode: Off fq - | HI00% v g
10. Figure 76 shows the creation of Network Interface “fs01” for the LACP device “LACP-1”
Figure 76 Creating Network Interface for LACP Device
EMC Unisphere [Paol Lun v ||sarch...

<(*» N lag| Dashboard

> Seftings = Metwork = Settings For File

Trkerfaces | Devices | Metwork Services  DNS  Routes

e
¥ . Filter for | Show Network Interfaces for:| All Data Movers v
Address = Mame Netmask Data Mover Device State
128.221.252.2 al30 255.255.255.0 server 2 mged Up
128.221.252.3 el30 255.255.255.0 seryer 3 rmgel Up
@ 1z8.221.253.2 el31 255,255.255.0 server 2 mael up
123.221.253.3 alz1 265.265.255.0 server 3 mgel Up
L selected | Create Properties Delste | Filtered: 5 of

11. To verify the network connectivity between LACP Network Interface of Data mover & VMkernel
IP of ESXi host. Select “Ping — Data Movers” as highlighted in Figure 77.
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Figure 77 Showing Network Interfaces for All Data Movers

N ‘gﬂ Dashboard Syste S ] ™ Hosts F Data Protection ‘ Su

> Sethings > Net = Settings For File
Irterfaces | Devicss || Metwork Services | DMS | Routes Vizards
Interfaces e O Edit Data Maver DNS/NIS
= Filter for Interface Wizard
- FHEErTO Show Metwork Interfaces for: all Data Movers ¥ N -
Device Wizard
Address 2 Name Netmask Data Mover Device State Route Wizard
10.10.40,111 fs01 255.255.255.0 server 2 LACP-1 up =
= Security Settings
1zg.221.252.2 el30 255,255.255.0 server 2 magel up
128.221.252.3 el30 255,255.255.0 server 3 el up Bypass Certificate Verification ¢
Manage Idle Timeout
128.221.253.2 al31 255,255.255.0 server 2 el Up Manage LDAP Domain far File
128.221.253.3 al31 255,255.255.0 server 3 mgel Up Change Password
HNetwork Settings
Edit Metwork Seftings - SPA
. | Edit Network Settings - P8
Control Station Properties

HMore Settings

Manage Licenses for File

12. Choose “server_2” from the Data mover drop-down list.

Figure 78 Choose and Check Each Data Mover

Data Mover: [All Data Movers l=] =]
Interface: Al Data Movers
Destination: lserver_2

Cancel | Helpl

-

Done ’_’_’_|_|_|_|0 Internet | Protected Mode: OFf s - | A% v

13. Choose the newly created network Interface “10.10.40.111” from the drop-down menu and enter the
VMkernel IP of ESXi host “10.10.40.101” on the Destination text box. Click OK.
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Figure 79 Entering Network Details to Verify Connection
Data Mover: |ser\rer_2 |'| ;I
Interface:  [10.10.40.111 =

Destination: IlD. 10,40, lDl|

Cancel | Helpl

-

Done ’_ l_’_ l_l_l_ |@ Internet | Pratected Mode: OFf Fa - | FA00% v g

14. Ensure that the destination VMkernel IP is alive.

15. To create Storage Pools for NFS Datastore, Choose Storage > Storage Configuration > Storage
pools. In the Pools window click Create.

Figure 80 Creating Storage Pools

< la

| Dashboard ] % Storage 7 F Data Protection

nge = Storage = Storage Configuration > Storage Pools
Pools | | RAID Groups
Pools T
[ 7. Fitter for RAID Type[all v
Name + |State RAID Type |Drive Type User Capa.. Free Capa... Allocated (... ®eConsum... Subscribed... %oSubscrib..
< £ >
0 Selected Delete Froperties Expand 0 iterns
Last Refreshed: 2012-06-19 19:09:41
= Ly

16. Specify Storage Pool Name as ‘“PerformancePool” and choose RAID type as RAIDS5 from the
drop-down list. Then, Select the required SAS disks from the drop-down list as shown in Figure 81.
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Figure 81 Storage Pool Parameters
F’exchange - Create Storage Pool =]

G |
| enera Advanced

| Storage Pool Parameters

Storage Pool Trpe: [ Eool RAID Group

¥| Scheduled Auto-Tiering
Storage Pool ID:
Storage Pool Name:  |PerformancePool
RAID Type: RAIDS b

Murnber of Disks:
Performa

SAS Disks
75 (Recommend... v

Distribution
Performance @ 40260.571 GB {100.00%)

>
Note  VNX5300 does not support more than 40 drives during storage pool creation. In order to choose

75 disks for the given storage pool, create the pool with 40 drives and then expand it with 35
drives.

Figure 82 Error in Creating Storage Pool

Error: Create Storage Pool

0 The maximum number of drives that can be used in the
create operation has been exceeded. Create the pool
with 40 nurnber of drives and then expand it in
rnaximum increments of 40

17. Manually select 40 disks from the SAS Disks drop-down list and click OK.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
-j I



nge ﬂ

State

][ pe

Figure 83 Choose SAS Disks Manually
! exchange - Create Storage Pool _ O adw
General || advanced sea
rStorage Pool Parameters
Storage Pool Type: @ Pool OEAID Group
Scheduled Auto-Tiering
Storage Pool ID: w ards
Storage Pool Mame: | PerformancePool Erecie
RAID Type: RAIDS L D Group
Mumber of Disks: [ Provisii
Performance a0e Ass
. Copy W
SAS Disks = ystem
e wizar
Distribution S erut
B S
Performance @ 21472.305 GB (100.00%) P=Erin
rDisks ng
() Automnatic a0 Auty
@manual | Select.., | Total Raw Capacity: 21472....

Bicar i,

exchange - Disk Selection E I

Select From: | All Cabinets A
rSelect Disk

Available Disks Selected Disks

Drisk Capacity | Drive ... Disk Capacity |Drive ...
& Bus 0 Enclosure 4 Disk 4 536.80... SAS ~ & Bus 0 Enclosure 6 Disk 14 536.50.,. SAS #
0 Bus 0 Enclosure 1 Disk 3 536.80... SAS @ Bus 0 Enclosure 6 Disk 13 536.80... SAS

0 Bus 0 Enclosure 1 Disk 4 536.80... SAS 0 Bus 0 Enclosure 6 Disk 12 536.80... SAS

& Bus 0 Enclosure 1 Disk 5 5£36.80... SAS } & Bus 0 Enclosure 6 Disk 11 536.50... SAS

& Bus 0 Enclosure 1 Disk 6 536.80... SAS & Bus 0 Enclosure 6 Disk 10 536.50.,, SAS

0 Bus 0 Enclosure 1 Disk 7 536.80... SAS 4 @ Bus 0 Enclosure 6 Disk 9 536.80... SAS

& Bus 0 Enclosure 1 Disk 8 5£36.80... SAS & Bus 0 Enclosure 6 Disk & £36.80... SAS

& Bus 0 Enclosure 1 Disk 9 536.80... SAS & Bus 0 Enclosure & Disk 7 536.580... SAS

0 Bus 0 Enclosure 1 Disk 10 536.80... SAS @ Bus 0 Enclosure 6 Disk 6 536.80... SAS

A P n Frclncire 1 Mick 11 537 80 =4S b ¥ Picn Frclnsira f Miclk & 53R A0 ST o
< . > < . >

| Lok || Cancel || Help |

18. Click Yes to confirm the storage pool operation.

VSPEX Configuration Guidelines
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Figure 84 Confirming Storage Pool Creation

r iem:hange - Create Storage Pool =] E3

General | advanced

rStorage Pool Parameters

Storage Pool Type: @ Fool O RAID Group
Scheduled Auto-Tiering
Storage Pool ID: o W

Storage Pool Mame:  |PerformancePool
RAID Type: RAIDS .

MNurnber of Disks:

Performance

SAS Disks

40 {Recommend...|[w
Distribution

Performance @ 21472 305 GR {100.0N0%4

r Confirm: Create Storage Pool [ %]

rDisks ﬁé) Initiate Create Pool operation?
() Autornatic °
() Manual ity: 21472....
Disk tate
o Bus 0 Ent nbound |~
o B Do you wish to continue? e
o Bus 0 Ent nbound
o Bus 0 Ent nbound
o Bus 0 Ent nbound
o Bus 0 Enclosure 6 Disk 9 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 8 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 7 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 6 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 5 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 4 536,808 GB  SAS STEG000S ... Unbound
o Bus 0 Enclosure 6 Disk 3 536,808 GB  SAS STEG000S ... Unbound

Baue N Enclaciva & Micls 7 E2f ana R fol R CTEANOMNNE Hekaond ~

Creation Progress 1

ﬂ )

1
| | Apply || Cancel || Help |

19. Click Yes to continue the storage pool creation.
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Figure 85 Warning Message on Scheduled Auto Tiering

jem:hange - Create Storage Pool ]

General || advanced

rStorage Pool Parameters
i = Pool
Scheduled Auto-Tiering
-
PerformancePool
v
Performance
SAS Disks
Distribution
Petfarmant — -
r Warning: Create Storage Pool
“Disks The Storage Pool being created will not have multiple
Tiers, Scheduling Auto-Tiering will have no effect
unless disks of another type are added to the Storage
' Manual Foal.
Disk tate
0 Bus 0 Ent nbound &
& Bus 0 Enc Do you wish to continue? nbound
& Bus 0 Enc nbound
0 Bus 0 Ent nbound
& Bus 0 Enerese 3 : = .-. r ——dnbound
& Bus 0 Enclosure 6 Disk 9 536,808 GB  SAS STE&OOOS ... Unbound
0 Bus 0 Enclosure 6 Disk 8 536.808 GB SAS STE&O005 ... Unbound
0 Bus 0 Enclosure 6 Disk 7 536.808 GB SAS STE&O005 ... Unbound
& Bus 0 Enclosure 6 Disk 6 536,808 GB  SAS STE&OOOS ... Unbound
& Bus 0 Enclosure 6 Disk 5 536,808 GB  SAS STEAOOOS ... Unbound
0 Bus 0 Enclosure 6 Disk 4 536,808 GB SAS STE&0005 ... Unbound
& Bus 0 Enclosure 6 Disk 3 536,808 GB SAS STEROODS ... Unbound
9 Poae N Erclacira & Ficle 2 E28 ana R cas CTEANNNE Hehaond b
’—Ereation Progress
| ||

1
|

20. Click OK on the pop-up window on successful creation of the Performance Pool.

Figure 86 Completion of Storage Pool Creation

Message: Create Storage Pool E

o The creation of PerfarmancePoal was initiated
successfully,

-

21. Select “Performance Pool” and click Refresh until the state shows “Ready”.
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Figure 87 State of the Created Storage Pool

Pools | RAID Groups

Pools = i SR )
(I Fiter for | Rat Type[al ]
Name ~ State RAID Type Drive Type luser Eapa...lFree Eapa...lnllocated... |%%Consu... ISuhscrihe...

etrforrancePool |Initi

IEET I

< i b4

1Se|86ted| Create || Celete || Properties | Expand 1 itemns

I Last Refreshed: 2012-06-21 13:51:42

22. Ensure that the performance pool state is changed from Initializing to “Ready”. Click Expand
button.

Figure 88 Storage Pool State Showing Ready

Pools | RAID Groups

Pools i T R )
|‘|?v Filter far | RAID Type
MName . |state |RAID Type |Drive Type |user Capa... [Free Capa... |allocated... |%oConsu... .Suhscrihe...

£ Ed >

1Se|ected| Create || Delete || Properties || EExpand§| 1 items

I Last Refreshed: 2012-06-21 13:558:17 I

23. In the “Expand Storage Pool window”, you can add remaining set of disk to the pool.

24. In the “Expand Storage Pool Window”, click the radio button “Manual” and click Select button.
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Figure 89 Selecting Disks Manually in Expand Storage Pool Window

xchange - Expand Storage Pool =] E3

rPerformancePool Properties

Pool ID: u] RAID Type: RAIDS
User Capacity: 17145422 GB Consumed Capacity: 0,000 GB

{ Available Capacity: 17145422 GB

|

i Murnber of disks to expand by: W

rDisks
Autornatic
*) Manual Select... Total Raw Capacity: 1.,
Disk Capacity | Drive Type Model State
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQOD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
o Bus 0 Enclosure 2 Di... 536,808 ... SAS STEGOQD... Unbo...
oK Cancel Help

25. Select remaining available drives and drag them left to right pane for selected drives.

Figure 90 Adding Available Drives to Storage Pool
LAl U
exchange - Expand Storage Pool 9 [=] L .
N LUM Provisioning Wizard
rPerformancePool Properties .
R&ID Group LM Expansior
RAID T Pool ID: 0 SERUETCE RIS Disk Provisioning wizard fc
User Capacity: 17145422 GB Consumed Capacity: 0.000 GB Storage Assignment Wizar
State RAID 1| 4 ailable Capacity: 17145422 GB SAN Copy Wizard
MNumber of disks to expand by: b Eils Svstem Wizard stn.am Wizard
Share Wizard
rDisks CIFS Server Wizard
Autamatic CIFS Services Wizard
&) Manual Select... Total Raw Capacity: 1.,
. . . Tiering
Delete prc | Disk Capacity Drive Trpe Model State

g exchange - Disk Selection

Select From: | All Cabinets v
rSelect Disk
Available Disks Selected Disks h
5 | Disk Capacity Drive ... Model Disk Capacity Drive ... Mo
0 Bus 0 Enclosure 0 D... 2658.40... SAS STO30060 « M @ Bus 0 Enclosure 2 Disk 14 536.8058 GB SAS ST A
& Bus 0 Enclosure 1 D... 536.50... SAS STE&O0OS ¢ &P Bus 0 Enclosure 2 Disk 13 536.8058 GB SAS ST
& Bus 0 Enclosure 1 0., 536.80.,. SAS STEGOOOS ¢ &” Bus 0 Enclasure 2 Disk 12 536,508 GB SAS ST
0 Bus 0 Enclosure 1 D... 536.80... 345 STEGO00S « — @ Bus 0 Enclosure 2 Disk 11 536.8058 GB SAS ST A
& Bus 0 Enclosure 1 D... 536.50... SAS STEGOOOS ¢ & Bus 0 Enclasure 2 Disk 10 536.8058 GB SAS 5T |
& Bus 0 Enclosure 1 0., 536.50... SAS STEGOOOS « p— &’ Bus 0 Enclosure 2 Disk 9 536,505 GB SAS ST
0 Bus 0 Enclosure 1 D... 536.80... SAS STEGO00S « @ Bus 0 Enclosure 2 Disk 8 536.8058 GB SAS ST i
0 Bus 0 Enclosure 1 D... 536.80... SAS STEEO00S « @ Bus 0 Enclosure 2 Disk 7 S536.8058 GB SAS =T
& Bus 0 Enclosure 1 D... 536.50... SAS STE&O0OS ¢ &P Bus 0 Enclosure 2 Disk & 536.8058 GB SAS 5T
& Pic 0 Frclnenrs 1 M 536 AN SaS cTRANNNS (¥ AP Piic N Frclnsive 2 Mick & 536 808 RR 49 <7 [
£ i > £ : >

26. Then click Yes on the popup, Yes on the No Multi-Tier available, and OK on the success pop-up for

expansion of the pool initiation.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures g



I VSPEX Configuration Guidelines

Figure 91 Window Showing Successful Addition of Disks
r 'exchange - Expand Storage Pool M=
rPerformancePool Properties
Pool 1D u] RAID Type: RAIDS
User Capacity: 17145422 GB Consurmed Capacity: 0.000 GB
I available Capacity: 17145422 GB Cwersubseribed By:
|
iI| Humnber of disks to expand by: |35 (Recormnmended) “
rDisks
Autornatic
Mz r IMessage: Expand Storage Pool gl
Diiske 0 The expansion of PerformancePoal was initiated =
&n successfully. =
&b
&6
Fe
&e
&6
&b
48 ok |
&e .
0 Bus 0 Enclosure Z Disk 5 536.805... SAS STE&O0... Unb...
& Bus 0 Enclosure 2 Disk 4 536.808... SAS STEGOO... Unb...
& Bus 0 Enclosure 2 Disk 3 536.505.., SAS STE&OO... Unb... *
o[

27. Wait for the expansion of the pool to be completed and state as Ready.

Figure 92 Storage Pool Details

Pools | RAID Groups

Pools T YA =
[ . Fitter for |RatD Typelal v
Name ~ |State RAID Type Drive Type User Capa.. Free Capa.. Allocated.. %eConsu.. Subscribe...

>
1 Selected | Create || Delete || Properties | Expand 1 items
Last Refreshed: 2012-06-21 14:02:51
——=—
Details [ A NP
Poal LUMs | | Disks
| % . Filter far
Name ~ State Raw Capacity {(GB) |User Cap... LUNIDs Hot Spar... Drive Ty... Power S...
0 Bus 0 Enclosu,.. Unbound 536,808 MR NSA SAS Full Power
0 Bus 0 Enclosu... Unbound 536.508 MNAA AR SAS Full Power
0 Bus 0 Enclosu... Unbound C36.808 MAA NS SAS Full Power
0 Bus 0 Enclosu... Unbound 536.508 MNAA NAA SAS Full Power
@ Bus 0 Enclasu... Unbound 536.808 MAR NSA SAS Full Power
. v
0 selected 75 iterns

Last Refreshed: 2012-06-21 14:02:59
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28. The performance pool is ready to use after the completion of the pool expansion.

Figure 93 Performance Pool State Showing Ready
Pools | RAID Groups
Pools T XA =0
| ¥ . Filter far | RAID T\,rpe
Name s |5tate |R.nID Type |Drive Type |User Capa... Free l:apa...|n.llocated... |%Eonsu... Fubscribe... |%5uhs

PerformancePool R y LAI05

(-

< # >

1Se|el:ted| Create || Delete || Properties || Expand | 1 items

Last Refreshed: 2012-06-21 14:07:04

29. To create Hot Spares for the system. Choose System > Hardware > Hot Spares in the EMC
Unisphere window. Click Create.

Figure 94 Configuring Hot Spares

EMC Unisphere | Poaol LUN v ||Search...

A B pachboard 5]

= Hardware

Hardware for File Storage Hardware

Yiew properties of data movers, control
stations, and their subcomponents.,

Configure and view properties of disk
drives, disk enclosures, storage
processors, and their subcomponents,

Data Movers Disks

30. In the create Spare window, click “RAID Group” radio button for the Storage Pool Type. Choose
storage Pool ID as 0, Storage Pool name as RAID Group 0, RAID type as Hot Spare, Number of
Disks as 1. Click “Automatic” radio button in the “Disks” pane and click Apply.
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Figure 95 Storage Pool Parameters in Create Hot Spare Window

I[=] E3

r"em:hange - Create Hot Spare

G |
| Enera Advanced
| rStorage Pool Parameters
! Storage Fool Type: @ RAID Group
Storage Pool ID: 1] -
Storage Pool Mame: |RAID Group O
RAID Type: w
Murnber of Disks: v
rDisks
(e Autormatic [ Use Power Saving Eligible Disks
Omanual Select.., Total Raw Capacity: 536.80...
Disk Capacity |Drive Type Maodel State Power Saving Eligible
0 Bus 0 Enclosure 1 D... 536.808... SAS STEGOOOS... Un... Mo
1
| Apply || Cancel || Help |

31. Follow procedure in the step 30 to create hot spares as needed. Figure 96 shows the RAID Group 0
has been created successfully. And initiation of RAISD Group 1.
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Figure 96 Window Showing Successful Creation of RAID Group

r 'em:hange - Create Hot Spare !Elﬂ I

General | pdvanced

rStorage Pool Parameters

Storage Pool Type: Pool @ RAID Group

Storage Pool ID: 1 -
Storage Pool Mame: |RAID Group 1

RAID Type: Hot Spare w
Murnber of Disks: 1 v
rDisks

[0} P.gtomaticlj Use Power Savwing Eligible Disks

OManuaI (S EC. Total Raw Capacity: 536.50...
Disk -Capacity |Drive Type |Model |State | Power Saving Eligible

0 Bus 0 Enc r IMessage: Create Hot Spare

0 RAID Group 0 was created successfully.

Hot Spare LUM 4089 was autarnatically created
successfully.

| Apply || Cancel || Help |

32. Figure 97 shows drive created successfully for Hot Spare window.

Figure 97 Drive Created for Hot Spare

Hot Spares - T (=
| ¥ . Filter far

Disk ~ Hot Spare IHoI: Spare Replacing |user Capacity Drive Type

& Bus 0 Enclosure 1 Disk 14 Hot Spare Ready Inactive 536.530 SAS

33. Click Yes to Initiate creation of RAID Group operation to create Hot Spare by following procedure
in the step 30.
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Figure 98 Confirmation for Creating RAID Group Operation

r Jem:hange - Create Hot Spare

G |
i enera Advanced

I [=] 3

i rStorage Pool Parameters
! Storage Poal Type: Pool @EAID Group
Storage Pool ID: 1 w
Storage Poal Mame: |RAID Group 1
RAID Twpe: Hot Spare b
Murnber of Disks: 1 v
rDisks
() Autornatic [ | Use Power Saving Eligible Disks
() Manual Select.., Total Raw Capacity: 536.80...
Disk Capacity |Drive Type Model State |Power Saving Eligible
& Bus 0 Enclasure 1 Disk 13 536.80... SAS STEGO... Unb...MNao
| Confirm: Create Hot Spare
Cé) Initiate Create RAID Group operation?
2
Do you wish to continue?
e
"Creation Progress
[ I‘
1

34. Repeat the step 30 to create Hot Spares.

| | Apply || Cancel || Help |
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Figure 99 Window Showing Successful Creation of RAID Group

r 'exchange - Create Hot Spare !El

General || Advanced

rStorage Pool Parameters

Storage Pool Type: Fool (8) RAID Group

Storage Pool ID: 3 w
Storage Pool Mame:  |[RAID Group &

RAID Type: Hot Spare e
Number of Disks: 1 bt
rDisks

(®) autornatic || Use Power Saving Eligible Disks

() Manual Select... Total Raw Capacity: 536.80...
Disk .Capacity |Drive Type |Model | State |Power Saving Eligible
0 Bus 0 Enclosure 1 Disk 11 536.80... SAS STE60... Unb...No

r JMessage: Create Hot Spare

o RAID Group 2 was created successfully,

Hot Spare LUN 4087 was automatically created
successfully,

| apply || Cancel || Help |

35. When the Hot Spares are created successfully and ensure that the Hot Spare state is Ready.

Figure 100 Window Showing Hot Spare Status
EMC Unisphere | Pool LUM “ ||Search...
n s
change = 1 = Har e = Hot Spares
Hot Spares T YA =BG
| %7 . Filter for
Disk - IHoI: Spare IHoI: Spare Replacing IUser Capacity IDrive Type
0 Bus 0 Enclosure 1 Disk 12 Hot Spare Ready Inactive 536,530 SAS
0 Bus 0 Enclosure 1 Disk 13 Hot Spare Ready Inactive 536,530 SAS
0 Bus 0 Enclosure 1 Disk 14 Hot Spare Ready Inactive 536,530 SAS
|| -
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36. To create LUNS for storage pools; choose Storage. Right click on new pool created and click Create

LUN.
Figure 101 Creating LUN in Storage Pools
EMC Unisphere | Poal LUMN v ||Search...
1] lam| Dashboard 3 ‘!' Storage i o F Data Protection
g ange > Storage = Storage Configuration = torage Pools
Poals | RAID Groups
Pools T )
|V, Filter for | RAID TYDE
Mame - IState IRAID Type IDrive Type IUser Eapa....Free Eapa....nllocated... I%Eonsu... ISuhscrihe... I%Suhs

oo/ R o |

erformancePool |R

Expand
Celete
< i >
fnalyzer >
1 Selected Delet auto-Tiering > pand 1 items
EDpetios Last Refreshed: 2012-06-21 14:13:06
——=—1
Details = T N
Pool LUMs Disks
|V- Filter for | Usage|ALL User LUNs hat
Name . I |State |user Capacity {GB) |Current owner |Host Information
0 Selected | [Dielete Froperties Add to Storage Group Filtered: 0 of O

Last Refreshed: 2012-06-21 14:13:10

37. In the Storage Pool Properties pane, click “Pool” radio button for Storage Pool Type, choose Type
of RAID and Storage Pool for New LUN as shown in Figure 102. In the LUN Properties pane,
choose User Capacity as max capacity of drive; in this case it is 300GB. Choose Number of LUNs
to Create as 75; as there are 75 drives. In the LUN Name pane, click “automatically assign LUN IDs
as LUN Names” radio button. Click Apply to initiate process of creating LUNS.
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Figure 102 Choosing Properties for Storage Pool and LUN

r lexchange - Create LUN =1 3

General | Advanced

rStorage Pool Properties

Storage Poal Type: (®) Pool () RAID Group

| - R R
RAID Type: |RP.ID5: Distributed Parity {High Throughput) |
Storage Pool for new LUM: |Per‘F0rmancePoo| b || Mew., |
Capacity

Available Capacity: 32147 666 GB Consurned Capacity: 0.000 GB

Owersubscribed By

rLUM Properties

] Thin
User Capacity! ||SDD | N |||GB | w |
LUM ID: 101 || Number of LUMs to create: |1 v
LUN Mame 71 A
O MName | 72
(®) automatically assign LUN IDs as LUM Mames ;j

s

76

77 -

| Apply | | Cancel | | Help |

38. Click Yes to continue the initiation operation to create LUNs.

Figure 103 Confirmation for Creating LUN Operation

r 'exchange - Create LUN P ]

General || advanced

rStorage Pool Properties

Starage Pool Type: (®) Poal () RAID Group
1 S R R
RAID Type: |RAID5: Distributed Parity (High Throughput) v |
i Storage Pool for new LUN: | PerformancePool e || Mew. .. |
Capacity

Available Capacity: 32147.666 GB Consurmed Capacity: 0.000 GB

onfirm: Create LUN

1 ﬁé) ou are about to initiate a Create LUM Operation
]

LUN !
T LUN
On

1

(®) Autarnatically assign LUN IDs a5 LUN Mames

Do you wish to continue?

U ==

| Apply || Cancel || Help |

39. Progress in the LUN creation process is shown by the progress indicator.
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Figure 104 Window Showing LUN Creation in Progress

r Je:-u:hangl: - Create LUN =]

General || advanced

rStorage Pool Properties

Ztorage Pool Trpe: * Pool RAID Group

RAID Type: |R.¢\ID5: Distributed Parity (High Throughput) |
Storage Pool for new LUN: | FerformancePool e MNew...
Capacity

Available Capacity: 32147.666 GB Consumed Capacity: 0,000 GB

Cwersubseribed By:

rLUN Properties

[ Thin

User Capacity: |300 hd |||GB | ha |
LUM ID: 101 || Murmber of LUMs to create: | 75 w
LUN Name

) Mame | |

startng 0|

(#) automatically assign LUM IDs as LUN Mames

’—LUN Creation Progress
|

40. Wait for the acknowledge of the task to be complete. Click OK.

Figure 105 Window Showing LUNs Created Successfully

r !exchange - Create LUN =]

General | Advanced

rStorage Pool Properties

Storage Pool Type: = Pool RAID Group
1 o . .
RAID Type: |RP.ID5: Distributed Parity (High Throughput) |+
i Storage Pool for new LUN: |Per‘FormancePooI A | Mew...
Capacity
Available Capacity: 32147 666 GB Consurned Capacity: 0,000 GB
]
b ovel P Message: Create LUN E
3 o he create operation was initiated with these results: |
rLUN 2
0 LUM "LUN 101" was created successfully
3 T LUM "LUN 102" was created successfully
User LUM "LUM 103" was created successfully [ |
LUM "LUN 104" was created successfully
LUM | LUM "LUM 105" was created sucocessfully W
J LUN LUM TLUN 106t was c:reatec! successfu!!y v
I
i -

TET YT 7
(#) automnatically assign LUN IDs as LUN Mames

|'LUN Creation Progress
|

41. Select the Pool used to create LUNs. Choose Pool LUNs tab for Pool LUNs tab in “Details” pane.
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Figure 106 Pool LUNSs for Selected Storage Pool

Pools | RAID Groups

Pools P20
[W . Fitter for |Ra1D Typelall v
Name a IState IRAID Type IDrive Type IUser Eapa....Free Eapa....nllocated... I%Eonsu... ISuhsl:rihe... I%Sl
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L _
>
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Last Refreshed: 2012-06-21 14:27:26

Details = T N
Jm Dislks
|Y, Filter far | Usage

Name .| |State luser Capacity (GB) |Current Owner |Host Information

E LUM 101 101 Ready 300.000 5P A b
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g LUM 105 105 Ready 300.000 5P A b

0 Selected | Delete Properties Add to Storage Group Filtered; 75 of 75

Last Refreshed: 2012-06-21 14:27:27

42. Select all LUNSs created and click Add to Storage Group.

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
| g o



I VSPEX Configuration Guidelines

Figure 107 Adding LUNSs to Storage Group

EMC Unisphere | Poal LUN v ||Search...

1) low| Dashboard d " F Data Prot

fiquration

Pools | RAID Groups

Pools T =G
[W . Fitter for |Ra1D Typelall v
Name ~ State RAID Type |Drive Type \user Eapa...IFree Eapa...lnllocated... |%oConsu... ISuhsl:rihe... I%Sl

b
>

1Se|ected| Create || Delete || Properties || Expand 1 itemns

Last Refreshed: 2012-06-21 14:127:26

Details TYALEC@
Pool LUMs Disks
|‘|?v Filter for | Usage|ALL User LUNs hat

Name ~ |ID |State luser Capacity (GB) |Current Owner |Host Information

= Lun 101

75 Selected Properties | Add to Storage Group | Filtered: 75 of 75

Last Refreshed: 2012-06-21 14:27:27

43. In the Select Storage Groups pane, select “~filestorage” as the available storage in the Storage
Groups.
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Figure 108 Selecting Storage Groups from Available Storage Groups

EMC Unisphere [Pool Lum | [search...

n FEEErE | 55

aqe Configuration

Pools | RAID Groups

Pools o e e B €
[ 7 . Fitter for a0 Typelall v
Name ~ |State RAID Type Drive Type User Capa.. Free Capa.. Allocated... %oConsu... Subscribe... ®a5t

.V
Y

Add to selected Storage Groups

Starage System |exchange M |

rselect Storage Groups

- Available Storage Groups Selected Storage Groups
Details
Mame Mame H
Pool LUMS || Disks ES ~filestorage
|Y, Filter for fu—ry
< —

- | oK | | Cancel | | Help |
10
Properties Add to Storage Group Filtered: 75 of 75

Last Refreshed: 2012-06-21 14:27:27

75 Selected

44. In the Select Storage Groups pane, select the available storage “filestorage”and add it to Selected
Storage Groups as shown in the Figure 109.

Figure 109 Adding Storage Groups

Add to selected Storage Groups

Storage System |exchange w |

rSelect Storage Groups
Available Storage Groups Selected Storage Groups

Marme Marmne

| oK || Cancel || Help |
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45. Click OK. Click Yes in the pop-up window to confirm the operation to add LUNs to the storage
group.

Figure 110 Confirmation for Adding Selected Storage Groups

Add to selected Storage Groups

Delete

Storage System | -

rSelect Storage Groups
Available Storage Groups Selected Storage Groups
Marne Marne

~filestorage

irm: Add to selected Storage Groups

This operation will add the following LUN{s) to the i
storage group:

[LUM 101, LUM 102, LUN 103, LUN 104, LUN 105, LUN

106, LUN 107, LUM 108, LUN 109, LUN 110, LUMN 111,

LUM 112, LUM 115, LUN 114, LUN 115, LUMN 116, LUM

117, LUN 118, LUN 119, LUN 120, LUN 121, LUN 122,

LUM 123, LUN 124, LUM 125, LUN 126, LUM 127, LUN Al Cancel
128, LUN 129, LUN 130, LUN 131, LUN 132, LUN 133,

LUM 134, LUN 135, LUN 136, LUMN 137, LM 138, LUM i
Do you wish to continue?

Filtered: 75 of 75

Yes No ed: Z012-06-21 14:27:27

46. Click OK in the pop-up window showing successful completion of the task.

— AR AREREE

Figure 111 Window Showing Successful Addition of Storage Groups

2 Add to selected Storage Groups

Storage Swetarm [ il

essage: Add to selected Storage Groups
rSelect St
. o Success
Available
Marne

47. Ensure that the LUNs are added to the storage group in the Details pane.
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Figure 112 Adding LUNSs to Storage Group

Pools | RAID Groups

Pools

2 i S ©)

| ¥ . Filter for

| Rat0 Typelall v

Name - |5tate

Performa

|RAID Type |Drive Type |User Capa... Free Eapa...lnllocated... |%Eonsu... l!iuhscrihe... anSUhS

£ >
1 selected | Create || Delete || Properties || Expand 1 iterns
Last Refreshed: 2012-06-21 14:35:30
——=—
Details T A, =@
Jm Disks
| ¥ . Filter for | Usage
Mame - |ID |5tate |User Capacity {GB) |Eurrent Owner |Host Information

75 Selected

Froperties | Add to Storage Group | Filtered: 75 of 75

Last Refreshed: 2012-06-21 14:35:32

48.

To assign Host ID to LUNSs created; choose Hosts tab > Storage Groups.

Figure 113 Selecting Storage Groups in EMC Unisphere

EMC Unisphere

@ exchange ﬂ

|Poo| LUM vHSearch...

Host List

assigned LUMNs,

Virtualization

Yiew properties of hosts accessing the View properties of YMware servers and
storage system,

such as connectivity and virtual machines connected to the
storage system.

Storage Groups

Create and manage storage groups.

49

Select Storage Group name where all the LUNs were added, “~filestorage” in this case. Click
Connect LUNs.
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Figure 114 Connecting LUNs to Storage Group

Storage Groups T ARG

| N . Filter far

Storage Group Mame -« WWN

1Se|ected| Create || Delete || Properties || Connect LUMNs || Connect Hosts | 1 itemns

Last Refreshed: 2012-06-21 14:36:25

Details = A SR

Hosts

LUNs SAM Copy Connections Snapshot LUNSs File Server Private Storage

| N . Filter far
Name = |IP Address
I Celerra_exchange 10.29.150.245

50. Ensure all the LUNS that are part of the filestorage group are shown in the “Selected LUNs” pane.

Figure 115 Verify LUNs in the Storage Group

r Jem:hange - ~filestorage: Storage Group Propetties

General  |LUMS | Hosts

Show LUNs; |Not in other Storage Groups 1

| rAvailable LUNs
Name £ jin} Capacity Drive Type

T—@ MetalUNs
+_% Snapshots

,:,_ [ =pa
= [ spB
+— Eg Thin LUNs
add
rSelected LUNSs
£ Name jin] Capacity Crive Type Host I
| LUM 101 101 300.000 GB SAS & -
LUM 102 10z 300,000 GB SAS 7 EH
LUM 103 103 300.000 GB SAS g
LUMN 104 104 300.000 GB SAS 9
LLIRL AmE Anc b=l B tala e -1 (8. X~ 4m i
Remove

Warning: HLL nurmbers higher than 255 may result in application outages if not supported by the
hiost fallover software,

51. Choose Storage tab > Storage Configuration > Volumes in the EMC Unisphere window. Verify
that the volumes are created.
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Figure 116 Verifying the Created Volumes

EMC Unisphere [Pool LUN [ |[search...

) exchange ¥| g[:lashbnard

- Storage = Storage Configuration = Volumes

Y . Filter fc Show Volurnes of Type:| all Yolurnes v | Storage Systems: All Systems hd
ame ~ |Type Uses Yolumes Used by Storage Capacity {... |Storage Used
) d3 disk 0 mda 100 I
' d4 disk md4 1.290 _
) d§ disk %y mds 1.996 _
/ dbs disk v mdé 63.990 _
md3 meta d3 [ raot fs d3 1.290 _
mdd meta “ da [ root fs da 1,890 _
mds meta wds [[] root fs d5 1.996 _
mds  meta de [ root fs do e |
< ™ >

52. To verify the IP address go to VNX cmd line through ssh with the IP used for configuration of VNX.
Alternatively, click Rescan Storage Systems under “File Storage” in the right pane of Unisphere
GUL

Figure 117 Verifying IP Address

[Foot@8TocaThost ~]J# ssh nasadmin@lo. 29,150,245

A customized wersion of the Linux operating system is used on the
EMCCR) VNX({TM) Control sStation. The operating system is
copyrighted and Ticensed pursuant to tﬁe GhU General Public License
(“GPL”%, a copy of which can be found in the accompanying
documerntation. Please read the GPL carefully, because bﬁ using the
Linux operating system on the EMC Celerra you agree to the terms
and conditions Tisted therein.

EXCEPT FOR ANY WARRANTIES WHICH MAY BE PROVIDED UMDER THE TERMS AMD
CONDITIONS OF THE APPLICABLE WRITTEN AGREEMENTS BETWEEN YOU AND EMC,
THE SOFTWARE PROGRAMS ARE PROVIDED AND LICENSED "AS IS" WITHOUT
WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, IWCLUDING, BUT
MOT LIMITED T2, THE IMPLIED MERCHANTABILITY AMD FITHESS FOR A
PARTICULAR PURPOSE. In no event will EMC Corporation be Tiable to
wou ar_any other persaon or entity Tor (a) incidental, indirect,
special, exemplary or conseguential damages or (h) any damages
whatsoever resulting from the loss of use, data or profits,

arising out of or in connection with the agreements between you

and EmZ, the @PL, or your use of this software, even if adwised

of the possibility of such damages.

EMC, Whx, Celerra, and CLARTION are registered trademarks or trademarks of
EMC Corporation in the United states andsor other countries. all

other trademarks used herein are the property of their respective

OwhEers.

EMC wHx Control Station Linux release 2.0 (NAS 7.0.500

nasadmin@lo, 29,150,245 s password:

Last Togin: sat Jun 23 10:00:44 2012 from 10.29.180.52

EMC Whx Control station Linux  wed Jul 27 12:25:40 EDT 2011
www Spt_0 primary control station wws

[nasadmin@exchange ~]1%

53. Type the command nas_disk -list in the command line to see the existing dvols.
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Figure 118 List of Existing dvols

[nasadmin@exchange ~]1% nas_disk -1ist

i] inuse sizedMp storagelD-devID  Type name sarvers
1 W 11260 APMOO112001158-2007 CLSTD root_disk 1,2
2 W 11260 APMOOL112001158-2008 CLSTD root_Tdisk 1,2
3 W 2038 APMO0112001158-2009 CLSTD d3 1,2
4 Y 2038  AaPMO0112001158-2004 CLSTD dd 1,2
] Y 2044 APMOQL112001158-200B CLSTD df 1,2
G Y 65526  APMO0112001158-200C CLSTD dé6 1,2
54. Verify that same volumes are seen in the GUI interface.
Figure 119 Verifying the Created Volumes
exchange > Storage > Storage Configuration > Volumes
Volumes 4. 2 3G
N7 . Filter for I Show Volumes of Type:| All Volumes ¥ | Storage SYstems:|A|I Systems ¥ |

ame ~ Type Uses Yolumes Used by Storage Capacity {... Storage Used
I d3 disk . mds 1.990 _
| d4 disk < mda 1900 [N
| ds disk “ mds 190c [
' dé disk “ mds £3.290

: md3 meta Sy d3 E) root fs d3 1.990

md4 meta S dd []root fs d4 1.990 _
! mds meta & ds [T root fs dS 1.996 _
imds  meta & dé [ root fs d& £3.990 _

55. Type the command nas_diskmark -mark —all to get info messages only and not error messages.

Figure 120 Storage Configuration Information

[nasadmin@exchange ~]% nas_disk -1ist

i inuse sizeMB storagelb-devID  Type name ]
11260 APMOC11Z001158-2007 CLSTD root_disk 1
11260 APMOCL1Z2001158-2008 CLSTD root_Tdisk 1
2038  APMOD112001158-2009 CLSTD d3 1
2038 APMOO0112001158-2004 CLSTD d4 1
2044 APMOQ112001158-2008 CLSTD dS 1
65526 APMOO112001158-200C CLSTD o6 1

e e
o
e

[nasadmin@exchange ~]1% nas_diskmark -mark -all

piscovering storage on exchange (may take several minutes)i

56. Type the command nas_disk -list to see new dvols that are not in use at this point.
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EMC Unisphere [Poal LUN | |search...

<5 A 5] pashboard W ot

exchange > Storage > Storage Configuration = Volumes

VSPEX Configuration Guidelines

Volumes a2 s

_V . Filter for Show Yolumes of Type:| All Volumes ¥/ | Storage Systems:| All Systems hd

Name a .T\rpe Uses Yolumes Used by Storage Capacity (... Storage Us

43 disk & 1000 [N~

[ disk S md4 1.990

9 ds disk y 1,996 f

£ de disk . mdé e300 [

5y d117 disk 299,999

5 di18 disk 259,999

9 d119 disk 299,999

3 d1z0 disk 299,999

& d121 disk 299,999

fty d122 disk 299,999

5 d123 disk 289,599

oy d124 disk 299,999

5 dizs disk 259,999

Al A1 az Al EL LT | —

57. To create different file systems choose Storage tab > Storage Configuration > File Systems and
click Create.
Figure 122 Creating File System
EMC Unisphere | Poal LUMN v ||Search...
lawy| Dashbhoard
. Storage = Storage Configuration

File Systems | Moumts  Tree Quokas | User Quokas | Group Quokas

File Systems C N )

|‘|7 . Filter for Show File Systerns for] All Data Movers %

Name - IStorage Capacity (GB) lStorage Used |Data Movers

58. Click the “Storage Pool” radio button for “Create from”. Specify File System Name, specify Storage

Pool, Storage Capacity, Data Mover. Click OK.
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Figure 123 Entering Details for Creating File System
i|Create from & ;I
l * Storage Fool
i " Meta Volume
i File System Name: INFS-OS
| Storage Pool: [PerfarmancePoal 22.0 TB (23039925 MB) [=]
Storage Capacity: I J
TE =
,|Auto Esxtend Enabled:
Thin Enabled:
Slice ¥Yolumes:
Deduplication Enabled: O
Data Mover (R/W): [server_2 [=]
M t Point:
oumt Fom & Default
™ Custom
Apply | Cancel | Help |
’_’_’_|_|_|_|@ Internet | Protected Mode: OFff v“;] - | 00 - v

59. As per the above configuration NFS-OS share is created with 1024GB capacity.

Figure 124 Window Showing NFS-OS Storage Capacity

gxchange = Storage > Storage Confiquration = File Systerns

File Systems | Mounts  Tree Quotas  User Quotas | Group Quotas

File Systems e
| Y . Filter for Show File Systems for All Data Movers ¥ |
MName - .Storbge Capacity (GB) Storage Used Data Movers

(] NFS-0S 1024.000 |:| I server 2(R/W)

60. Follow the steps 57 to 59 to create as many File systems as needed. After creating, verify them under
File Systems tab.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures



Figure 125

Verifying Created File Systems

EMC Unisphere

<[> A

[Pool LU

7] |Search...

[=g| Dashboard

VSPEX Configuration Guidelines

\DataMovers

exchange > Storage = Storage Configuration = Fil
Jm Mounks  Tree Quotas | User Quotas | Group Quotas

File Systems

| ¥ . Filter for Show File Systems forl All Data Movers ¥ |
Name - Storage Capacity (GB) Storage Used

) NFS-Datadt eseoon [ ]
] MFS-Datal2 2560.000 |
) NFS-Datald esenoon | ]
] MFS-Datad 2560.,000 |
) NFS-Datals esenoon | ]
] NFS-0S woz4000 [ ]

61.

Figure 126

G server Z(RAW)
O server Z(RAW)
O server Z(RAW)
G server Z{(R/W)
G server Z(RAW)
G server Z(R/W)

Choose Mounts tab and select the File Systems just created.

Selecting the File System

EMC Unisphere

<> N FEEEr

exchange > Storage » Storace Configuration > File Systems

File Systems | Mounts | Tree Quotas

Lkser Quotas

board

Group Quotas

[Pool LUN

v | search...

G . .
S Setting
— g

) RIFS-Datad2
) RFS.Datadd
) MFS-Data0d
) WFS-Datals
O WFSOS

- IDnta Mover

File System

[T] HES.Datal2 Mo

% sarver 2

L7 server 2 [T] WES.Dstal3 Mo
[ server 2 [] NES.Data0d No
2 server 2 [£] NES-Data0s No
O# server 2 [ NES-0% Mo

Show Mounts for:| All Data Movers % | File Systerm Mame: All hd

Read Only |Access-Checki.. ¥irus Checking ... CIFS Oplocks E...

o e

NATIVE Tes es
NATIVE Tes “es
MATIVE Tes es
MATIVE Tes Tes
HATIVE Tes Tes

62. Right click on the selected file system and click Properties.
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Figure 127 File System Properties

EMC Unisphere

Poal LUN w|||search...

(&) Dashboard

exchange » Storage = Storage Configuration = File Systems

Access-Checking
Policy:

Yirus Checking

File Systems | Mounts | Tree Quotas  User Quotas  Group Quotas
Mounts )
"7 - Filter far Show Mounts for: File System Mame: all hd
Path + Data Mover File System Read Only Access-Checki.. ¥irus Checking .. CIFS Oplocks E...
Delete
L NFS-Data02 W (] MES-Datal2 Mo MATIVE es fes
0 NFS-Data03 [ist server 2 [7] NFS-Data03 Mo NATIVE Yes Tes
L NFS-Datald Ot gerver 2 (] MES-Datald Mo MATIVE es fes
0 NFS-Data0s [it server 2 [7] NFS-Data0s Mo NATIVE Yes Tes
L NFS-0S Ot gerver 2 [i] MES-0% Mo NATIVE fes fes
63. In the Properties window, check the check box “Set Advance Options”.
Figure 128 Setting Advanced Options in File System
i
|| Path: /NFE-Datadl Bl
)| DataMover: server 7
File System Name: NFS-Data0l
Read Only: .
] ' Read/vrite
 Read only

" NT - CIFS client rights checked against ACLs; NFS client rights checked against ACLs and permission bits

" UNIX - NFS client rights checked against permission bits; CIFS client rights checked against permission bits AND ACLs
" SECURE - Both NFS and CIFS dlient rights checked against both permission bits AND ACLs

& NATIVE - NFS dient rights checked against permission bits; CIFS dlient rights checked against ACLs

" MIXED - Both NFS and CIFS client rights checked against ACL; Only a single set of security attributes maintained

" MIXED_COMPAT - Both NFS and CIFS client rights checked against either permission bits or ACL depending an which
protacol was last used to set permissions

Enabled: W
Cifs Oplock
Enabled: 5
Set Advanced r
Options:
C|I<| Apr:lyl Cancel | Help]
[
Done [0 1 | || € mtemet | Frotected Mode: off [ = [0 =

64. Check the check box “Direct Writes Enabled” and click OK. Repeat steps 61 to 64 for all file

systems that will be used as NFS datastores.
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Figure 129 Enabling Direct Writes
Path: /NFS-Datall 1=
DataMover: server 7
! File System Mame: NFS-Catall
i Read Only: & Read/Wiita
! € read Only
1

Access-Checking Policy:
" T - CIFS client rights checked against ACLs; NFS client rights checked against ACLs and permission bits

© UNIX - NFS dient rights checked against permission bits: CIFS ciient rights checked against permission bits AND ACLS
" SECURE - Both NFS and CIFS client rights checked against both permission bits AND ACLs

& WATIVE - NFS client rights checked against permission bits; CIFS client rights checked against ACLs

€ MIXED - Both WFS and CIFS dlient rights checked against ACL; Only a single set of security attributes maintained

7 WMIXED_COMPAT - Both NFS and CIFS client rights checked against either permission bits or ACL depending on which
protocal was last used to set permissions
¥irus Checking Enabled: =

Cifs Oplocks Enabled: ~

Set Advanced Options: =

Use NT Credential: r

Direct Writes Enabled: r

Prefetch Enabled: v

Multi-Protocol Locking

Policy: & nalock
" writelock
" rulock

CIFS Sync Writes -

Enabled:

CIFS Notify Enabled: v
CIFS Motify Trigger Level: li
CIFS Motify On Access Enabled: r
CIFS Notify On Write Enabled: r

CKl Apply | Cancel | Help |ﬂ

| [pone [T [ [ [ internet | Protected Mode: off %3 = [®i0w -
65. To map NFS export and assign to storage group, click Storage tab > Shared Folders.

Figure 130 Window Showing Shared Folder in NFS Exports

EMC Unisphere | Pool LUN e ||Search...

'; 7 Storage

=" Shared Folders p LUNs
g Create and manage CIFS shares and NFS ‘; ig l Create and manage LUNs,

exporks.

- Virtual Tape ﬁ Data Migration

g Create and manage storage that Create and manage File System Migrations
emulates physical tape devices. and SaN Copy sessions.

Storage Configuration
Create and manage File Systems, Storage |
v Pools, and Yolumes.,

66. Choose NFS option.
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Figure 131 Choosing NFS Option to Map NFS Export

EMC Unisphere [Pool LUN /| [search...

- » :
"W E) exchange |v| [Bey| Dashboard System ‘!' Storage Hosts F [ata Protection

ed Folders

=4 CIFS =% NFS
\h Create and manage CIFS shares and the \h Create and manage MFS exports.
CIFS  cystem CIFS configuration. NFS

67. In the NFS Exports window, click Create.

Figure 132 NFS Exports Window

EMC Unisphere [Pool Lun v |[search...

<> A E-'-".J Dashboard W ¥ Storage

gxchandge = Storaqe = Shared Folders = WFS

NFS Exports WRBC

¥ . Filter for Show MFS Exports for: All Dats Movers ¥ | Select a File Systarm:| Al File Systerns ¥

Path ~ File System Data Mover

0 Selected | Create Froperties Delets Filtered: 0 of 0

Last Refreshed: 2012-06-21 16:33:39

68. From the drop-down list select the File System created above; verify the path. Add Root Hosts and
Access Hosts (These are the IP addresses of the ESX hosts’ vmkernel Storage NIC). Click OK.

A )
€,

Note = Multiple hosts are separate by
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Figure 133 Create NFS Export
Choose Data Mover: [server_z [=] ;I
File System: [NFS-Datanl (/MFS-Datadl) =l
s [fNFS-Data01
Host Access
Read-only Export: O
Read-only Hosts: :I
-]
ReadfWrite Hosts: ;I
=
EESUESEE) 10.10.46.101:10.10. il
45.102:10.10.46.103
110.10.46.104: 10.10.:'
ISR LS 10,10.46,101: 10,10, il
45.102:10.10.46.103
110.10.46.104: 10.10.;'
Apply | Cancel | Help |
=
Done ’_’_|_|_|_|_|@ Internet | Protected Mode: OFF v’;] - | L 100% v A

69. NFS export is now available to add to Vmware ESXi hosts.

Figure 134

Window Showing Availability of File System for Data Mover

EMC Unisphere

exchange = Storage =

Shared Folders = NFS

NFS Exports

|V_ Filter for
Path « File System
D BFS-Datalt [7] MPS-Datall

Show WFS Exports for: All Data Movers % | Select a File Systemn: All File Systerns ¥

Data Mover

L7 server 2

70. Repeat the above steps to create NFS export for each file system.
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Figure 135 Creating NFS Export for Each File System
: Choose Data Mowver: [server_2 [=] - - ;I
File System: [NFS-Datanz (/MFS-Data0z) [*]

et [NFS-Datan2

Host Access
Read-only Export: O

Read-only Hosts: ;|

=

ReadfWrite Hosts: ;I

=

[omE ocEE 10.10.40.101: 10.10. i’
40.102:10.10.40.103

110,10,40.104:10.10. +

el 40.102:10.10.40.103 4]
110.10.40,104: 10.10.

40,105 -

Appl\;l Cancel | Helpl

[/
| Done ’_’_’_’_|_|_|® Internet | Protected Mode: OFF v”gl - | H100% v 4
71. All the File Systems are now available to add to the Vmware ESXi hosts.

Figure 136 Window Showing Availability of File System for Data Mover
| EMC Unisphere [Pool LU | [search...
<> N ‘ E._ﬁ_] Dashboard System ™ Hosts F Data Protection :,,
exchange > Storage = Shared Folders = NFS
NFS Exports A T = 2
| Y . Filter for Show NFS Exports for:’m Select a File System:lm
Path + File System Data Mover
L WFS-Diatall [] MFS-Datal Ot server 2
Ch NFS-Data02 [1] NES-Data02 O3t server 2
f D3 MFS-Datals ] MFS-Datals O# server 2
| G nFs-Data0s [7] NFS.Data0d [ server 2
; L3+ MFS-Datals [] WES-Datals O# server 2
Ch NFS-0S [T] NES-0S O3t server 2

72. To add NFS export created traditionally in the VMware vCenter, choose ESXi Hosts >
Configuration > Storage. Click Add Storage.
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Figure 137 Adding Storage In VMware ESXi Host

Resoures Alecation

| Berformance

| Tackz b Evarks | Alarms  Permisgcns | Maps
viewr:  [Datatores Desices

| Sterage Visws  Updste Mansger
Datastares

Wemary IdentFication - | et | Devica Diva Typa | Capaoky Frag | Tvps | Lest Undae | fla
g i Soraget (2 @ formal FLITSU Serid Attached ... Unknown VIS 442660 UNFSS  GRRIJEONZ LL014PM Ene
Storaga Adaptars

Hebwark ddapters

Advanced Sstings

Soflware

lirenssd Fratures
Tire Configaration
5 and Roudng

Fuwwer Menagemeni.

lrtual Machine StartupfShukdorn

saurcz Allocation

| Free | Type

| Last Update

Datastore Details

73. In the Add Storage window, click “Network File System” radio button in the “Storage Type” pane
Click Next.

Figure 138 Selecting Storage Type

| Alarm Actions

| Storage IfO Control | Hardware Acceleration |
j |J-_-T,J Add Storage =101}
Select Storage Type

Specify if you want to format a new volume or use a shared Folder over the network,

Sy Storage Type
Metwork: File System
o
Ready to Complete Disk/LUN

Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing YMFS volume,

' Network File System

Choose this option if you want to create a Metwork File System,

Help |

= Back | Mexk = I

Cancel |

4

74. In the Network File System window, in the Properties pane enter the IP for NFS server in the Server
field, export path for NFS in the Folder field, and in the Datastore pane enter the datastore name.
Click Next.
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Figure 139

@ #Add Storage

Locate Network File System

Locating Network File System

I[=] E3

which shared folder will be used as a vSphere datastare?

B has

MNetwork File System
Ready to Complete

—Properties

Server:

Folder:

f10.10.40.111

Examples: nas, nas.it.com, 192, 168.0.1 or
FEGO:0:0n0: 2AMA: FRIFESA: 4CAZ

I,l'NFS-DataDl

Example: fvolsfvol0/datastore-001

I Mounk MFS read only

f If a datastore already exists in the datacenter for this MFS share and wou intend
o configure the same datastore on new hosts, make sure that wou enter the
same inpuk data (Server and Folder) that vou used for the original datastore,
Different input data would mean different dataskores even if the underlving NFS
skarage is the same.

—Datastore Name

MFS-pharenl

Help |

< Back | Mext = I Cancel

75. Review the settings and click Finish.
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Figure 140 NFS Summary
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76. Repeat the steps 73 to 75, to add all the NFS exports to the VMware ESXi hosts.

Figure 141 Window Showing all NFS Exports and VMware ESXi Hosts
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Installing VMware ESXi Servers and vCenter Infrastructure

To install the VMware ESXi servers, follow these steps:

1. Access the CIMC of Cisco C220 M3 servers using the management IP address and launch the KVM
for the server as shown in Figure 142.
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Figure 142 Server Summary Window in CIMC
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2. When the Java applet of the KVM is launched, click Virtual Media tab > Add Image tab as shown
in Figure 143. A new window is displayed to select an ISO image. Navigate in the local directory
structure and select the ISO image of the VMware ESXi 5.0 hypervisor installer media.

Figure 143 Adding Image in Virtual Media
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3. When the ISO image shows up in the list, check the “Mapped” check box and reset the server.
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Selecting the ISO Image
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On restarting the server, VMware ESXi 5.0 install media will boot. Follow the above mentioned
steps to install the hypervisor on each of the servers. ESXi hostnames, IP addresses, and a root
password are required for the installation.

The Appendix A Customer Configuration Data provides appropriate values.

The VMware ESXi OS should be installed on the local disk of the C220 M3 servers. When the ESXi
is installed, verify the network connectivity and accessibility of each server from each other.

Configure ESXi Networking

During the installation of VMware ESXi, a standard virtual switch (vSwitch) will be created. By default,
ESXi chooses only one physical NIC as a virtual switch uplink. This is the 1 GigE mLOM port on the
C220 M3 server. To maintain redundancy and bandwidth requirements, the second 1 GigE mLOM port
(vmknicl) must be added either by using the ESXi console or by connecting to the ESXi host from the
VMware vSphere Client. When the two 1 GigE mLOM NICs are added to the native vSwitch, the Ul
looks like in Figure 145.

Figure 145
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Software

For 100 and 125 virtual machines architecture, each VMware ESXi server has two 10 GigE interfaces
connected to each of the Cisco Nexus 5548 UP switch to ensure redundancy which is used for network
load balancing, link aggregation, and network adapter failover. Similarly, for 50 virtual machines
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architecture, two additional 1 GigE interfaces are connected through the Broadcom adapter to each of
the Cisco Nexus 3048 switches. These ports are used for storage access, vMotion and VM data traffic
through Cisco Nexus 1000v virtual Distributed Switch.

Installing and Configuring Microsoft SQL Server Database

SQL server is used as database for the VMware vCenter server. Follow these steps to configure
Microsoft SQL server:

1. Create a VM for Microsoft® SQL server

~

Note  The customer environment may already contain an SQL Server that is designated for this role.
In that case, refer to Configure database for VMware vCenter.

The requirements for processor, memory, and OS vary for different versions of SQL Server. To
obtain the minimum requirement for each SQL Server software version, see the Microsoft technet
link. The virtual machine should be created on one of the ESXi servers designated for infrastructure
virtual machines, and should use the datastore designated for the shared infrastructure.

2. Install Microsoft® Windows on the VM

The SQL Server service must run on Microsoft Windows Server 2008 R2 SP1. Install Windows on
the virtual machine by selecting the appropriate network, time, and authentication settings.

3. Install SQL server

Install SQL Server on the virtual machine from the SQL Server installation media. The Microsoft
TechNet website provides information on how to install SQL Server.

4. Configure database for VMware vCenter

To use VMware vCenter in this solution, you will need to create a database for the service to use.
The requirements and steps to configure the vCenter Server database correctly are covered in
Preparing vCenter Server Databases.

S

Note  Note: Do not use the Microsoft SQL Server Express—based database option for this solution.

It is a best practice to create individual login accounts for each service accessing a database on SQL
Server.

5. Configure database for VMware Update Manager

To use VMware Update Manager in this solution you will need to create a database for the service
to use. The requirements and steps to configure the Update Manager database correctly are covered
in Preparing the Update Manager Database. It is a best practice to create individual login accounts
for each service accessing a database on SQL Server. Consult your database administrator for your
organization’s policy.
6. Deploy the VNX VAALI for NFS plug-in

The VAAI for NFS plug-in enables support for the VMware vSphere 5 NFS primitives. These
primitives reduce the load on the hypervisor from specific storage-related tasks to free resources for

other operations. Additional information about the VAAI for NFS plug-in is available in the plug-in
download VMware vSphere Storage APIs for Array Integration (VAAI) Plug-in.
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Note  The same version of the plug-in supports both the VNX and VNXe platforms.

The VAAI for NFS plug-in is installed using VMware vSphere Update Manager. Refer process for
distributing the plug demonstrated in the EMC VNX VAAI NFS plug-in — installation HOWTO
video available on the www.youtube.com web site. To enable the plug-in after installation, you must
reboot the ESXi server.

Deploying VMware vCenter Server

Note

This section describes the installation of VMware vCenter for VMware environment and to get the
following configuration:

e A running VMware vCenter virtual machine
¢ A running VMware update manager virtual machine
e VMware DRS and HA functionality enabled.
For detailed information on Installing a vCenter Server, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp?topic=/com.vmware.vsphere.install.doc_50/GUID-A71
D7F56-6F47-43AB-9C4E-BAA89310F295.html.

For detailed information on VMware vSphere Virtual Machine Administration, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp?topic=/com.vmware.vsphere.install.doc_50/GUID-A71
D7F56-6F47-43AB-9C4E-BAA89310F295.html.

For detailed information on creating a Virtual Machine in the VMware vSphere 5 client, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp?topic=/com.vmware.vsphere.vm_admin.doc_50/GUID-
0433C0ODC-63F7-4966-9B53-0BECDDEB6420.html.

To configure vCenter server, follow these steps:

These steps provide high level configuration procedure to configure vCenter server.

1. Create the vCenter host VM

If the VMware vCenter Server is to be deployed as a virtual machine on an ESXi server installed as
part of this solution, connect directly to an Infrastructure ESXi server using the VMware vSphere
Client. Create a virtual machine on the ESXi server with the customer’s guest OS configuration,
using the Infrastructure server datastore presented from the storage array. The memory and
processor requirements for the vCenter Server are dependent on the number of ESXi hosts and
virtual machines being managed. The requirements are outlined in the VMware vSphere Installation
and Setup Guide.

2. Install vCenter guest OS

Install the guest OS on the vCenter host virtual machine. VMware recommends using Windows
Server 2008 R2 SP1. To ensure that adequate space is available on the vCenter and vSphere Update
Manager installation drive, see VMware vSphere Installation and Setup Guide.

3. Create vCenter ODBC connection
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Before installing vCenter Server and vCenter Update Manager, you must create the ODBC
connections required for database communication. These ODBC connections will use SQL Server
authentication for database authentication. Appendix A Customer Configuration Data provides SQL
login information.

For instructions on how to create the necessary ODBC connections see, VMware vSphere
Installation and Setup and Installing and Administering VMware vSphere Update Manager.

Install vCenter server

Install vCenter by using the VMware VIMSetup installation media. Use the customer-provided
username, organization, and vCenter license key when installing vCenter.

Apply VMware vSphere license keys

To perform license maintenance, log into the vCenter Server and select the Administration -
Licensing menu from the VMware vSphere client. Use the vCenter License console to enter the
license keys for the ESXi hosts. After this, they can be applied to the ESXi hosts as they are imported
into vCenter.

Configuring Cluster, HA and DRS on the VMware vCenter

To add all the VMware on virtual machine vCenter, follow these steps:

1.
2.
3.

Log into VMware ESXi Host using VMware vSphere Client.

Create a vCenter Data Center.

Create a new management cluster with DRS and HA enabled.

1. Right-click on the cluster and in the corresponding Context menu, click Edit Settings.

2. Check the check boxes “Turn On vShpere HA”, and “Turn On vSphere DRS”, as shown in
Figure 146.

3. Click OKk, to save the changes.

Add all ESXi hosts to the cluster by providing servers’ management IP addresses and login
credentials one by one.
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Figure 146 Farm Cluster Settings
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Template-Based Deployments for Rapid Provisioning

This section provides information on how to deploy virtual machines using vCenter GUI.

Figure 147 Rapid Provisioning

In an environment with established procedures, deploying new application servers can be streamlined,
but can still take many hours or days to complete. Not only must you complete an OS installation, but
downloading and installing service packs and security updates can add a significant amount of time.
Many applications require features that are not installed with Windows by default and must be installed
prior to installing the applications. Inevitably, those features require more security updates and patches.
By the time all deployment aspects are considered, more time is spent waiting for downloads and installs
than is spent configuring the application.

Virtual machine templates can help speed up this process by eliminating most of these monotonous tasks.
By completing the core installation requirements, typically to the point where the application is ready to
be installed, you can create a golden image which can be sealed and used as a template for all of your
virtual machines. Depending on how granular you want to make a specific template, the time to
deployment can be as little as the time it takes to install, configure, and validate the application. You can

use PowerShell tools and VMware vSphere Power CLI to bring the time and manual effort down
dramatically.
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Installing and Configuring Cisco Nexus 1000v

Cisco Nexus 1000v is a Cisco’s NX-OS based virtual switch that replaces the native vSwitch in the
VMware ESXi hosts by a virtual Distributed Switch (vDS). The control plane of Nexus 1000v switch
is installed in a VMware Virtual Machine, and is known as Virtual Switching Module (VSM). VSM

virtual machine (VSM VM) is available as a VMware OVF template. To deploy Cisco Nexus 1000v
architecture, follow these steps:

1. Installing Cisco Nexus 1000v VSM VM, page 122
2. Connecting Cisco Nexus 1000v VSM to VMware vCenter, page 136
3. Configuring Port-Profile in VSM and Migrate vCenter Networking to vDS, page 143

Installing Cisco Nexus 1000v VSM VM

As mentioned before, the Cisco Nexus 1000v VSM VM installation media is available as VMware
virtual machine OVF template. The VSM VM must be deployed on the infrastructure network, and not
on one of the VSPEX ESXi servers. To install VSM VM, follow these steps:

1. Click the infrastructure infraESX VMware ESXi, 5.0 on which the VSM VM is to be deployed.

Choose Configuration > Networking > vSphere Standard Switch, and click Properties in the
Networking pane as shown in Figure 148.

Figure 148 Selecting VMware vSphere Standard Switch View
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2. Click Add.

.. on the “vSwitch(Q Properties” window.
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Figure 149 Window Showing vSwitch0 Properties
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3. Click the “Virtual Machine” radio button to add new VLANSs (networks) and click Next.
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Figure 150 Connection Type Window in Add Network Wizard
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4. Inthe Add Network wizard, specify the Network Label as “N1k-Mgmt” and provide the VLAN ID
as “None (0)” to use the default (native) VLAN. Click Next and in the next window click Finish.
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Figure 151 Connection Settings Window in Add Network Wizard
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5. Similarly, add two more VLANSs “N1k-Control” and “N1k-Packet” with appropriate VLAN IDs as
shown in Figure 152, Figure 153.
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Figure 152 Connection Settings Window in Add Network Wizard
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Connection Settings Window in Add Network Wizard
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From the “Hosts and Cluster” tab in vCenter, choose the infrastructure ESX/ESXi host and click File
> Deploy new Virtual Machine through OVF template. Choose Nexus 1000v VSM OVF, and

click Next.
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Figure 154 Verifying OVF Template Details
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7. Specify VSM virtual machine name in the next window of the Deploy OVF Template wizard.
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@ Deploy O¥YF Template
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8. Specify the correct DataStore and click “Flat Disk” radio button. Click Next.
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Figure 156 Specifying Disk Format
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9. Choose the Network Mapping for mapping the networks to the deployed OVF template.
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Figure 157 Selecting Destination Packet to Map Networks to the Inventory
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10. Verify the configuration, check the check box “Power on after deployment” and click Finish to

complete the OVF deployment of VSM virtual machine.
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Figure 158 Verifying Deployment Settings
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Initial configuration of VYSM VM

When VSM VM is powering up for the first time, click Console of the virtual machine in the vCenter
and follow these steps to perform initial configuration of the VSM VM.

1. Type “Yes” for the question “Would you like to enter the basic configuration dialog?”
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Figure 159 Basic System Configuration Dialog
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Confirm the password for "admin™:
Enter HA rolelstandalonesprimaryssecondaryl: standalone

Enter the domain id<1-4895>: 18

[#dadaadEaHE R B RRERE] 100%

——-—— Basic System Configuration Dialog ———-
This setup utility wWwill guide you through the basic configuration of

the system. Setup configures only enough conmectivity for mManagement
of the system.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no):

2. Provide switch name, management IP address, subnet mask and default gateway as shown in
Figure 160.

Figure 160 Entering Configuration Details

Create another login account (yes/no) [nl:

Configure read-only SNMP community string (yes/no) [nl:

Configure read-write SHMP community string C(yessno) I[nl:

Enter the switch name : U1BB-USM

Continue with Out-of-band (mMgMtB) mMmanagement configuration? (yessno) [yl:
MgutB IPvd address : 18.29.158.167

MgmtB IPuvd netmask : 255.255.255.8

Configure the default gateway? (yes/no) [yl:

IPv4 address of the default gateway : 18.29.158.1
Configure advanced IP op ns? (yessnol) I[nl:
Enable the telnet service? (yes/no) [nl:

Enable the ssh serwvice? (yes/no) [y]l:

Licenze Period: 100 days remaining | Taorelease cursor, press CTRL+ALT ootz

3. Configure SVS domain parameters, and appropriate VLANs for control and packet VLANS.
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Figure 161 Configuring SVS Domain and VLANs

Configure the default gateway? (yes/no) [yl:

IPv4 address of the default gateway [18.29.158.11:
Configure advanced IP options? (yes/no) [nl:
Enable the telnet service? (yes/no) [nl:

Disable the ssh serwvice? (yes/no) I[nl:

Enable the http-server? (yes/no) [yl:

Configure the ntp server? (yessno) [nl:

Uem feature lewel will be set to 4.2(1)5V1(5.1), Do you want to reconfigure? (
yessno) [nl:

Configure svs domain parameters? (yessno) [yl:
Enter 35US5 Control mode (L2 ~ L3) [L21: L2
Enter control vlan <1-3967, 4848-4893> [431: 43

Enter packet wlan <1-3967, 4848-4893> [441: 44_

License Period: 100 days remaining  |Torelease cursor, press CTRL+ALT oot

4. Verify the configuration and save the configuration.
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Figure 162 Verifying the Configuration Details

Enter control vlan <1-3967, 4848-4893> [431: 43

Enter packet vlan <1-3967, 4848-4893> [44]1: 44

The following configuration will be applied:
sWitchname U1BB-USM
interface mgmt@
ip address 1@.29.158. 167 255.255.255.8
no shutdown
vrf context management
ip route B.8.8.8-8 18.29.158.1
no telnet server enable
ssh key rsa 1824 force
ssh server enable
feature http-server
sus—domMain
svs mode L2
control vlan 43
packet vlan 44
domain id 18
vlan 43
vlan 44

Hould you like to edit the configuration? (pes-sno) [nl: _

Licenze Period: 100 days remaining | Torelease cursor, press CTRL+ALT root

5. When the initial configuration is complete, you will see the exec mode CLI as shown in Figure 163.
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Figure 163 Confirming the Configuration Details

vlan 44

Hould you like to edit the configuration? (yessno) [nl:

Use this configuration and save it? (yess/no) [yl:

[H#HaHHnH R R R HE ] 186%

Hexus 18BBv Switch

U188-USH login: admMin

Password:

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://WHW.cisco.com/tac

Copyright (c) 2882-2812, Cisco Systems, Inc. All rights reserved.
The copyrights to certain works contained in this software are
ouned by other third parties and used and distributed under
license. Certain components of this software are licemnsed under
the GHU General Public License (GPL) wersion 2.8 or the GHU
Lesser General Public License (LGPL) Version 2.1. A copy of each
such license is available at

http://WHW. opensource.org/licenses/gpl-2.8.php and

http://wWuW. opensource.org/licenses/lgpl-2.1. php

Ulae-usHs _

Licenze Period: 100 days remaining Torelease cursor, press CTRL+ALT ook 7

Connecting Cisco Nexus 1000v VSM to VMware vCenter
When the initial setup of VMS VM is complete, you need to add it as a plugin / extension in the vCenter.
To add it as a plug-in, follow these steps:
1. Using your browser, access management [P address of the VSM VM.

2. Right-click the cisco_nexus_1000v_extension.xml link and save to a location on your local hard
drive.
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Cisco Nexus 1000V

VSPEX Configuration Guidelines

Downloading the Cisco Nexus 1000v Extension

im
cisco

Following files are available for download :

e Cisco Mexus 1000V Extension
| o cisco_nexus_1000v_extension.xml |
* VEM Software

| Description File

[ESX#ESXI 4.1.0 or later [cisco-vem-v140-4.2.1.1.5.1.0-2.0.1.zip

| ESXi5.0 orlater  |cisco-vem-v140-4.2.1.1.6.1.0-3.0.1.zip

| ESXi5.0orlater |cross_cisco-vem-v140-4.2.1.1.5.1.0-3.0.1.vib

|ESXJESXi 4.1.0 or later [cross_cisco-vem-v140-4.2.1.1.5.1.0-2.0.1.vib

3. From the VMware vSphere client, click Plug-ins > Manage Plug-ins.

Figure 165

Adding Plug-In Manage Plug-in Window

File Edit ‘View Inwventory Administration | Plug-ins ] Help
B B & rome » g mventory | Manage Plug-ins.. H .ﬂv.b:clilll\u:lnLJlf Q
¢ & F &
3 [ VSPER VSPEX-V125
B [By | vSPEX-¥125 B —_—
Llilljljh Vit L iR Sommary | Virtual Machines | Hosts | TP Pools . Performance | Tasks & Events | Alarms | Permissions | Maps
= [ 102218055 close te
[ 10.25.180.50 What is a Datacenter?
A datacenter is the primary container of inventory objects
such as hosts and wirtual machines. From the datacenter,
you can add and organize imsentory objects. Typically, you
add hosts, folders, and clusters to a datacenter. Wirtual Machine
vCenter Server can contain multiple datacenters. Large Cluster
companies might use multiple datacenters to represent
organizational units in their enterprise.
Imventory ohjects can interact within datacenters, but Host ™
4 b
A Tasks @ Alams License Period: 52 days remaining | Admirastraton

4. Scroll to the bottom of Available Plug-ins, right-click in the empty space and choose New Plug-in.

5. Click Browse, choose the cisco_nexus-1000v_extension.xml file you have downloaded.

6. Click Register Plug-in.
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Figure 166 Registering Plug-in
Current wCenter Server: !\-'SPEX ;l

Pravide an input plug-in xml file which needs to be registered with vCenter Server,

File name: IC J\cisco_nexus_1000v_extension,xml Brawse. .. I

View ¥ml: (read-only)

[»

- <extensionDataz
- =obj #mlns="urn:vim25" versionld="uber" usi:type="Extension"
srins:xsi="http:/ fwwew w3.org/ 2001/ XMLSchema-instance'>
- =descriptionz
<label /=
<EUmmanry /=
</descriptionz
<key>GCisco_MNexus_1000%_1750676052</keys
<version=1.0.0</ versions

zsubjectMame=fC=US/ST=CASO=Cisco/OU=NexusCertificate/CN=Cisco_Nexus_1000V_
- <sarvars
zurl /=
- =descriptionz
zlabel /=
“summary />
< /descriptions
<company>Cisco Systems Inc.</company >
<type=DY¥8</types
<adminEmail /=
</servers
- =client=
<url /=

- =descriptionz =

Help | Reqister Plug-in n Cancel I

1. If you receive a certificate warning, click Ignore.

8. Click OK. The Plug-in Manager window appears showing the plug-in that was just added.

9. Configure the SVS connection to the vCenter as shown in Figure 167.

r Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures



VSPEX Configuration Guidelines W

Figure 167 Configuring SVS Connection to vCenter

e

A11
in th

d under

line. End with CHT

10. Validate the connection using “show svs connection” and ensure that the operational status is
“connected” and sync status is “Complete” as shown in Figure 168.

Figure 168 Verifying SVS Connection

10.29.150.167 - PuTTY =RRCIl X

i remote ip addr

S

11. You must configure at least one uplink port-profile. Uplink port-profile is used to apply
configuration on the uplink of the vDS, effectively the physical adapter of the ESXi server.
Configure the uplink port-profile as shown in Figure 169.
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Figure 169 Configuring Uplink Port-Profile

@ 10.29.150.167 - PuTTY

running-config port-profile Uplink

.—profile Uplink

(1 10 oL, PEY, OO = vSpies Chien

when a given fabric is down

12.
“Network” view as shown in Figure 170.

Figure 170 Window Showing N1K-Control in vCenter

Notice that uplink port-profile uses trunk with storage, vMotion, N1k control, N1k packet and all
the necessary virtual machine data VLANs. MTU 9000 is configured on uplink port-profile to

enable jumbo frames. “channel-group auto mode on mac-pinning”
which ‘pins’ the VM VNICs to uplinks on the vDS. MAC pinning feature does static load balancing
on per VNIC basis. It also provides high-availability by moving the traffic to the alternative adapter

is a very important configuration

When VSM is connected to the vCenter, it shows up as a virtual Distributed Switch in the vCenter’s
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13. Add hosts to the vDS as shown in Figure 171.
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Figure 171 Adding Host in vCenter
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14. On the next dialog box, select all the VSPEX ESXi hosts and add unclaimed adapters (10 GigE links
in case of 100 and 125 Virtual Machine architectures) using the uplink port-profile created in the
previous step.

Figure 172 Selecting Host and Physical Adapters
Add Host to ¥Sphere Distribul
Seleck Hosts and Physical Adapters
Select hosks and physical adaplers ko add to this vSphere distributed switch,
Select Host and Physical Adapters Sethings...  Yiew Incomgatible Hosts.
Mebwark Canne: v HostFhysical adapters | In use by switch | Settings | Uiplink. port group |
Virtual Machine Networking B E 10295016 Ve Details...
Ready to Complets Select physical adapters
O rico wSwitchi Viewr Details, ., Select an uplink port gr...
D ER wonicl whwmichl Wiew Detals... Select an uplink port gr...
Flm vinicz - igys Detals,.., syskem-uplink
El @ vrics - Vg Details... syskem-uplink
= FE B 0291500082 Wiew Detals, .,
Select physical adapters
O wrico wSwikchi View Detalls... Select an uplink port gr
Om vmricl wSwitchi Views Detals,., Select an uplink port gr...
Bl vric2 - View Details... syskam-uplink
Bl ica = Wiew Detals,., syshem-uplink
EMEE w9150 Viewe Ditails...
Select physical adapters
e Swikchil Views Debails... Seleck an uplink port ...
wnnic] wSwikchi Wiew Detsils. . Select an uplink port ...
wInnicZ - Vieye Details... system-uglink
WIICS - View Details... system-uplink
10.29.130.164 Wiews Detals, .
Select physical adapters
srnric wSwikchi Wiew Detals,., Select an uplink port gr...
il wawitchi Wiewr Details, ., Select an uplink part ar...
ITICE - iew Details... system-upilink
WIiCS & Wiews Detals, ., system-uplink
10,29,150.165 Wigw Datals...
Help < Back | Mext = | Cancel
4
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15. Do not migrate management VM kernel from the native vSwitch to vDS in the last step, click Next

and click Finish to exit the add host wizard.

Figure 173

Selecting Port Group for Network Connectivity

-
[

Network Connectivity

=3 Add Host to wSphere Distributed Switch

Select port group to provide network connectiity For the sdapters on the vSphese distributed switch.

Seleck Host and Physical Adapbers
Network Connectivity

Yirtual Machire Metworking

Ready to Compleke

& Assign adapters bo & destination port group ko migrate them. Chrl+click ko maki-select.

HostVirtual adapter
= [F 0.29.150.161
B vwld
EE 0.29.150.082
|2
= [ 10,29.150.163
By ikl
B [ 1029150184
E@ kD

Virtual adapter details

Switch

wEwikchd

wEwikchd

wawikeho

wankcho

| Sewrce part groun
Management Nebwark
Management Kebwork
Managsinent Nebwark

Management Network

| Destination port group
Do nok migrate
Do not migrate
Do niak migrake

Do niok migrake

A pork group..

< Back | et > | Cancel |

Vi

16. Finally, ensure that all the hosts are successfully added to the vDS.
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Figure 174 Verifying Successful Addition of Hosts
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Configuring Port-Profile in VSM and Migrate vCenter Networking to vDS

The last step of Nexus 1000v configuration and its integration with vCenter is creation of port-profiles
and using them in the virtual machines in the vCenter. Use following steps to configure these steps:

1. Create a port-profile for storage (NFS) access.

Figure 175 Creating Port-profiles for NFS

£ 10.29.150.167 - PuTTY o S e S

ription port-profile for b
led

2. Create a port-profile for vMotion traffic.

Figure 176 Creating Port-profiles for vMotion Traffic

@ 10.29.150.167 - PuTTY =

ription port-profile for wMotion traffic
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3. Create port-profiles for the virtual machine data traffic used by various applications as per your
needs. You can set “max ports” to appropriate values based on the number of Virtual Machines being
configured. Figure 177 shows a sample port-profile.

Figure 177 Creating Port-profiles for VM Data Traffic

£ 10.29.150.167 - PuTTY =SEER X

for wirtual machine Ethern

4. When the port-profiles are configured, choose “Hosts and Clusters” tab, choose the ESXi host, click
Configuration tab > Networking. In the View pane, choose vSphere Distributed Switch, and click
“Manager Virtual Adapters...” link as shown in Figure 178.

Figure 178 Managing Virtual Adapters in vCenter

51 vSPEX. - vsphere et 1 ™ ™ 7 =
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B Fronessars Networking Refresh Properties. .
7
{3 vizsML0
E :E::ﬁ ¥ Distrizuzzd Switch: VLZSHLE-VSM IManzgz Vrtuzl Adzpters... |Manage Fhysical Adapkers,., Froperliss...
E WIZEAVMLOZ VIZ5-MIK-¥aM @)
{3 vi25ML0S
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. i i , click New virtual adapter, and click Next.
6. Choose “VMKernel” on the next dialog box.
1. Choose port-profile “NFS” for the storage access, and click Next.
8. Configure IP address from the NFS subnet and configure subnet mask. Click “Next” and “Finish”

to deploy the VNIC.
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9. Similarly, add one more VMKNic (VM Kernel NIC) for vMotion. When providing the port-profile
name, ensure that you choose “vMotion” port-profile and check the check box “Use this virtual
adapter for vMotion”.

10. Repeat creation of the two vmknic virtual adapters for all the ESXi hosts.

11. Connectivity between all the vmknics can be tested by enabling SSH access to ESXi host, logging
on to ESXi host using SSH and using “vmkping” command and ping to all vMotion IP addresses
from each of the hosts. Similarly, all the hosts must be able to ping NFS share IP address.

12. When the NFS share is reachable, the NFS datastore can be discovered and mounted through the
vCenter. Virtual machines can be deployed on these NFS datastore using the VM-Data port-profile
for the network access.

13. Verify the port-profile usage using “show port-profile brief”, “show port-profile usage”, or “show
port-profile name <name>" command. Figure 179 shows two sample outputs.

Figure 179 Verifying Port-Profiles

EP 10.29.150.167 - PuTTY |

1
1
1
1
1
a
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Figure 180 shows the output of uplink port-profile usage, notice the implicit creation of port-channels
on the per ESXi host basis due to the “channel-group auto mode on mac-pinning” CLI configured under
the port-profile. In addition to the Ethernet uplink ports, port-channels are also listed as assigned
interfaces. Port-channel status can be further viewed / validated using “show port-channel brief”
command from VSM VM.
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Figure 180 Verifying Post-Profile Uplinks

10.29.150.167 - PuTTY [E=REE

itohport mo
ort trunk allowed wlan 40-45

pinning

no

port-binding

1

Configuring Jumbo Frame at the CIMC Interface
To make 9000 MTU work end-to-end, the last piece of the jumbo frame puzzle need to be solved at the
CIMC adapter level. Use following steps to configure 9000 MTU on physical adapter:

1. Using the web browser, connect to each of the servers’ CIMC management IP address and provide
username/password.

2. Click Inventory on the left side, and Network Adapters tab on the right side. Choose the vNICs
tab and click ethQ vNIC. Click Properties. The sample GUI is shown in Figure 181.
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Figure 181 Viewing Details of Adapter Cards in CIMC Inventory
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3. On the “vNIC Properties” window, change the MTU to 9000 value and click Save Changes button.

Figure 182 Window Showing vNIC Properties

vNIC Properties

General

Marne:  ethO

MTU: Iguuu {1500 - 2000)

Uplink Port: | i d

MAC Address: (@ aUTO @ IFD:F?:SS:AA:B2:03

Class of Service: | 0 a

Trust Host Cas: [0

PCI Order: (@ ANY @ Iu (0-17)

Default vian: @ NONE @ {1 - 4094)
VLAN Mode: | TRUNK E
Rate Limit: @ OFF @ {1 - 10000 Mbps)

Enable PXE Boot: [

Channel Number: (1 - 1000) NJA =

[Save Changes] [Reset Ualues] [Cancel]

Jumbo MTU Validation and Diagnostics
To validate the jumbo MTU from end to end, SSH to the ESXi host. By default, SSH access is disabled
to ESXi hosts. Enable SSH to ESXi host by editing hosts’ security profile under “Configuration” tab.

When connected to the ESXi host through SSH, initiate ping to the NFS storage server with large MTU
size and “Do Not Fragment” bit of IP packet set to 1. Use the vimkping command as shown in the
example:
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~ # vmkping -d -s 8972 10.10.40.64

PING 10.10.40.64 (10.10.40.64): 8972 data bytes

8980 bytes from 10.10.40.64: icmp_seqg=0 ttl=64 time=0.417 ms
8980 bytes from 10.10.40.64: icmp_seqg=1 ttl=64 time=0.518 ms
8980 bytes from 10.10.40.64: icmp_seqg=2 ttl=64 time=0.392 ms

--- 10.10.40.64 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss

round-trip min/avg/max = 0.392/0.442/0.518 ms

~ #

Ensure that the packet size is 8972 due to various L2/L3 overheads. Ping need to be successful. If ping
is not successful, verify the 9000 MTU configured at each of these steps:

1. 9000 MTU on the NFS share IP address on the VNX/VNXe storage device(s).

2. Ensure that a “jumbo-mtu” policy map is created at the Cisco Nexus 5000 / 3000 series servers with
default class having MTU 9000. Ensure that the “jumbo-mtu” policy is applied to system classes
on the ingress traffic.

3. Ensure that the “mtu 9000 is set on uplink port-profile in the Cisco Nexus 1000v.

4. Ensure that the 9000 MTU is set for vimkernel ports, used for vMotion as well as storage access
VNICs.

5. Ensure that the CIMC configuration is validated.

Validating Cisco Solution for EMC VSPEX VMware
Architectures

This section provides a list of items that needs to be reviewed after the solution is configured. The goal
of this section is to verify the configuration and functionality of specific aspects of the solution, and
ensure that the configuration supports core availability requirements.

Post Install Checklist

The following configuration items are critical to functionality of the solution, and should be verified
prior to deployment into production.

¢ Oneach VMware vSphere server, verify that the port-profile of virtual Distributed Switch that hosts
the client VLANS has been configured with sufficient ports to accommodate the maximum number
of virtual machines it may host.

¢ Oneach VMware vSphere server used as part of this solution, verify that all required virtual machine
port-profiles have been configured and that each server has access to the required VMware
datastores.

e Oneach VMware vSphere server used in the solution, verify that an interface is configured correctly
for vMotion using the correct port-profile and jumbo MTU.

¢ Create a test virtual machine that accesses the datastore and is able to do read/write operations.
Perform the virtual machine migration (vMotion) to a different host on the cluster. Also perform
storage vMotion from one datastore to another datastore and ensure correctness of data. During the
vMotion of the virtual machine, have a continuous ping to default gateway and make sure that
network connectivity is maintained during and after the migration.

Verify the redundancy of the solution components
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Following redundancy checks were performed at the Cisco lab to verify solution robustness:

1. Administratively shutdown one of the two data links connected to the server. Make sure that
connectivity is not affected. Upon administratively enabling the shutdown port, the traffic should
be rebalanced. This can be validated by clearing interface counters and showing the counters after
forwarding some data from virtual machines on the Nexus switches.

2. Administratively shutdown one of the two data links connected to the storage array. Make sure that
storage is still available from all the ESXi hosts. Upon administratively enabling the shutdown port,
the traffic should be rebalanced.

3. Reboot one of the two Nexus switches while storage and network access from the servers are going
on. The switch reboot should not affect the operations of storage and network access from the
Virtual Machines. Upon rebooting the switch, the network access load should be rebalanced across
the two switches.

4. Reboot the active storage processor of the VNX/VNXe storage array and make sure that all the NFS
shares are still accessible during and after the reboot of the storage processor.

5. Fully load all the virtual machines of the solution. Put one of the ESXi host in maintenance mode.
All the Virtual Machines running on that host should be migrated to other active hosts. No VM
should lose any network or storage accessibility during or after the migration. Note that in 50 and
125 virtual machines architectures, there is enough head room for memory in other servers to
accommodate 25 additional virtual machines. However, for 100 virtual machines solution, memory
would be oversubscribed when one of the ESXi host goes down. So, for 100 virtual machines
solution, vCenter memory compression or dynamic memory commitment features should be used to
oversubscribe physical memory on the remaining hosts.

Cisco Validation Test Profile

“vdbench” testing tool was used with Microsoft Windows 2008 R2 SP1 server to test scaling of the
solution in Cisco labs. Table 15 provides information on the test profile used.

Table 15 Test Profile Details

Profile Characteristics Value

Number of virtual machines 50, 100 or 125 depending on architecture
Virtual machine OS Windows Server 2008 R2 SP1
Processors per virtual machine 1

Number of virtual processors per physical |4

CPU core

RAM per virtual machine 2 GB

Average storage available for each virtual |100 GB

machine

Average IOPS per virtual machine 25 IOPS

Number of datastores to store virtual 2

machine disks

Disk and RAID type for datastores RAID 5, 600 GB, 15k rpm, 3.5-inch SAS

disks

Cisco Solution for EMC VSPEX VMware vSphere 5.0 Architectures
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Bill of Materials

Table 16 provides the details of the components used in the CVD for 50 virtual machines configuration.

Table 16 Component Description

Description Part Number

UCS C220 M3 rack servers UCSC-C220-M3S
CPU for C220 M3 rack servers UCS-CPU-E5-2650
Memory for C220 M3 rack servers UCS-MR-1X082RY-A
RAID local storage for rack servers UCSC-RAID-11-C220

Cisco VIC adapter for 100 and 125 VMs solutions |[N2XX-ACPCIO1
Broadcom 1Gbps adapter for 50 VMs solution N2XX-ABPCI03-M3
Nexus 5548UP switches for 100 and 125 VMs N5K-C5548UP-FA

solutions
Nexus 3048 switches for 50 VMs solution N3K-C3048TP-1GE
10 Gbps SFP+ multifiber mode SFP-10G-SR

For more information on the part numbers and options available for customization, see the Cisco C220
M3 server specsheet:

http://www.cisco.com/en/US/prod/collateral/ps10265/ps10493/C220M3_SFF_SpecSheet.pdf.

Customer Configuration Data Sheet

Before you start the configuration, gather some customer-specific network and host configuration
information. Table 17, Table 18, Table 19, Table 20, Table 21, Table 22 provide information on
assembling the required network and host address, numbering, and naming information. This worksheet
can also be used as a “leave behind” document for future reference.

The VNXe Series Configuration Worksheet should be cross-referenced to confirm customer information.

Table 17 Common Server Information

Server Name Purpose Primary IP

Domain Controller
DNS Primary
DNS Secondary
DHCP

NTP

SMTP

SNMP
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Table 17

Common Server Information

Customer Configuration Data Sheet

Server Name

Purpose

Primary IP

vCenter Console

SQL Server

Table 18

ESXi server Information

Server
Name

Purpose

Private Net (storage)

Primary IP |addresses

VMkernel
IP

vMotion IP

ESXi Host
1

ESXi Host
5

Table 19

Array Information

Array name

Admin account

Management IP

Storage pool name

Datastore name

NEFS server IP

Table 20

Network Infrastructure Information

Purpose

IP

Subnet Mask

Default
Gateway

Cisco Nexus 5548UP A
/ Cisco Nexus 3048 A

Cisco Nexus 5548UP B
/ Cisco Nexus 3048 B

VSM

Cisco Nexus 1000v
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Table 21 VLAN Information
Allowed
Name Network Purpose VLAN ID Subnets
vlan-infra Virtual Machine Networking
VMware ESXi Management
vlan-nfs NFS storage network
vlan-vMotion |VMware vMotion traffic
network
vlan-control Control VLAN for Cisco Nexus |N/A
1000v switch
vlan-packet Packet VLAN for Cisco Nexus |N/A
1000v switch
vlan-data Data VLAN of customer VMs as
(multiple) needed
Table 22 Service Accounts
Account Purpose Password (option, secure)
Microsoft Windows server
Administrator
Root VMware ESXi root

Array administrator

VMware vCenter administrator

Microsoft SQL server
administrator

Cisco Nexus 5548UP
administrator

Cisco Nexus 1000v
administrator
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