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Cisco Solution for EMC VSPEX VMware
Architectures

Executive Summary

Cisco solution for the EMC VSPEX is a pre-validated and modular architecture built with proven
best-of-breed technologies to create and complete an end-to-end virtualization solution. The end-to-end
solutions enable you to make an informed decision while choosing the hypervisor, compute, storage and
networking layers. VSPEX eliminates the server virtualization planning and configuration burdens. The
VSPEX infrastructures accelerate your IT Transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk. This Cisco Validated Design document focuses on the
VMware architecture for 250 virtual machines with Cisco solution for the EMC VSPEX.

Introduction

Virtualization is a key and critical strategic deployment model for reducing the Total Cost of Ownership
(TCO) and achieving better utilization of the platform components like hardware, software, network and
storage. However, choosing an appropriate platform for virtualization can be challenging. Virtualization
platforms should be flexible, reliable, and cost effective to facilitate the deployment of various
enterprise applications. In a virtualization platform to utilize compute, network, and storage resources
effectively, the ability to slice and dice the underlying platform is essential to size to the application
requirements. The Cisco solution for the EMC VSPEX provides a very simplistic yet fully integrated
and validated infrastructure to deploy VMs in various sizes to suit various application needs.

Target Audience

T
CISCO.

The reader of this document is expected to have the necessary training and background to install and
configure VMware vSphere 5.0, EMC VNX5500, Cisco Nexus 5548UP switch, and Cisco Unified
Computing (UCS) B200 M3 Blade Servers. External references are provided wherever applicable and it
is recommended that the reader be familiar with these documents.

Readers are also expected to be familiar with the infrastructure and database security policies of the
customer installation.

Corporate Headquarters:
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA

Copyright 2012 Cisco Systems, Inc. All rights reserved.



Solution Overview

Purpose of this Guide

This document describes the steps required to deploy and configure the Cisco solution for the EMC
VSPEX for VMware architecture. The document provides the end-to-end solution for the VMware
vSphere 5.0 for 250 Virtual Machine Architecture.

The readers of this document are expected to have sufficient knowledge to install and configure the
products used, configuration details that are important to the deployment models mentioned above.

Business Needs

The VSPEX solutions are built with proven best-of-breed technologies to create complete virtualization
solutions that enable you to make an informed decision in the hypervisor, server, and networking layers.
The VSPEX infrastructures accelerate your IT transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk.

Business applications are moving into the consolidated compute, network, and storage environment. The
Cisco solution for the EMC VSPEX using VMware reduces the complexity of configuring every
component of a traditional deployment model. The complexity of integration management is reduced
while maintaining the application design and implementation options. Administration is unified, while
process separation can be adequately controlled and monitored. The following are the business needs for
the Cisco solution for EMC VSPEX VMware architectures:

e Provide an end-to-end virtualization solution to utilize the capabilities of the unified infrastructure
components.

e Provide a Cisco VSPEX for VMware ITaaS solution for efficiently virtualizing 250 virtual machines
for varied customer use cases.

¢ Show implementation progression of VMware vCenter 5.0 design and the results.

¢ Provide a reliable, flexible and scalable reference design.

Solution Overview

The Cisco solution for EMC VSPEX using VMware vSphere 5.0 provides an end-to-end architecture
with Cisco, EMC, VMware, and Microsoft technologies that demonstrate support for up to 250 generic
virtual machines and provide high availability and server redundancy.

The following are the components used for the design and deployment:
e (Cisco B-series Unified Computing System servers
e Cisco UCS 5108 Chassis
* Cisco UCS 2104XP Fabric Extenders
¢ Cisco UCS 6248UP Fabric Interconnects
e Cisco Nexus 5548UP Switches
e (Cisco VMFEX virtual Distributed Switch across multiple VMware ESXi hypervisors
e Cisco virtual Port Channels for network load balancing and high availability
e EMC VNXS5500 storage array
e VMware vCenter 5

e  Microsoft SQL database

Cisco Solution for EMC VSPEX VMware Architectures
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I Technology Overview

VMware DRS
VMware HA

The solution is designed to host scalable, and mixed application workloads. The scope of this CVD is
limited to the Cisco solution for EMC VSPEX VMware solutions for 250 virtual machines only.

Technology Overview

Cisco Unified Computing System

The Cisco Unified Computing System is a next-generation data center platform that unites compute,
network, and storage access. The platform, optimized for virtual environments, is designed using open
industry-standard technologies and aims to reduce total cost of ownership (TCO) and increase business
agility. The system integrates a low-latency; lossless 10 Gigabit Ethernet unified network fabric with
enterprise-class, x86-architecture servers. It is an integrated, scalable, multi chassis platform in which
all resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

Computing—The system is based on an entirely new class of computing system that incorporates
blade servers based on Intel Xeon 5500/5600 Series Processors. Selected Cisco UCS blade servers
offer the patented Cisco Extended Memory Technology to support applications with large datasets
and allow more virtual machines per server.

Network—The system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization—The system unleashes the full potential of virtualization by enhancing the
scalability, performance, and operational control of virtual environments. Cisco security, policy
enforcement, and diagnostic features are now extended into virtualized environments to better
support changing business and IT requirements.

Storage access—The system provides consolidated access to both SAN storage and Network
Attached Storage (NAS) over the unified fabric. By unifying the storage access the Cisco Unified
Computing System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet
(FCoE), and iSCSI. This provides customers with choice for storage access and investment
protection. In addition, the server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity, and management for increased
productivity.

Management—The system uniquely integrates all system components which enable the entire
solution to be managed as a single entity by the Cisco UCS Manager. The Cisco UCS Manager has
an intuitive graphical user interface (GUI), a command-line interface (CLI), and a robust application
programming interface (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership and increased business agility.
Increased IT staff productivity through just-in-time provisioning and mobility support.

A cohesive, integrated system which unifies the technology in the data center. The system is
managed, serviced and tested as a whole.

r Cisco Solution for EMC VSPEX VMware Architectures



Technology Overview

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale I/O bandwidth to match demand.

e Industry standards supported by a partner ecosystem of industry leaders.

Cisco UCS Fabric Interconnect

The Cisco® UCS 6200 Series Fabric Interconnect is a core part of the Cisco Unified Computing System,
providing both network connectivity and management capabilities for the system. The Cisco UCS 6200
Series offers line-rate, low-latency, lossless 10 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE)
and Fibre Channel functions.

The Cisco UCS 6200 Series provides the management and communication backbone for the Cisco UCS
B-Series Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all
blades, attached to the Cisco UCS 6200 Series Fabric Interconnects become part of a single, highly
available management domain. In addition, by supporting unified fabric, the Cisco UCS 6200 Series
provides both the LAN and SAN connectivity for all blades within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut-through architecture, supporting
deterministic, low-latency, line-rate 10 Gigabit Ethernet on all ports, 1Tb switching capacity, 160 Gbps
bandwidth per chassis, independent of packet size and enabled services. The product family supports
Cisco low-latency, lossless 10 Gigabit Ethernet unified network fabric capabilities, which increase the
reliability, efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports multiple
traffic classes over a lossless Ethernet fabric from a blade server through an interconnect. Significant
TCO savings come from an FCoE-optimized server design in which network interface cards (NICs), host
bus adapters (HBAs), cables, and switches can be consolidated.

Cisco UCS 6248UP Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a one-rack-unit (1RU) 10 Gigabit Ethernet, FCoE
and Fiber Channel switch offering up to 960-Gbps throughput and up to 48 ports. The switch has 32
1/10-Gbps fixed Ethernet, FCoE and FC ports and one expansion slot.

Figure 1 Cisco UCS 6248UP Fabric Interconnect

Cisco UCS Fabric Extenders

The Cisco UCS 2100 Series Fabric Extenders multiplex and forward all traffic from blade servers in a
chassis to a parent Cisco UCS fabric interconnect over from 10-Gbps unified fabric links. All traffic,
even traffic between blades on the same chassis or virtual machines on the same blade, is forwarded to
the parent interconnect, where network profiles are managed efficiently and effectively by the fabric
interconnect. At the core of the Cisco UCS fabric extender are application-specific integrated circuit
(ASIC) processors developed by Cisco that multiplex all traffic.

Cisco Solution for EMC VSPEX VMware Architectures
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Cisco UCS 2104XP Fabric Extender

The Cisco UCS 2104XP Fabric Extender has eight I0GBASE-KR connections to the blade chassis
midplane, with one connection per fabric extender for each of the chassis’ eight half slots. This
configuration gives each half-slot blade server access to each of two 10-Gbps unified fabric-based
networks through SFP+ sockets for both throughput and redundancy. It has four ports connecting the
fabric interconnect.

Figure 2 Cisco UCS 2104XP Fabric Extender

Cisco UCS Blade Chassis

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of the Cisco Unified
Computing System, delivering a scalable and flexible blade server chassis.

The Cisco UCS 5108 Blade Server Chassis, is six rack units (6RU) high and can mount in an
industry-standard 19-inch rack. A single chassis can house up to eight half-width Cisco UCS B-Series
Blade Servers and can accommodate both half-width and full-width blade form factors.

Four single-phase, hot-swappable power supplies are accessible from the front of the chassis. These
power supplies are 92 percent efficient and can be configured to support non-redundant, N+ 1 redundant
and grid-redundant configurations. The rear of the chassis contains eight hot-swappable fans, four power
connectors (one per power supply), and two I/O bays for Cisco UCS 2104XP Fabric Extenders.

A passive mid-plane provides up to 20 Gbps of I/O bandwidth per server slot and up to 40 Gbps of I/O
bandwidth for two slots. The chassis is capable of supporting future 40 Gigabit Ethernet standards. The
Cisco UCS Blade Server Chassis is shown in Figure 3.

Figure 3 Cisco Blade Server Chassis (front and back view)

Cisco UCS Blade Servers

Delivering performance, versatility and density without compromise, the Cisco UCS B200 M3 Blade
Server addresses the broadest set of workloads, from IT and Web Infrastructure through distributed
database.

Building on the success of the Cisco UCS B200 M2 blade servers, the enterprise-class Cisco UCS B200
M3 server, further extends the capabilities of Cisco’s Unified Computing System portfolio in a half
blade form factor. The Cisco UCS B200 M3 server harnesses the power and efficiency of the Intel Xeon
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E5-2600 processor product family, up to 768 GB of RAM, 2 drives or SSDs and up to 2 x 20 GbE to
deliver exceptional levels of performance, memory expandability and I/O throughput for nearly all
applications. In addition, the Cisco UCS B200 M3 blade server offers a modern design that removes the
need for redundant switching components in every chassis in favor of a simplified top of rack design,
allowing more space for server resources, providing a density, power and performance advantage over
previous generation servers. The Cisco UCS B200M3 Server is shown in Figure 4.

Figure 4 Cisco UCS B200 M3 Blade Server
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Cisco UCS Manager

Cisco UCS Manager provides unified, embedded management of all software and hardware components
of the Cisco Unified Computing System through an intuitive GUI, a command line interface (CLI), or
an XML API. The Cisco UCS Manager provides unified management domain with centralized
management capabilities and controls multiple chassis and thousands of virtual machines.

Cisco UCS Service Profiles

Programmatically Deploying Server Resources

Cisco UCS Manager provides centralized management capabilities, creates a unified management
domain, and serves as the central nervous system of the Cisco UCS. Cisco UCS Manager is embedded
device management software that manages the system from end-to-end as a single logical entity through
an intuitive GUI, CLI, or XML API. Cisco UCS Manager implements role- and policy-based
management using service profiles and templates. This construct improves IT productivity and business
agility. Now infrastructure can be provisioned in minutes instead of days, shifting IT’s focus from
maintenance to strategic initiatives.

Dynamic Provisioning with Service Profiles

Cisco UCS resources are abstract in the sense that their identity, I/O configuration, MAC addresses and
WWNs, firmware versions, BIOS boot order, and network attributes (including QoS settings, pin groups,
and threshold policies) all are programmable using a just-in-time deployment model. The manager stores
this identity, connectivity, and configuration information in service profiles that reside on the Cisco UCS
6100 Series Fabric Interconnect. A service profile can be applied to any blade server to provision it with
the characteristics required to support a specific software stack. A service profile allows server and
network definitions to move within the management domain, enabling flexibility in the use of system
resources. Service profile templates allow different classes of resources to be defined and applied to a
number of resources, each with its own unique identities assigned from predetermined pools.

Service Profiles and Templates

A service profile contains configuration information about the server hardware, interfaces, fabric
connectivity, and server and network identity. The Cisco UCS Manager provisions servers utilizing
service profiles. The Cisco UCS Manager implements a role-based and policy-based management
focused on service profiles and templates. A service profile can be applied to any blade server to

Cisco Solution for EMC VSPEX VMware Architectures
| g |



M Technology Overview

10 Gigabit __

Ethemet Uplinks

Ethernet
Traffic

[ S ——

provision it with the characteristics required to support a specific software stack. A service profile allows
server and network definitions to move within the management domain, enabling flexibility in the use
of system resources.

Service profile templates are stored in the Cisco UCS 6100 Series Fabric Interconnects for reuse by
server, network, and storage administrators. Service profile templates consist of server requirements and
the associated LAN and SAN connectivity. Service profile templates allow different classes of resources
to be defined and applied to a number of resources, each with its own unique identities assigned from
predetermined pools.

The Cisco UCS Manager can deploy the service profile on any physical server at any time. When a
service profile is deployed to a server, the Cisco UCS Manager automatically configures the server,
adapters, Fabric Extenders, and Fabric Interconnects to match the configuration specified in the service
profile. A service profile template parameterizes the UIDs that differentiate between server instances.

This automation of device configuration reduces the number of manual steps required to configure
servers, Network Interface Cards (NICs), Host Bus Adapters (HBAs), and LAN and SAN switches.
Figure 5 shows the Service profile which contains abstracted server state information, creating an
environment to store unique information about a server.

Figure 5 Service Profile
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Cisco Nexus 5548UP Switch

The Cisco Nexus 5548UP is a IRU 1 Gigabit and 10 Gigabit Ethernet switch offering up to 960 gigabits
per second throughput and scaling up to 48 ports. It offers 32 1/10 Gigabit Ethernet fixed enhanced
Small Form-Factor Pluggable (SFP+) Ethernet/FCoE or 1/2/4/8-Gbps native FC unified ports and three
expansion slots. These slots have a combination of Ethernet/FCoE and native FC ports. The Cisco Nexus
5548UP switch is shown in Figure 6.

Figure 6 Cisco Nexus 5548UP switch
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Cisco I/0 Adapters

Cisco UCS Blade Servers support various Converged Network Adapter (CNA) options. Cisco UCS
Virtual Interface Card (VIC) 1240 is used in this EMC VSPEX solution.

The Cisco UCS Virtual Interface Card 1240 is a 4-port 10 Gigabit Ethernet, Fibre Channel over Ethernet
(FCoE)-capable modular LAN on motherboard (mLOM) designed exclusively for the M3 generation of
Cisco UCS B-Series Blade Servers. When used in combination with an optional Port Expander, the
Cisco UCS VIC 1240 capabilities can be expanded to eight ports of 10 Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240

supports Cisco Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the
Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization deployment.

Figure 7 Cisco UCS VIC 1240
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Cisco VM-FEX Technology

The Virtual Interface Card provides hardware based implementation of the Cisco VM-FEX technology.
The Cisco VM-FEX technology eliminates the standard virtual switch within the hypervisor by
providing individual virtual machine virtual ports on the physical network switch. Virtual machine I/O
is sent directly to the upstream physical network switch, in this case, the Cisco UCS 6200 Series Fabric
Interconnect, which takes full responsibility for virtual machine switching and policy enforcement.

In a VMware environment, the VIC presents itself as three distinct device types to the hypervisor OS as:
e A fibre channel interface
e A standard Ethernet interface
e A special dynamic Ethernet interface

The Fibre Channel and Ethernet interfaces are consumed by the standard VMware vmkernel components
and provide standard capabilities. The dynamic Ethernet interfaces are not visible to the vmkernel layers
and are preserved as raw PCle devices.

Using the Cisco vDS VMware plug-in and Cisco VM-FEX technology, the VIC provides a solution that
is capable of discovering the dynamic Ethernet interfaces and registering all of them as uplink interfaces
for internal consumption of the vDS. The vDS component on each host discovers the number of uplink

Cisco Solution for EMC VSPEX VMware Architectures
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interfaces that it has and presents a switch to the virtual machines running on a host as shown in the
Figure 8. All traffic from an interface on a virtual machine is sent to the corresponding port of the vDS
switch. The traffic is mapped immediately to a unique dynamic Ethernet interface presented by the VIC.
This vDS implementation guarantees the 1:1 relationship with a virtual machine interface and an uplink
port. The dynamic Ethernet interface selected, is a precise proxy for the virtual machine's interface.

The dynamic Ethernet interface presented by the VIC has a corresponding virtual port on the upstream

fabric interconnect.

Figure 8 VM Interfaces Showing their Virtual Ports on the Physical Switch

UCS Blade

VM VM
#3 #4

ucs vIC |'_'| -

UCS Fabric interconnect

Cisco UCS Manager running on the Cisco UCS Fabric Interconnect works in conjunction with the
VMware vCenter software to coordinate the creation and movement of virtual machines. Port profiles
are used to describe the virtual machine interface attributes such as VLAN, port security, rate limiting,
and QoS marking. Port profiles are managed and configured by network administrators using Cisco UCS
Manager. To facilitate integration with the VMware vCenter, Cisco UCS Manager pushes the catalog of
port profiles into VMware vCenter, where they are represented as distinct port groups. This integration
allows the virtual machine administrators to simply select from a menu of port profiles as they create
virtual machines. When a virtual machine is created or moved to a different host, it communicates its
port group to the Virtual Interface Card. The VIC gets the port profile corresponding to the requested
profile from the Cisco UCS Manager and the virtual port on the fabric interconnect switch is configured
according to the attributes defined in the port profile.

The Cisco VM-FEX technology addresses the common concerns of server virtualization and virtual
networking by providing the following benefits:

Cisco Solution for EMC VSPEX VMware Architectures
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e Unified virtual and physical networking—The Cisco VM-FEX technology consolidates the
virtual network and physical network into a single switching point that has a single management
point. Using the Cisco VM-FEX technology, number of network management points can be reduced
drastically.

¢ Consistent performance and feature availability—All the network traffic is controlled at the
physical switch, which ensures consistent management of both the virtual and physical network
traffic. Each virtual machine interface is coupled with a unique interface on the physical switch,
which allows precise decisions to be made related to the scheduling of and operations on traffic flow
from and to a virtual machine.

¢ Reduced broadcast domains—The virtual machine's identity and positioning information is
known to the physical switch, so the network configuration can be precise and specific to the port
in question.

Modes of Operations for VM-FEX technology

Cisco VM-FEX technology supports virtual machine interfaces that run in the following modes:
¢ Emulated mode

The hypervisor emulates a NIC (also referred to as a back-end emulated device) to replicate the
hardware it virtualizes for the guest virtual machine. The emulated device presents descriptors, for
read and write, and interrupts to the guest virtual machine just as a real hardware NIC device would.
One such NIC device that VMware ESXi emulates is the vmxnet3 device. The guest OS in turn
instantiates a device driver for the emulated NIC. All the resources of the emulated devices’ host
interface are mapped to the address space of the guest OS.

e PCle Pass-Through or VMDirectPath mode

Virtual Interface Card uses PCle standards-compliant IOMMU technology from Intel and VMware's
VMDirectPath technology to implement PCle Pass-Through across the hypervisor layer and
eliminate the associated I/O overhead. The Pass-Through mode can be requested in the port profile
associated with the interface using the “high-performance” attribute.

VMware vSphere 5.0

VMware vSphere 5.0 is a next-generation virtualization solution from VMware which builds upon ESXi
4 and provides greater levels of scalability, security, and availability to virtualized environments.
vSphere 5.0 offers improvements in performance and utilization of CPU, memory, and I/O. It also offers
users the option to assign up to thirty two virtual CPU to a virtual machine—giving system
administrators more flexibility in their virtual server farms as processor-intensive workloads continue
to increase.

The vSphere 5.0 provides the VMware vCenter Server that allows system administrators to manage their
ESXi hosts and virtual machines on a centralized management platform. With the Cisco Fabric
Interconnects Switch integrated into the vCenter Server, deploying and administering virtual machines
is similar to deploying and administering physical servers. Network administrators can continue to own
the responsibility for configuring and monitoring network resources for virtualized servers as they did
with physical servers. System administrators can continue to “plug-in” their virtual machines into the
network ports that have Layer 2 configurations, port access and security policies, monitoring features,
and so on, that have been pre-defined by the network administrators; in the same way they need to plug
in their physical servers to a previously-configured access switch. In this virtualized environment, the
network port configuration/policies move with the virtual machines when the virtual machines are
migrated to different server hardware.

Cisco Solution for EMC VSPEX VMware Architectures
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EMC Storage Technologies and Benefits

The EMC VNX™ family is optimized for virtual applications delivering industry-leading innovation
and enterprise capabilities for file, block, and object storage in a scalable, easy-to-use solution. This
next-generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today’s enterprises.

VNX series is designed to meet the high-performance, high-scalability requirements of midsize and

large enterprises. The EMC VNX storage arrays are multi-protocol platform that can support the iSCSI,
NFS, Fibre Channel, and CIFS protocols depending on the customer’s specific needs. This solution was
validated using NFS for data storage of Virtual Machines and Fibre Channel for hypervisor SAN boot.

VNX series storage arrays have the following customer benefits:
e Next-generation unified storage, optimized for virtualized applications

e Capacity optimization features including compression, deduplication, thin provisioning, and
application-centric copies

e High availability, designed to deliver five 9s availability
e Multiprotocol support for file and block

e Simplified management with EMC Unisphere™ for a single management interface for all
network-attached storage (NAS), storage area network (SAN), and replication needs

Software Suites

The following are the available EMC software suites:
e Remote Protection Suite—Protects data against localized failures, outages, and disasters.
e Application Protection Suite—Automates application copies and proves compliance.

e Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious activity.

Software Packs

Total Value Pack—Includes all protection software suites, and the Security and Compliance Suite.

This is the available EMC protection software pack.

EMC Avamar

EMC’s Avamar® data deduplication technology seamlessly integrates into virtual environments,
providing rapid backup and restoration capabilities. Avamar’s deduplication results in vastly less data
traversing the network, and greatly reduces the amount of data being backed up and stored; resulting in
storage, bandwidth and operational savings.

The following are the two most common recovery requests used in backup and recovery:

¢ File-level recovery—Object-level recoveries account for the vast majority of user support requests.
Common actions requiring file-level recovery are—individual users deleting files, applications
requiring recoveries, and batch process-related erasures.

e System recovery—Although complete system recovery requests are less frequent in number than
those for file-level recovery, this bare metal restore capability is vital to the enterprise. Some of the
common root causes for full system recovery requests are viral infestation, registry corruption, or
unidentifiable unrecoverable issues.
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The Avamar System State protection functionality adds backup and recovery capabilities in both of these

scenarios.

Architectural Overview

This Cisco Validated Design discusses the deployment model of the VMware solution for 250 virtual

machines.

Table 1 lists the hardware components required in the solution:

Table 1

Hardware requirements

Components

Hardware required

Servers

Ten Cisco B200 M3 servers

Adapters

Ten Cisco VICs: one Cisco VIC 1240 adapter per
server

Chassis

Two Cisco UCS 5108 Blade Server Chassis

Fabric extenders

Four 2104XP Fabric Extender: two fabric
extenders per chassis

Fabric interconnects

Two Cisco UCS 6248UP Fabric Interconnects

Network switches

Two Cisco Nexus 5548UP Switches

Storage

One EMC VNX5500 Storage Array

Table 2 lists the various firmware and software components which occupies different tiers of the Cisco
solution for EMC VSPEX VMware architectures under test.

Table 2 Firmware and software components of VMware architectures
Vendor Name Version Description
Cisco Cisco UCS B200 M3 2.0(2q) - CIMC Cisco UCS B200 M3
servers B200M3.2.0.2D.0.0406 blade server firmware
20121902 - BIOS
Cisco Cisco VIC 1240 2.0(2q) Cisco Virtual Interface
Card (adapter) firmware
Cisco Cisco UCS 2104XP 2.0(2.61) Cisco UCS fabric
Fabric Extender extender firmware
Cisco Cisco UCS 6248UP 5.0(3)N2(2.02.61) Cisco UCS fabric
Fabric Interconnect interconnect firmware
Cisco Cisco UCSM 2.0(2.61) Cisco UCS Manager
(UCSM) software
Cisco Cisco Nexus 5548UP 5.1(3)N1(1a) Cisco Nexus 5000

Switches

series switches running
NX-0S
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Table 2 Firmware and software components of VMware architectures

Vendor Name Version Description

EMC EMC VNX5500 05.31.000.5.704 EMC VNX storage
array firmware

EMC EMC Avamar 6.0.0-592 EMC data backup
software

EMC Data Domain OS 5.1.0.9-282511 EMC data domain
operating system

VMware ESXi 5.0 5.0 build 623860 VMware Hypervisor

VMware vCenter Server 5.0 build 455964 VMware management

Microsoft Microsoft Windows 2008 R2 SP1 Operating system to

Server 2008 R2 host vCenter server

Microsoft Microsoft SQL server  |2008 R2 Database server SQL
R2 Enterprise edition
for vCenter

Table 3 outlines the B200 M3 server configuration details (per server basis) across all the VMware

architectures.

Table 3 Server configuration details

Component Capacity

Memory (RAM) 64 GB (8X8 MB DIMM)

Processor 2 x Intel® Xenon ® E5-2650 CPUs, 2
GHz, 8 cores, 16 threads

This architecture assumes that there is an existing infrastructure/ management network available in
which a virtual machine hosting vCenter server and Windows Active Directory/ DNS server are present.
Figure 9 shows a high level Cisco solution for EMC VSPEX VMware architecture for 250 virtual
machines.

r Cisco Solution for EMC VSPEX VMware Architectures



Figure 9 Reference Architecture for 250 Virtual Machines

— AD Sareer

Infra

_aAr

Cisco UCS 5108 Chassis

EMC ¥INX 5500 i~ 10 GE(FCoE) '

gGB(FC)  §

........................

HE— T I

10 GE [NFS] §

The following are the high level design points of the architecture:
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e Only Ethernet is used as network layer 2 media to access Cisco UCS 6248UP from the Cisco UCS

B200 M3 blade servers.

e Infrastructure network is on a separate 1GE network.

e Network redundancy is built in by providing two switches, two storage controllers and redundant

connectivity for data, storage and infrastructure networking.

This design does not recommend or require any specific layout of infrastructure network. The vCenter
server, SQL server, and AD/ DNS virtual machines are hosted on the infrastructure network. However,
design does require accessibility of certain VLANSs from the infrastructure network to reach the servers.

ESXi 5.0 is used as hypervisor operating system on each server and is installed on fibre channel SAN.

The defined load is 25 virtual machines per server.

Memory Configuration Guidelines

This section provides guidelines for allocating memory to the virtual machines. The guidelines outlined
here take into account vSphere memory overhead and the virtual machine memory settings.

ESX/ESXi Memory Management Concepts

vSphere virtualizes guest physical memory by adding an extra level of address translation. Shadow page
tables make it possible to provide this additional translation with little or no overhead. Managing

memory in the hypervisor enables the following:

e Memory sharing across virtual machines that have similar data (that is, same guest operating

systems).

e Memory over commitment, which means allocating more memory to virtual machines than is

physically available on the ESX/ESXi host.

¢ A memory balloon technique whereby virtual machines that do not need all the memory they were
allocated give memory to virtual machines that require additional allocated memory.
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For more information about vSphere memory management concepts, see the VMware vSphere Resource
Management Guide at: http://www.vmware.com/files/pdf/perf-vsphere-memory_management.pdf

Virtual Machine Memory Concepts

+ configured

reservation

Touched
memory

Guest memory

The Figure 10 shows the use of memory settings parameters in the virtual machine.

Figure 10 Virtual Machine Memory Settings
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The vSphere memory settings for a virtual machine include the following parameters:

¢ Configured memory—Memory size of virtual machine assigned at creation.

¢ Touched memory—Memory actually used by the virtual machine. vSphere allocates only guest
operating system memory on demand.

e Swappable—Virtual machine memory can be reclaimed by the balloon driver or by vSphere
swapping. Ballooning occurs before vSphere swapping. If this memory is in use by the virtual
machine (that is, touched and in use), the balloon driver causes the guest operating system to swap.

Memory sizing for a virtual machine in VSPEX architectures is based on many factors. With the number
of application services and use cases available determining a suitable configuration for an environment
requires creating a baseline configuration, testing, and making adjustments, as discussed later in this
paper. Table 4 outlines the resources used by a single virtual machine:

Table 4 Resources for a single virtual machine
Characteristics Value
Virtual processor per virtual machine 1

(vCPU)

RAM per virtual machine 2GB
Available storage capacity per virtual 100 GB

machine

I/0 operations per second (IOPS) per VM |25

I/0 pattern

Random

1/O read/write ratio

2:1

Following are the recommended best practices:

r Cisco Solution for EMC VSPEX VMware Architectures


http://www.vmware.com/files/pdf/perf-vsphere-memory_management.pdf
http://www.vmware.com/files/pdf/perf-vsphere-memory_management.pdf

Architectural Overview W

e Account for memory overhead—Virtual machines require memory beyond the amount allocated,
and this memory overhead is per-virtual machine. Memory overhead includes space reserved for
virtual machine devices, depending on applications and internal data structures. The amount of
overhead required depends on the number of vCPUs, configured memory, and whether the guest
operating system is 32-bit or 64-bit. As an example, a running virtual machine with one virtual CPU
and two GB of memory may consume about 100 MB of memory overhead, where a virtual machine
with two virtual CPUs and 32 GB of memory may consume approximately 500 MB of memory
overhead. This memory overhead is in addition to the memory allocated to the virtual machine and
must be available on the ESXi host.

e “Right-size” memory allocations—Over-allocating memory to virtual machines can waste memory
unnecessarily, but it can also increase the amount of memory overhead required to run the virtual
machine, thus reducing the overall memory available for other virtual machines. Fine-tuning the
memory for a virtual machine is done easily and quickly by adjusting the virtual machine properties.
In most cases, hot-adding of memory is supported and can provide instant access to the additional
memory if needed.

¢ Intelligently overcommit—Memory management features in vSphere allow for over commitment of
physical resources without severely impacting performance. Many workloads can participate in this
type of resource sharing while continuing to provide the responsiveness users require of the
application. When looking to scale beyond the underlying physical resources, consider the
following:

— Establish a baseline before over committing. Note the performance characteristics of the
application before and after. Some applications are consistent in how they utilize resources and
may not perform as expected when vSphere memory management techniques take control.
Others, such as Web servers, have periods where resources can be reclaimed and are perfect
candidates for higher levels of consolidation.

— Use the default balloon driver settings. The balloon driver is installed as part of the VMware
Tools suite and is used by ESX/ESXi if physical memory comes under contention. Performance
tests show that the balloon driver allows ESX/ESXi to reclaim memory, if required, with little
to no impact to performance. Disabling the balloon driver forces ESX/ESXi to use
host-swapping to make up for the lack of available physical memory which adversely affects
performance.

— Set a memory reservation for virtual machines that require dedicated resources. Virtual
machines running Search or SQL services consume more memory resources than other
application and Web front-end virtual machines. In these cases, memory reservations can
guarantee that the services have the resources they require while still allowing high
consolidation of other virtual machines.

As with over committing CPU resources, proactive monitoring is a requirement. Table 5 lists counters
that can be monitored to avoid performance issues resulting from overcommitted memory.
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Table 5

ESXitop memory counters

EXitop Metrics

Description

Implication

SWAP /MB: r/s, w/s

The rate at which machine
memory is swapped in and
out of disk.

High rates of swapping
affect guest performance. If
free memory is low,
consider moving virtual
machines to other hosts. If
free memory is OK, check
resource limits on the virtual
machines.

MCTLSZ

The amount of guest
physical memory reclaimed
by the balloon driver.

If the guest working set is
smaller than guest physical
memory after ballooning, no
performance degradation is
observed. However,
investigate the cause for
ballooning. It could be due
to low host memory or a
memory limit on the virtual
machine.

Storage Guidelines

VSPEX architecture for VMware 250 VMs scale, uses NFS to access storage arrays. This simplifies the
design and implementation for the small to medium level businesses. vSphere provides many features
that take advantage of EMC storage technologies such as VNX VAAI plug-in for NFS storage and
storage replication. Features such as VMware vMotion, VMware HA, and VMware Distributed
Resource Scheduler (DRS) use these storage technologies to provide high availability, resource

balancing, and uninterrupted workload migration.

Virtual Server Configuration

Figure 11 shows that the VMware storage virtualization can be categorized into three layers of storage

technology:

e The Storage array is the bottom layer, consisting of physical disks presented as logical disks (storage

array volumes or LUNSs) to the layer above, with the vSphere virtual environment.

e Storage array LUNs that are formatted as NFS datastores provide storage for virtual disks.

e Virtual disks that are presented to the virtual machine and guest operating system as NFS attached

disks can be partitioned and used in the file systems.
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Figure 11 VMware Storage Virtualization Stack
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Storage Protocol Capabilities

VMware vSphere provides vSphere and storage administrators with the flexibility to use the storage
protocol that meets the requirements of the business. This can be a single protocol datacenter wide, such
as iSCSI, or multiple protocols for tiered scenarios such as using Fibre Channel for high-throughput
storage pools and NFS for high-capacity storage pools.

For VSPEX solution on vSphere NFS is a recommended option because of its simplicity in deployment.

For more information, see the VMware white paper Comparison of Storage Protocol Performance in
VMware vSphere 5: http://www.vmware.com/files/pdf/perf_vsphere_storage_protocols.pdf

Storage Best Practices

Following are the vSphere storage best practices:

Host multi-pathing—Having a redundant set of paths to the storage area network is critical to
protecting the availability of your environment. In this solution, the redundancy is comes from the
“Fabric Failover” feature of the dynamic vNICs of Cisco UCS for NFS storage access.

Partition alignment—Partition misalignment can lead to severe performance degradation due to I/O
operations having to cross track boundaries. Partition alignment is important both at the NFS level
as well as within the guest operating system. Use the vSphere Client when creating NFS datastores
to be sure they are created aligned. When formatting volumes within the guest, Windows 2008
aligns NTFS partitions on a 1024KB offset by default.

Use shared storage—In a vSphere environment, many of the features that provide the flexibility in
management and operational agility come from the use of shared storage. Features such as VMware
HA, DRS, and vMotion take advantage of the ability to migrate workloads from one host to another
host while reducing or eliminating the downtime required to do so.

Calculate your total virtual machine size requirements—Each virtual machine requires more space
than that used by its virtual disks. Consider a virtual machine with a 20GB OS virtual disk and 16GB
of memory allocated. This virtual machine will require 20GB for the virtual disk, 16GB for the
virtual machine swap file (size of allocated memory), and 100MB for log files (total virtual disk size
+ configured memory + 100MB) or 36.1GB total.
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e Understand I/O Requirements—Under-provisioned storage can significantly slow responsiveness
and performance for applications. In a multi-tier application, you can expect each tier of application
to have different I/O requirements. As a general recommendation, pay close attention to the amount
of virtual machine disk files hosted on a single NFS volume. Over-subscription of the I/O resources
can go unnoticed at first and slowly begin to degrade performance if not monitored proactively.

VSPEX VMware Memory Virtualization

VMware vSphere 5.0 has a number of advanced features that help to maximize performance and overall
resources utilization. This section describes the performance benefits of some of these features for the
VSPEX deployment.

Memory Compression

Memory over-commitment occurs when more memory is allocated to virtual machines than is physically
present in a VMware ESXi host. Using sophisticated techniques, such as ballooning and transparent page
sharing, ESXi is able to handle memory over-commitment without any performance degradation.
However, if more memory than that is present on the server is being actively used, ESXi might resort to
swapping out portions of a VM's memory.

For more details about Vsphere memory management concepts, see the VMware Vsphere Resource
Management Guide at: http://www.VMware.com/files/pdf/mem_mgmt_perf_Vsphere5.pdf

Virtual Networking

The Cisco VMFEX collapses virtual and physical networking into a single infrastructure. The Cisco
VM-FEX technology allows data center administrators to provision, configure, manage, monitor, and
diagnose virtual machine network traffic and bare metal network traffic within a unified UCS
infrastructure.

The VM-FEX technology extends Cisco data-center networking technology to the virtual machine with
the following capabilities:

e Each virtual machine includes a dedicated interface on the virtual Distributed Switch (vDS).
e All virtual machine traffic is sent directly to the dedicated interface on the vDS.
e The native VMware virtual switch in the hypervisor is replaced by the vDS.

e Live migration and vMotion are also supported with the Cisco VM-FEX.

Benefits

¢ Simplified operations—Seamless virtual networking infrastructure through UCS Manager
¢ Improved network security—Contains VLAN proliferation
¢ Optimized network utilization—Reduces broadcast domains

¢ Reduced network complexity—Separation of network and server administrator’s domain by
providing port-profiles by name

Virtual Networking Best Practices

Following are the vSphere networking best practices:
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e Separate virtual machine and infrastructure traffic—Keep virtual machine and VMkernel or service
console traffic separate. This can be accomplished physically using separate virtual switches that
uplink to separate physical NICs, or virtually using VLAN segmentation.

e Enable PortFast on ESX/ESXi host uplinks—Failover events can cause spanning tree protocol
recalculations that can set switch ports into a forwarding or blocked state to prevent a network loop.
This process can cause temporary network disconnects. To prevent this situation, set the switch
ports connected to ESX/ESXi hosts to PortFast, which immediately sets the port back to the
forwarding state and prevents link state changes on ESX/ESXi hosts from affecting the STP
topology. Loops are not possible in virtual switches.

¢ Converged Network and Storage I/O with 10Gbps Ethernet—Consolidating storage and network
traffic can provide simplified cabling and management over maintaining separate switching
infrastructures.

e Fabric Failover—Always use fabric failover feature of Cisco UCS VIC adapters for
high-availability of network access.

This solution suggests 32 dynamic VNICs per ESXi host based on following assumptions and
calculation:

¢ One vNIC per virtual machine
e With 25 VMs per hypervisor, 25 dynamic vNICs is needed
e Three vm-kernel interfaces per hypervisor:
— One for management
— One for vMotion
— One for NFS storage access
¢ Four additional dynamic vNICs for high-availability. High availability is required when:
— One of the hypervisor is shutdown or in maintenance mode.
— The VMs on the hypervisor is moved to other hypervisors.

Three dynamic vNICs are required per hypervisor, but we have provisioned one extra for head room.

vSphere VMware Performance

With every release of vSphere the overhead of running an application on the vSphere virtualized
platform is reduced by the new performance improving features. Typical virtualization overhead for
applications is less than 10%. Many of these features not only improve performance of the virtualized
application itself, but also allow for higher consolidation ratios. Understanding these features and taking
advantage of them in your environment helps guarantee the highest level of success in your virtualized
deployment. Table 6 provides details on vSphere VMware performance.
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Table 6 vSPhere VMware performance
ESXitop Metric Description Implication
NUMA Support ESX/ESXi uses a NUMA See The CPU Scheduler

load-balancer to assign a home
node to a virtual machine.
Because memory for the virtual
machine is allocated from the
home node, memory access is
local and provides the best
performance possible. Even
applications that do not directly
support NUMA benefit from this
feature.

in VMware ESXi 5:
http://www.vmware.co
m/pdf/Perf_Best_Practi
ces_vSphere5.0.pdf

Transparent page
sharing

Virtual machines running similar
operating systems and
applications typically have
identical sets of memory content.
Page sharing allows the
hypervisor to reclaim the
redundant copies and keep only
one copy, which frees up the
total host memory consumption.
If most of your application
virtual machines run the same
operating system and application
binaries then total memory usage
can be reduced to increase
consolidation ratios.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf

Memory ballooning

By using a balloon driver loaded
in the guest operating system,
the hypervisor can reclaim host
physical memory if memory
resources are under contention.
This is done with little to no
impact to the performance of the
application.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf
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ESXitop Metric

Description

Implication

Memory compression

Before a virtual machine resorts
to host swapping, due to memory
over commitment the pages
elected to be swapped attempt to
be compressed. If the pages can
be compressed and stored in a
compression cache, located in
main memory, the next access to
the page causes a page
decompression as opposed to a
disk swap out operation, which
can be an order of magnitude
faster.

See Understanding
Memory Resource
Management in
VMware ESXi 5.0:
http://www.vmware.co
m/files/pdf/perf-vspher
e-memory_management
.pdf

Large memory page
support

An application that can benefit
from large pages on native
systems, such as MS SQL, can
potentially achieve a similar
performance improvement on a
virtual machine backed with
large memory pages. Enabling
large pages increases the
memory page size from 4KB to
2MB.

See Performance Best
Practices for VMware
vSphere 5.0:
http://www.vmware.co
m/pdf/Perf_Best_Practi
ces_vSphere5.0.pdf

and see Performance
and Scalability of
Microsoft SQL Server
on VMware vSphere 4:

http://www.vmware.co
m/files/pdf/perf_vspher
e_sql_scalability.pdf

Physical and Virtual CPUs

Virtual SMP

VMware uses the terms virtual CPU (vCPU) and physical CPU to distinguish between the processors

within the virtual machine and the underlying physical x86/x64-based processor cores. Virtual machines
with more than one virtual CPU are also called SMP (symmetric multiprocessing) virtual machines. The
virtual machine monitor (VMM), or hypervisor, is responsible for CPU virtualization. When a virtual

machine starts running, control transfers to the VMM, which virtualizes the guest OS instructions.

VMware Virtual Symmetric Multiprocessing (Virtual SMP) enhances virtual machine performance by
enabling a single virtual machine to use multiple physical processor cores simultaneously. vSphere
supports the use of up to thirty two virtual CPUs per virtual machine. The biggest advantage of an SMP
system is the ability to use multiple processors to execute multiple tasks concurrently, thereby increasing
throughput (for example, the number of transactions per second). Only workloads that support

parallelization (including multiple processes or multiple threads that can run in parallel) can really

benefit from SMP.
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The virtual processors from SMP-enabled virtual machines are co-scheduled. That is, if physical
processor cores are available, the virtual processors are mapped one-to-one onto physical processors and
are then run simultaneously. In other words, if one vCPU in the virtual machine is running, a second
vCPU is co-scheduled so that they execute nearly synchronously. Consider the following points when
using multiple vCPUs:

e Simplistically, if multiple, idle physical CPUs are not available when the virtual machine wants to
run, the virtual machine remains in a special wait state. The time a virtual machine spends in this
wait state is called ready time.

e Even idle processors perform a limited amount of work in an operating system. In addition to this
minimal amount, the ESXi host manages these “idle” processors, resulting in some additional work
by the hypervisor. These low-utilization vCPUs compete with other vCPUs for system resources.

In VMware ESXi 5 and ESXi, the CPU scheduler underwent several improvements to provide better
performance and scalability; for more information, see the CPU Scheduler in VMware ESXi 5:

http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.0.pdf. For example, in VMware ESXi 5,
the relaxed co-scheduling algorithm was refined so that scheduling constraints due to co-scheduling
requirements are further reduced. These improvements resulted in better linear scalability and
performance of the SMP virtual machines.

Overcommitment

VMware conducted tests on virtual CPU overcommitment with SAP and SQL, showing that the
performance degradation inside the virtual machines is linearly reciprocal to the overcommitment.
Because the performance degradation is “graceful,” any virtual CPU overcommitment can be effectively
managed by using VMware DRS and VMware vSphere® vMotion® to move virtual machines to other
ESX/ESXi hosts to obtain more processing power. By intelligently implementing CPU
overcommitment, consolidation ratios of applications Web front-end and application servers can be
driven higher while maintaining acceptable performance. If it is chosen that a virtual machine not
participate in overcommitment, setting a CPU reservation provides a guaranteed CPU allocation for the
virtual machine. This practice is generally not recommended because the reserved resources are not
available to other virtual machines and flexibility is often required to manage changing workloads.
However, SLAs and multi-tenancy may require a guaranteed amount of compute resources to be
available. In these cases, reservations make sure that these requirements are met.

When choosing to overcommit CPU resources, monitor vSphere and applications to be sure
responsiveness is maintained at an acceptable level. Table 7 lists counters that can be monitored to help
achieve higher drive consolidation while maintaining the system performance.
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Table 7 List of Counters
ESXitop Metric Description Implication
%RDY Percentage of time a A high %RDY time (use 20% as
vCPU in a run queue is |a starting point) may indicate the
waiting for the CPU virtual machine is under
scheduler to letitrun on |resource contention. Monitor
a physical CPU. this—if application speed is OK,
a higher threshold may be
tolerated.
%MLMTD Percentage of time a A high %MLMTD time may

vCPU was ready to run |indicate a CPU limit is holding
but was deliberately not |the VM in a ready to run state. If
scheduled due to CPU |the application is running slow

limits. consider increasing or removing
the CPU limit.

%CSTP Percentage of time a A high %CSTP time usually
vCPU spent in read, means that vCPUs are not being
co-descheduled state. used in a balanced fashion.
Only meaningful for Evaluate the necessity for

SMP virtual machines. |multiple vCPUs.

Hyper-threading technology (recent versions of which are called symmetric multithreading, or SMT)
enables a single physical processor core to behave like two logical processors, essentially allowing two
independent threads to run simultaneously. Unlike having twice as many processor cores which can
roughly double performance, hyper-threading can provide anywhere from a slight to a significant
increase in system performance by keeping the processor pipeline busier.

Non-Uniform Memory Access (NUMA)

Non-Uniform Memory Access (NUMA) compatible systems contain multiple nodes that consist of a set
of processors and memory. The access to memory in the same node is local, while access to the other
node is remote. Remote access can take longer because it involves a multihop operation. In
NUMA-aware applications, there is an attempt to keep threads local to improve performance.

The VMware ESX/ESXi provides load-balancing on NUMA systems. To achieve the best performance,
it is recommended that the NUMA be enabled on compatible systems. On a NUMA-enabled ESX/ESXi
host, virtual machines are assigned a home node from which the virtual machine’s memory is allocated.
Because it is rare for a virtual machine to migrate away from the home node, memory access is mostly
kept local.

In applications that scale out well it is beneficial to size the virtual machines with the NUMA node size
in mind. For example, in a system with two hexa-core processors and 64GB of memory, sizing the virtual
machine to six virtual CPUs and 32GB or less, means that the virtual machine does not have to span
multiple nodes.
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VSPEX VMware Storage Virtualization

Disk provisioning on the EMC VNX series requires administrators to choose disks for each of the
storage pools.

Storage Layout

The architecture diagram in this section shows the physical disk layout. Disk provisioning on the
VNX5500 storage array is simplified through the use of wizards, so that administrators do not choose
which disks belong to a given storage pool. The wizard may choose any available disk of the proper type,
regardless of where the disk physically resides in the array.

The reference architecture uses the following configuration:

¢ One hundred fourty-five 300 GB SAS disks are allocated to a block-based storage pool.

~

Note  Note: System drives are specifically excluded from the pool, and not used for additional storage.

¢ Six 300GB SAS disks are configured as hot spares.
e Three 300GB SAS disks are configured for ESXi 5.0 hypervisor SAN Boot.

e Optionally you can configure up to 20 flash drives in the array FAST Cache. These drives are not
considered to be a required part of the solution, and additional licensing may be required in order to
use the FAST Suite.

e EMC recommends that at least one hot spare disk is allocated for each 30 disks of a given type.

e At least two NFS shares are allocated to the vSphere cluster from each storage pool to serve as
datastores for the virtual servers.

The VNX family storage array is designed for five 9s availability by using redundant components
throughout the array. All of the array components are capable of continued operation in case of hardware
failure. The RAID disk configuration on the array provides protection against data loss due to individual
disk failures, and the available hot spare drives can be dynamically allocated to replace a failing disk.

Storage Virtualization

NFS is a cluster file system that provides UDP based stateless storage protocol to access storage across
multiple hosts over the network. Each virtual machine is encapsulated in a small set of files and NFS
datastore mount points are used for the operating system partitioning and data partitioning.

It is preferable to deploy virtual machine files on shared storage to take advantage of VMware VMotion,
VMware High Availability™ (HA), and VMware Distributed Resource Scheduler™ (DRS). This is
considered a best practice for mission-critical deployments, which are often installed on third-party,
shared storage management solutions.

Architecture for 250 VMware Virtual Machines

Figure 12 shows the logical layout of 50 VMware virtual machines. The following are the key aspects
of this solution:

e Ten Cisco B200 M3 servers are used, with an average load of 25 VMs per server.
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e ESXi 5 is booted from SAN disk. FCoE is used from servers up to fabric interconnect, and then
native FC from fabric interconnect to storage array

e Virtual port-channels on storage side networking provide high-availability and load balancing.
e Cisco VMFEX distributed Virtual Switch provides port-profiles based virtual networking solution.
e Fabric failover capability of VMFEX dynamic vNICs provides network high availability.

¢ SAN boot and UCSM service profile provides complete stateless computing architecture. A B200
M3 server can be replaced with a very little down time window.

Figure 12 Cisco Solution VMware Architecture for 250 VMs
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Stateless Computing

UCS Manager (UCSM) provides the concept of Service Profile for server running on a physical
hardware. Service profile is a logical entity, which can be associated to the physical server. Among other
things, service profile includes various identities of the server or server components, such as:

e BIOS UUID

e MAC address of virtual NIC of the server

e Node WWN (WWNN) for Fibre Channel SAN access
e Port WWN (WWPN) of the virtual HBA of the server
e IQN ID, if iSCSI protocol is used for storage access

¢ Management IP address for the KVM access

All these identities can be assigned to any physical server managed by the UCSM. All other
configuration of the service profile is based on templates, pools and policies, providing immense
flexibility to the administrator. This includes firmware and BIOS versions required by the server. These
concepts enable UCSM to provide stateless computing across entire UCSM managed compute hardware.

Cisco Solution for EMC VSPEX VMware Architectures
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If remote storage is used to boot operating system of the server (such as SAN boot, PXE boot, iSCSI
boot etc), then a given service profile can be associated to any physical server hardware and downtime
for migrating such server can be reduced to few minutes. Solution presented in this CVD makes use of
identity pools and SAN storage to simplify the server procurement and provide stateless computing
capability.

Sizing Guidelines

In any discussion about virtual infrastructures, it is important to first define a reference workload. Not
all servers perform the same tasks, and it is impractical to build a reference that takes into account every
possible combination of workload characteristics.

Defining the Reference Workload

To simplify the discussion, we have defined a representative customer reference workload. By
comparing your actual customer usage to this reference workload, you can extrapolate which reference
architecture to choose.

For the VSPEX solutions, the reference workload was defined as a single virtual machine. This virtual
machine has the following characteristics:

Table 8 Virtual Machine Characteristics
Characteristic Value
Virtual machine operating system Microsoft Windows Server 2008 R1 SP1
Virtual processor per virtual machine 1
(vCPU)

RAM per virtual machine 2 GB
Available storage capacity per virtual 100 GB
machine

I/0 operations per second (IOPS) per VM |25

I/0 pattern Random
I/0 read/write ratio 2:1

This specification for a virtual machine is not intended to represent any specific application. Rather, it
represents a single common point of reference to measure other virtual machines.

Applying the Reference Workload

When considering an existing server which will move into a virtual infrastructure, you have the
opportunity to gain efficiency by right-sizing the virtual hardware resources assigned to that system.

The reference architectures create a pool of resources sufficient to host a target number of reference
virtual machines as described above. It is entirely possible that customer virtual machines may not
exactly match the specifications above. In that case, you can say that a single specific customer virtual
machine is the equivalent of some number of reference virtual machines, and assume that number of
virtual machines have been used in the pool. You can continue to provision virtual machines from the
pool of resources until it is exhausted. Consider these examples:
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Example 1 Custom Built Application

A small custom-built application server needs to move into this virtual infrastructure.
The physical hardware supporting the application is not being fully utilized at present. A
careful analysis of the existing application reveals that the application can use one
processor, and needs 3 GB of memory to run normally. The IO workload ranges between 4 IOPS
at idle time to 15 IOPS when busy. The entire application is only using about 30 GB on
local hard drive storage.

Based on these numbers, following resources are needed from the resource pool:

- CPU resources for 1 VM

- Memory resources for 2 VMs

- Storage capacity for 1 VM

- IOPS for 1 VM

In this example, a single virtual machine uses the resources of two of the reference VMs.
Once this VM is deployed, the solution’s new capability would be 248 VMs.

Example 2 Point of Sale System

The database server for a customer’s point-of-sale system needs to move into this virtual
infrastructure. It is currently running on a physical system with four CPUs and 16 GB of
memory. It uses 200 GB storage and generates 200 IOPS during an average busy cycle.

The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of 4 reference VMs

- Memory of 8 reference VMs

- Storage of 2 reference VMs

- IOPS of 8 reference VMs

In this case the one virtual machine uses the resources of eight reference virtual
machines. Once this VM is deployed, the solution’s new capability would be 242 VMs.

Example 3 Web Server

The customer’s web server needs to move into this virtual infrastructure. It is currently
running on a physical system with two CPUs and 8GB of memory. It uses 25 GB of storage and
generates 50 IOPS during an average busy cycle.

The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of 2 reference VMs

- Memory of 4 reference VMs

- Storage of 1 reference VMs

- IOPS of 2 reference VMs

In this case the virtual machine would use the resources of four reference virtual
machines. Once this VM is deployed, the solution’s new capability would be 246 VMs.

Example 4 Decision Support Database

The database server for a customer’s decision support system needs to move into this
virtual infrastructure. It is currently running on a physical system with 10 CPUs and 48
GB of memory. It uses 5 TB of storage and generates 700 IOPS during an average busy cycle.
The following resources that are needed from the resource pool to virtualize this
application:

- CPUs of ten reference VMs

- Memory of 24 reference VMs

- Storage of 52 reference VMs

- IOPS of 28 reference VMs

In this case the one virtual machine uses the resources of fifty-two reference virtual
machines. Once this VM is deployed, the solution’s new capability would be 198 VMs.

Cisco Solution for EMC VSPEX VMware Architectures ]



I VSPEX Configuration Guidelines

Summary of Example

The four examples show the flexibility of the resource pool model. In all the four cases the workloads
simply reduce the number of available resources in the pool. If all four examples were implemented on
the same virtual infrastructure, with an initial capacity of 250 virtual machines they can all be
implemented, leaving the capacity of one hundred eighty six reference virtual machines in the resource
pool.

In more advanced cases, there may be tradeoffs between memory and I/O or other relationships where
increasing the amount of one resource, decreases the need for another. In these cases, the interactions
between resource allocations become highly complex, and are out of the scope of this document.
However, once a change in the resource balance is observed, and the new level of requirements is known;
these virtual machines can be added to the infrastructure using the method described in the above
examples.

VSPEX Configuration Guidelines

This sections provides the procedure to deploy the Cisco solution for EMC VSPEX VMware
architecture.

Follow these steps to configure the Cisco solution for EMC VSPEX VMware architectures:
1. Pre-deployment tasks.

Physical setup.

Cable connectivity.

Configure Cisco Nexus switches.

Configure Cisco Unified Computing System using Cisco UCS Manager.

Prepare and configure storage array.

Install VMware ESXi servers and vCenter infrastructure.

Install and configure Microsoft SQL server database.

© S8 N & e B W N

Install and configure VMware vCenter server.

Install and configure Cisco Nexus VM-FEX.

-
e

11. Test the installation.

These steps are described in detail in the following sections.

Pre-deployment Tasks

Pre-deployment tasks include procedures that do not directly relate to environment installation and
configuration, but whose results will be needed at the time of installation. Examples of pre-deployment
tasks are collection of hostnames, IP addresses, VLAN IDs, license keys, installation media, and so on.
These tasks should be performed before the customer visit to decrease the time required onsite.

¢ Gather documents—Gather the related documents listed in the Preface. These are used throughout
the text of this document to provide detail on setup procedures and deployment best practices for
the various components of the solution.

¢ Gather tools—Gather the required and optional tools for the deployment. Use Table 9 to confirm
that all equipment, software, and appropriate licenses are available before the deployment process.
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e Gather data—Collect the customer-specific configuration data for networking, naming, and
required accounts. Enter this information into the Customer Configuration Data Sheet, page 170 for
reference during the deployment process.

Table 9 Customer Specific Configuration Data

Requirement Description Reference

Hardware Cisco UCS B200 M3 servers to |EMC-Cisco Reference
host virtual machines Architecture: VSPEX

Cisco UCS 5108 blade server  |S¢7ver Virtualization
with VMware vSphere 5

chassis .

for 250 Virtual
Cisco UCS 2104XP fabric Machines.
extender
Cisco UCS 6248UP fabric
interconnect

VMware vSphere™ 5 server to
host virtual infrastructure
servers

Note: This requirement may be
covered in the existing
infrastructure

Cisco Nexus switches: Two
Cisco Nexus 5548UP switches
for high availability

EMC VNX storage: EMC
VNX5500 Multiprotocol storage
array with the required disk
layout as per architecture
requirements
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Table 9

Customer Specific Configuration Data

Requirement

Description

Reference

Software

VMware ESXi™ 5.0 installation
media

VMware vCenter Server 5.0
installation media

EMC VSI for VMware vSphere:
Unified Storage Management —
Product Guide

EMC VSI for VMware vSphere:
Storage Viewer—Product Guide

Microsoft Windows Server 2008
R2 SP1 installation media
(suggested OS for VMware
vCenter)

Microsoft SQL Server 2008 R2
SP1 Note: This requirement may
be covered in the existing
infrastructure

See the corresponding
product documentation

Licenses

VMware vCenter 5.0 license key

VMware ESXi 5.0 license keys

Microsoft SQL Server license
key

Note: This requirement may be
covered in the existing
infrastructure

Consult your
corresponding vendor
obtain license keys

Customer Configuration Data

To reduce the onsite time, information such as IP addresses and hostnames should be assembled as part

of the planning process.

The section Customer Configuration Data Sheet, page 170 provides tabulated record of relevant
information (to be filled at the customer’s end). This form can be expanded or contracted as required,
and information may be added, modified, and recorded as the deployment progresses.

Additionally, complete the VNX Series Configuration Worksheet, available on the EMC online support
website, to provide the most comprehensive array-specific information.

Physical setup

Physical setup includes the following tasks:

1. Mount all the hardware .

2. Connect power cords and management connectivity to all hardware.
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3. Perform initial setup steps for all hardware involved.

Preparing Cisco UCS Components

For information on mounting the hardware, see the Cisco UCS B-Series Hardware Installation Guide.
Care must be taken about efficient cooling and proper airflow while mounting any equipment in the data
center. Similarly, you need to pay attention to power requirements of chassis, servers and fabric
interconnects.

Cisco UCS 5108 chassis, including its embedded blade servers and fabric extenders do not require
management connectivity as they are managed by the fabric interconnects. Fabric interconnects are
deployed in pair for high availability. Both the fabric interconnects require 100 Mbps peer connectivity
for synchronizing the management plane between them. In addition, both the FIs require 1Gbps
out-of-band management connectivity.

Cisco UCS Manager software runs on the Cisco UCS Fabric Interconnects. The Cisco UCS 6000 Series
Fabric Interconnects expand the UCS networking portfolio and offer higher capacity, higher port
density, and lower power consumption. These interconnects provide the management and
communication backbone for the Cisco UCS B-Series Blades and Cisco UCS Blade Server Chassis. All
chassis and the blade servers attached to the interconnects are part of a single, highly available
management domain. By supporting unified fabric, the Cisco UCS 6000 Series provides the flexibility
to support LAN and SAN connectivity for all blade servers within its domain right at the configuration
time. Typically deployed in redundant pairs, the Cisco UCS Fabric Interconnect provides uniform access
to both network and storage, facilitating a fully virtualized environment.

Initial setup steps of Cisco UCS 6248UP Fabric Interconnects and the Cisco UCS Manager are similar
to those of the Nexus 5548UP switches:

1. Connect the RJ-45 connector of the console cable to the primary fabric interconnect console port.

2. Configure the terminal emulator program on the host to match the following default port
characteristics: 9600 baud, 8 data bits, 1 stop bit, and no parity.

3. Choose the CLI based initial setup configuration and provide basic information about the fabric
interconnect cluster.

4. Connect two fabric interconnects using two 100 Mbps Ethernet cables to create management plane
cluster.

5. Repeat steps 1, 2 and 3 for the second fabric interconnect. The initial setup for the second fabric
interconnect is relatively easier, as it forms a UCS management plane cluster with the
pre-configured fabric interconnect, and assumes the role of secondary fabric interconnect.

Cisco UCS 5108 Chassis, Cisco UCS 2104 XP Fabric Extenders and UCS B200 M3 blade servers would
be part of the UCS Manager (UCSM) management domain, so no special configuration is required for
them.

Preparing Cisco Nexus Switches
Cisco Nexus 5548 UP switches are 1RU top of the rack 10Gbps Ethernet and Fibre Channel switches.
For information on how to deploy these switches, see Nexus 5548UP Product Documentation.
For initial configuration of these switches, follow these steps:
1. Connect the RJ-45 connector of the console cable to the Cisco Nexus 5548UP Switch console port.

2. Configure the terminal emulator program on the host to match the following default port
characteristics: 9600 baud, 8 data bits, 1 stop bit, and no parity.

Cisco Solution for EMC VSPEX VMware Architectures
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3. Type Setup at the switch prompt and follow the menu driven to configure the IP address on the
management port and allow ssh to enable remote configuration of the switch.

4. Using the RJ-45 cable, connect to the upstream switch/router (or to the infrastructure network
switch for managing remotely).

Preparing EMC VNX5500

For information on mounting the storage array EMC VNX5500 and initial configuration, see the EMC
product documentation. Proper connectivity of storage controllers and DAEs are crucial for high
availability of the storage.

Topology Diagram for 250 Virtual Machines
Following diagrams show connectivity details cable connectivity of solution covered in this document.
At high level, cable connectivity can be divided in two parts:
¢ 10 Gbps Ethernet cables connectivity
¢ 8 Gbps Fibre Channel cables connectivity

As it is apparent from the following figure, there are five major cabling sections for the Ethernet
connectivity:

¢ Chassis / fabric interconnect connectivity

e Fabric interconnect / Nexus 5548UP connectivity
e Inter-switch links

e Storage connectivity

e Infrastructure connectivity
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Figure 13 Topology Diagram for 250 VMs
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Table 10, Table 11 and Figure 14 provides the detailed cable connectivity for the EMC VSPEX 250
virtual machines configuration. Table 10 lists all the device port links from the Cisco Nexus 5548UP
Switch perspective. Table 11 lists all the device port links from the Cisco UCS 6248UP Fabric

Interconnects.
Table 10 Cabling Details For 250 Vms From Cisco Nexus 5548up Switch Perspective
Switch Speed Port

Cable ID |Interface VLAN Mode (Gbps) Channel Remote Device port

A,C Eth1/7 All Trunk 10(D) 1 VPC peer link

B,.D Eth1/8 All Trunk 10(D) 1 VPC peer link

E,G Eth1/18 All Trunk 10(D) 18 Fabric Interconnect
(A)

F.H Eth1/19 All Trunk 10(D) 19 Fabric Interconnect
(B)

L] Eth1/24 40 Access 10(D) 24 VNX5500 - SP A

K,L Eth1/25 40 Access 10(D) 25 VNX5500 - SP B

(not Eth1/15 1 Trunk 10(D) - Uplink to

shown) infrastructure
network

(not Eth1/17 1 Trunk 10(D) - Uplink to

shown) infrastructure
network
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Figure 14

Port Connectivity from the Cisco UCS Fabric Interconnect Perspective

Cisco UCS
Fabric
Interconnect - A

Cisco UCS
Fabric

Interconnect - B

Cisco UCS Blade Server

Chassis 5108 - 1

Cisco UCS Blade Server

Chassis 5108 - 2

Table 11 Cabling details for 250 VMs from Cisco Fabric Interconnect 6248UP perspective
Fabric
Interconnect Speed Port

Cable ID |Interface VLAN Mode (Gbps) Channel Remote Device port

Al Ethl/1 - Server 10(D) - Chassis 1

B,J Eth1/2 - Server 10(D) - Chassis 1

C,K Eth1/3 - Server 1(D) - Chassis 1

D,L Eth1/4 - Server 1(D) - Chassis 1

E.M Eth1/5 - Server 1(D) - Chassis 2

F,N Ethl/6 - Server 10(D) - Chassis 2

G,0 Eth1/7 - Server 10(D) - Chassis 2

H,P Eth1/8 - Server 10(D) - Chassis 2

Q.S Eth1/18 All Uplink 10(D) 1 Nexus 5548UP (A)
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Table 11 Cabling details for 250 VMs from Cisco Fabric Interconnect 6248UP perspective
Fabric
Interconnect Speed Port
Cable ID |Interface VLAN Mode (Gbps) Channel Remote Device port
R, T Eth1/19 All Uplink 10(D) 2 Nexus 5548UP (B)
(not Mgmt0 1 Access 10(D) - Uplink to
shown) Infrastructure
network

After connecting all the cables as per Table 10 and Table 11, you can configure the switch and the fabric
interconnect.

Following are the important points to note:
e There are four 10GE links between UCS 2104 XP fabric extender and fabric interconnect.

e A given fabric extender connects to only one fabric interconnect. For example, all links from left
fabric extender connect to FI-A and all links from right fabric extender connect to FI-B.

e There are no direct 10GE links between two FIs.

e FEach FI connect to both Nexus 5548UP switches. Nexus 5548UP switches have peer 10 GE links,
and both switches connect to both storage controllers.

Fibre Channel connectivity

This solution uses Fibre Channel over Ethernet (FCoE) protocol from UCS B200 M3 servers to UCS
fabric interconnects. This reduces number of cables required between fabric interconnect and UCS blade
server chassis by half. Native fibre channel cables are required from FIs to Nexus 5548UP switches and
from there to storage devices. Use following guideline to connect the fibre channel links:

e The Cisco UCS 6248UP Fabric Interconnects A and B run in fibre channel NPV mode, and so, Cisco
UCS FI-A is connected to Cisco Nexus 5548UP A only. Similarly, Cisco UCS FI-B is connected to
Cisco Nexus 5548UP B switch only.

¢ Both the Cisco Nexus 5548UP switches is connected to the EMC VNX Storage Controllers A and
B for redundancy.

Connect all the cables as shown in Figure 14 you will be ready to configure UCSM and switches.

Configuring Cisco Nexus Switches

This section explains switch configuration needed for the Cisco solution for EMC VSPEX VMware
architectures. For information on configuring password, and management connectivity, see the Cisco
Nexus 5000 Series Configuration Guide.

Configure Global VLANs and VSANs

Figure 15 shows how to configure VLAN on a switch.
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Figure 15 Creating VLAN
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Following VLANSs in Table 12 need to be configured on both switches A and B in addition to your
application specific VLANs:

Table 12 Configured VLANS on Switch A and B

VLAN Name Description

Storage VLAN to access storage array from the
servers over NFS

vMotion VLAN for virtual machine vMotion

Infra Management VLAN for vSphere servers
to reach vCenter management plane

VM-Data VLAN for the virtual machine
(application) traffic (can be multiple
VLANS)

For actual VLAN IDs of your deployment, see Customer Configuration Data Sheet, page 170.
We have used one VSAN in this solution. Table 13 gives the VSAN name and the description.

Table 13 Configured Vsan To Access Storage Array

VSAN Name Description

Storage VSAN to access storage array from the
servers over fibre channel

For actual VSAN ID of your deployment, see Customer Configuration Data Sheet, page 170.
Figure 16 and Figure 17 show the creation of VSAN and assigning VSAN to the fibre channel interface.

Figure 16 Creating VSAN

After creating the VSAN. VSAN membership is assigned, and the peer interfaces on the links need to
be configured properly, a healthy fibre channel port is shown in Figure 17.
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Figure 17 Assigned VSAN Membership

Mode Trunk

It is also crucial to enable NPIV feature on the Cisco Nexus 5548 UP switches. Figure 18 show how to
enable NPIV feature on Nexus 5548UP switches.

Figure 18 Enabling Npiv Feature On Cisco Nexus Switches

End with CNT

Configuring Virtual Port Channel (VPC)

Virtual port-channel effectively enables two physical switches to behave like a single virtual switch, and
port-channel can be formed across the two physical switches. Following are the steps to enable vPC:

1. Enable LACP feature on both switches.

2. Enable vPC feature on both switches.

3. Configure a unique vPC domain ID, identical on both switches.

4. Configure mutual management IP addresses on both the switches and configure peer-gateway as
shown in Figure 19.

Figure 19 Configuring Peer-Gateway

1
one per line. End with

5. Configure port-channel on the inter-switch links. Configuration for these ports is shown in
Figure 20. Ensure that “vpc peer-link” is configured on this port-channel.
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Figure 20 Configured VPC Peer-link on Port-Channel
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6. Add ports with LACP protocol on the port-channel using “channel-group 1 mode active” command
under the interface sub-command.

7. Verify vPC status using show vPC command. Successful vPC configuration is shown in Figure 21.

Figure 21 Window Showing Successful vPC Configuration

peer-link
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Configuring Port-Channels Connected to Cisco UCS Fabric Interconnects

Interfaces connected to the fabric interconnects need to be in the trunk mode. Storage, vMotion, infra,
and application VLANSs are allowed on this port. From the switch side, interfaces connected to Cisco
UCS FI-A and Cisco UCS FI-B are in a vPC, and from the FI side the links connected to Cisco Nexus
5548UP A and B switches are in LACP port-channels. Ensure that you give a right description for each
port and port-channel on the switch for better diagnosis in case of any problem. Figure 22 shows the
configuration commands.
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Figure 22 Port-channel Configuration
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Configuring Storage Connectivity

From each switch one link connects to each storage processor on the VNX5500 storage array. A virtual
port-channel is created for the two links connected to a single storage processor, but connected to two
different switches. In this example configuration, links connected to the storage processor A (SP-A) of
VNX5500 storage array are connected to Ethernet port 1/26 on both the switches and links connected to
the storage processor B (SP-B) are connected to Ethernet port 1/25 on both the switches. A virtual
port-channel (id 26) is created for the Ethernet port 1/26 on both the switches and another virtual
port-channel (id 25) is created for the Ethernet port 1/25 on both the switches.

Note  The ports are in the access mode since only storage VLAN is required on these ports.

Figure 23 shows the configuration on the port-channels and interfaces.
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Figure 23 Configuration of Port-channel and Interfaces
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Configuring Ports Connected To Infrastructure Network

Port connected to infrastructure network need to be in trunk mode, and they require at least infrastructure
VLAN, N1k control and packet VLANs at the minimum. You may require enabling more VLANs as
required by your application domain. For example, Windows virtual machines may need to access to
active directory / DNS servers deployed in the infrastructure network. You may also want to enable
port-channels and virtual port-channels for high availability of infrastructure network.

Verify VLAN and Port-channel Configuration

At this point of time, all ports and port-channels are configured with necessary VLANSs, switchport mode
and vPC configuration. Validate this configuration using the “show vlan”, “show port-channel
summary” and “show vpc” commands as shown in Figure 24.

Note  The ports will be “up” only after the peer devices are configured properly, so you should revisit this
subsection after configuring the EMC VNX5500 storage array and Cisco UCS fabric interconnects.
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Figure 24 Validating Created Port-Channels with VLANs

an id 40-45

“show vlan” command can be restricted to a given VLAN or set of VLANSs as shown in Figure 24.
Ensure that on both switches, all required VLANSs are in “active” status and right set of ports and
port-channels are part of the necessary VLANSs.

Port-channel configuration can be verified using “show port-channel summary” command. Figure 25
shows the expected output of this command.

Figure 25 Verifying Port-Channel Configuration

In this example, port-channel 1 is the vPC peer-link port-channel, port-channels 25 and 26 are connected
to the storage arrays and port-channels 18 and 19 are connected to the Cisco UCS FI A and B. Make sure
that the state of the member ports of each port-channel is “P” (Up in port-channel).

Note  The port may not show “up” if the peer ports are not configured properly.

Common reasons for port-channel port being down are:
e Port-channel protocol mis-match across the peers (LACP v/s none)

¢ Inconsistencies across two VPC peer switches. Use “show vpc consistency-parameters {global |
interface {port-channel | port} <id>} command to diagnose such inconsistencies.

vPC status can be verified using “show vpc” command. Example output is shown in Figure 26.
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Figure 26 Verifying VPC Status
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Ensure that the vPC peer status is “peer adjacency formed ok and all the port-channels, including the
peer-link port-channel status are “up”.

Configuring QoS

The Cisco solution for the EMC VSPEX VMware architectures require MTU to be set at 9216 (jumbo
frames) for efficient storage and vMotion traffic. MTU configuration on Cisco Nexus 5000 fall under
global QoS configuration. You may need to configure additional QoS parameters as needed by the
applications. For more information on the QoS configuration, see Cisco Nexus 5000 Series
Configuration Guide.

To configure jumbo MTU on the Cisco Nexus 5000 series switches, follow these steps on both switch
A and B:

1. Create a policy map named “jumbo-mtu”.
2. As we are not creating any specific QoS classification, set 9216 MTU on the default class.

3. Configure the system level service policy to the “jumbo-mtu” under the global “system qos”
sub-command.

Figure 27 shows the exact Cisco Nexus CLI for the steps mentioned above.
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Figure 27 Configuring MTU on Cisco Nexus Switches
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Note  Figure 27 shows the NXOS interface range CLI to configure multiple interfaces at the same time.

Configuring Cisco Unified Computing System Using Cisco UCS Manager

We would use web interface of Cisco UCS Manager (UCSM) to configure Cisco Unified Computing
System. Cisco Unified Computing System configuration is broadly divided in two parts:

¢ Global and uplink configuration—Global configuration includes global VLAN and VSAN
configuration, uplink Ethernet and Fibre Channel configuration, and server side chassis and blade
server related configuration.

e Service profile configuration—Service profile configuration includes definition of various
identifier pools, service profile template and instance definitions, and service profile association.

To launch UCSM, access https://<UCSM-Virtual-IP>/. By default, UCSM uses self-signed certificate,
and so, browser would give untrusted SSL certificate warning. Ignore the warning and allow the initial
Web UI page to load. Click Launch UCSM button. A Java applet gets automatically downloaded and
the Cisco UCS Manager login page appears. Enter the administrator’s username/ password. Provide the
right credential and let the Java based UCSM client application run.

Configuring VLANs

To create and configure VLANS, follow these steps:

1. In the UCSM window, select the LAN tab in the left pane, and right-click the VLANs under LAN
Cloud as shown in Figure 28. Click Create VLANSs.
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Figure 28 Creating VLANs
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2. Enter the name of the VLAN (name cannot be changed later), VLAN ID and keep the sharing type
to be default “None”. Click Ok.

Figure 29 VLAN Details
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3. A popup window shows the success notification once the VLAN creation is complete.

4. Repeat steps 1 to 3 for all the VLANs required. For list of VLANS, see Configuring Cisco Nexus
Switches, page 41. Figure 30 shows successful creation of all necessary VLANSs.
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Figure 30 Window Showing all the Created VLANs
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Configuring VSANs

Fault Summary
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1. In the Cisco UCS Manager window, select the SAN tab in the left pane, and right-click the VSANs
under SAN Cloud as shown in the Figure 31. Click Create VSAN.

Figure 31 Creating VSANs
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2. Enter the name of the VSAN (name cannot be changed later), enable default zoning, enter the VSAN
id and the corresponding FCoE VLAN id. FCoE VLAN id can not be shared with any other VLANSs

defined from the Ethernet LAN domain.
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Figure 32 VSAN Details
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3. A popup window shows the success notification once the VSAN creation is complete.

Configure Fibre Channel Uplink Ports

Fibre Channel ports on the Cisco UCS FIs are classified as uplink ports by default, but they are under
VSAN by default. Click the SAN tab in the UCSM window and select the uplink FC interface connected
to the Cisco Nexus 5548UP switches. From the drop-down text box for VSAN, select Boot Vsan created
in step 2 of Configuring VSANSs as shown in Figure 33. Click Save Changes button. Repeat this for all
the uplink FC interfaces on both the Cisco UCS FIs.

Figure 33 Mapping FC Uplink Ports to Created VSAN
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Configuring Ethernet Uplink Port-Channels

Virtual port-channels (vPC) on the Nexus 5548UP switches terminate on the UCS FIs as regular LACP
port-channels. Follow these steps to configure uplink port-channels. Note that Ethernet ports on the UCS
FIs are classified as “Unconfigured” by default, and need to be classified as uplink or server ports.

1. In the UCSM window, click SAN tab. Expand Fabric A under LAN Cloud on the left pane of the
UCSM window. Right-click on Port Channels. Click Create Port Channel to create port-channels
on FI-A as shown in Figure 34.

Figure 34 Creating Port-Channel
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2. Enter port-channel ID in the ID field and enter the port-channel name in the Name field (optional).
Port-channel ID has local significance, so it can be different from the vPC or port-channel ID
configured on the Cisco Nexus 5548UP switches. Click Next.

Figure 35 Port-Channel Details
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3. Select the ports that must be added as ports in the port-channel and click Finish.
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Figure 36 Adding Ports to the Port-Channel
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4. A popup window showing success notification will appear once the port-channel is created.

5. Port-channels are disabled by default in UCSM. To enable it, select the created port-channel and
click Enable Port Channel link under Actions on the right pane of the UCSM window as shown in
Figure 37.

Figure 37 Enabling Port-Channels in Cisco UCS Manager
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6. A popup window appears to confirm enabling of port-channels. Click Yes in the popup window.

7. Make sure that the Overall status is showing “UP” for all the port-channels.
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Figure 38 Overall Status of all the Port-Channels
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8. Repeat the steps 1 to 7 for “Fabric B” to create port-channel on FI-B.

Chassis and Server Discovery

After configuring uplink connectivity and global VLANs and VSANSs, we need to configure server side
connectivity for chassis and server discovery steps.

When the initial configuration in UCSM is completed through the serial console, the cluster state of the
Cisco UCS Manager remains as “HA Not Ready” as shown in Figure 39. This is because there is no
shared storage between two fabric interconnects due to lack of blade server chassis configuration on the
UCS domain. Upon configuring two chassis in this solution, the HA state of the Cisco UCS Manager
would transition to “HA Ready”.

Figure 39 Cluster State of Cisco UCS Manager

ric Interconnect

As this solution requires 25 VMs per server, we need 32 dynamic VNICs, two static VNICs and two
more VHBAS per server, we need four links between Cisco UCS Fabric Interconnects and Cisco UCS
Fabric Extenders. The default chassis discovery policy supports one link between chassis and FI, so, we
need to change the chassis discovery policy to “4 Link”.

Cisco Solution for EMC VSPEX VMware Architectures
| "=



I VSPEX Configuration Guidelines

To change chassis discovery policy, click the Equipment tab in the UCSM window, expand the
Equipment tree root, and select the Policies tab on the right pane of the UCSM window as shown in
Figure 40. Select the option “4 Link” from the “Action” drop down list in the “Chassis Discovery
Policy” and click Save Changes.

Figure 40 Changing Chassis Discovery Policy Settings

A

9

< |, i

Q@ O Bl new -| G cotions | @ @ | M Percrapeivites | [@) B

=5 BB Equipment

[ Save Changes ” Reset Values }

(% Logged in as admin@10.29.180.5

C:- Retrieving data.... System Time: 2012-08-07T11:44

Marking Server Ports

After changing chassis discovery policy, next step is to classify interfaces connected to fabric extender
as server ports on the fabric interconnect. Follow these steps for the same:

1.

In the Cisco UCS Manager window, click the Equipment tab, expand “Fabric Interconnect A”,
expand “Fixed Module”, and then expand “Unconfigured Ethernet Ports”. Select the port that needs
to be configured as the server port. On the right pane of the Cisco UCS Manager window, click the
Configure as Server Port link as shown in Figure 41.
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2: Click Yes in the confirmation popup window.

3. A success notification popup window appears when the port gets marked as a server port. Make sure

that the “Overall Status” of the port shows “Up” as shown in Figure 42.
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Figure 42 Overall Status of the Configured Port
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4. Repeatsteps 1 to 3 for all the ports on FI-A and FI-B. Totally 16 ports will be marked as server ports.

Once all the server ports are configured, Cisco UCS Manager will auto-discover the chassis connected
to the Cisco UCS Fabric Interconnects. Chassis objects will show up under the Equipment tab in Cisco
UCS Manager, and upon successful deep discovery of chassis, the “Overall Status” of the chassis will
change to “Operable” as shown in Figure 43. Also ensure that the two IOMs (Fabric Extenders) are listed
under each chassis by expanding the individual chassis.
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Figure 43 Change in the Overall Status of the Chassis
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Once the chassis is discovered, deep discovery of the embedded Cisco UCS B200 M3 Blade Servers
would also get started. You can see the progress of the Blade Server discovery FSM. To see the
discovery status, expand Chassis, expand Servers, select the required server and then click the FSM tab
on right pane of the UCSM window as shown in Figure 44.

Figure 44 Discovery Status
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When deep discovery of the server is complete, the “Status of Last Operation” will change to “Discover
Success” and “Progress Status” will reach 100%. The success notification of the server discovery will
also show up and “Overall Status” becomes “Unassociated” in the General tab of UCSM.
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Figure 45 Status Details of the Server
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QoS Configuration

We need to configure system QoS classes and vNIC in QoS policies, which plays part in the end-to-end
jumbo MTU configuration of the solution. Follow these steps to configure QoS on the UCSM:

1. In the UCSM window, click the LAN tab, expand LAN Cloud and click QoS System Class. On the
right panel in the UCSM window, check the check box to enable “Platinum” and “Gold” classes,
and keep the weight at “5” for all the classes. Set the MTU of both of these classes at 9216 bytes to
support jumbo MTU as shown in Figure 46. Click Apply Changes.

r Cisco Solution for EMC VSPEX VMware Architectures



VSPEX Configuration Guidelines

Figure 46 Enabling Classes in UCSM
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2. To configure QoS policies, in the UCSM window click the LAN tab, expand “Policies” and then
expand “root”. Right-click the QoS Policies. Click Create QoS Policy as shown in Figure 47.

Figure 47 Creating QoS Policies
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3. In the name field enter the name as “vMotion” of the Create QoS Policy window, and select the

priority as “Platinum” from the drop-down list. Do not modify any other parameters and click Ok
as shown in Figure 48.
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Figure 48 Details to Create QoS Policies
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4. Repeat step 3 for creating another QoS policy with the name “NFS” and “Gold” as the priority as
shown in Figure 49.

Figure 49 Details for Creating Another QoS Policy
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These QoS policies would be used in the port-profiles created at a later point during the solution
deployment.

Configuring Identifier Pools

As described in the “Stateless Computing” section of the “Architectural Overview”, Service Profile - a
logical representation of the server — includes various identities. Best way to manage various identities
is to configure identifier pools. We will begin with defining external management IP address pool for
the servers. Most common use of external management IP address of the server is launch of KVM of the
server. KVM also includes virtual CD-ROM media launch, which we would use at later point in
deployment of this solution.
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Configuring external management IP address pool

An IP address pool named “ext-mgmt” is predefined in UCSM. Follow these steps to populate the pool
with IP addresses for the out-of-band management of the Cisco UCS B200 M3 blade servers.

1. Click the Admin tab on the left pane of UCSM, select “Communication Management” filter from
the drop-down list. Expand the Communication Management and click Management IP Pool
(ext-mgmt). On the right pane of the UCSM window, under the “Actions” area, click Create Block
of IP Addresses link as shown in Figure 50.

Figure 50 Creating Block of IP Addresses for the Pool
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2. Inthe “Create Block of IP Addresses” wizard, provide the start of the IP addresses range and specify
the size of the pool. You need at least 10 IP addresses, but you may want to provide larger number
for the future expansion. Also provide “Subnet Mask™ and “Default Gateway” associated with the
IP addresses as shown in the Figure 51. Click Ok.

Figure 51 Entering Parameters to Create Block of IP Addresses
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3. A pop-up window appears showing successful completion of creating a block IP addresses.

4. To see the out-of-band external management IP address, click the IP Addresses tab in the right pane
to see the assigned IP addresses as shown in Figure 52.
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Figure

52 List of Assigned IP Addresses
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Configure UUID Pool

Follow these steps to create B200 M3 servers’ BIOS UUID pool:

1. In the UCSM window, click the Servers tab, expand “Pools” and right-click on “UUID Suffix
Pools” as shown in Figure 53. Click Create UUID Suffix Pool.
Figure 53 Creating UUID Suffix Pool
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2. Enter the UUID pool name in the Name field and description in the description field (optional) as
shown in Figure 54. Keep the prefix as “Derived” which is the default option. Click Next.
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Figure 54 Entering Details for Creating UUID Suffix Pool
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3. Click Add button in the “Add UUID Blocks” window as shown in Figure 55.

Figure 55 Adding UUID Blocks
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4. Enter the beginning of the UUID block range and the size of the UUID block as shown in Figure 56.
You need at least 10 UUIDs in the pool, but you may want to keep larger size considering future
expansion. Click Ok and click Finish.
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Figure 56

Entering Parameters to Create a Block of UUID Suffixes
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5. A pop-up window appears showing successful completion of creating a block of UUID suffixes.

Configure MAC Address Pools

For each ESXi host in the solution, we would need two vNIC cards, so we need at least 20 unique MAC
addresses defined in a MAC address pool. Follow these steps to create MAC address pool.

1. Inthe UCSM window, click the LAN tab, expand “Pools” and right-click on “MAC Pools” and click
Create MAC Pool.

Creating MAC Address Pool

Figure 57
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2. Enter the MAC address pool name in the Name field and description in the description field
(optional) as shown in Figure 58. Click Next.
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Figure 58 Entering Details for Creating MAC Address Pool
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3. Click Add button in the “Add MAC Addresses” window as shown in Figure 59.

Figure 59 Adding MAC Addresses

Unified Computing System Manage!

Add MAC Addresses

Create MAC Pool

1. /'Set MAC Pool Name
2. ' add MAC Addresses

Add [ Celete

[ < Prev ]| ek = | [ Finish “ Cancel i

4. Enter the beginning of the MAC addresses block range and the size of the MAC addresses block as
shown in Figure 60. You need at least 20 MAC addresses in the pool, but you may want to keep
larger size considering future expansion. Also note that to ensure uniqueness of MAC addresses
across the data center, OUI part of the MAC address must be kept 00:25:B5. Click Ok and click
Finish.

Figure 60 Entering Parameters to Create a Block of MAC Addresses
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5. A pop-up window appears showing successful completion of creating a block of MAC Addresses.
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Configuring WWNN Pool

Each ESXi host requires a unique Fibre Channel World Wide Node Name (WWNN), so we need at least
10 unique WWNN addresses defined in a WWN address pool. Follow these steps to create WWNN
address pool.

1. In the UCSM window, click the SAN tab, expand “Pools” and right click on “WWNN Pools” and
click Create WWNN Pool.

Figure 61 Creating WWNN Pool
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2. Enter the WWNN address pool name in the Name field and description in the description field
(optional) as shown in Figure 62. Click Next.
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Figure 62 Entering Details for Creating WWNN Address Pool
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3. Click Add button in the “Add WWNN Blocks” window as shown in Figure 63.

Figure 63 Adding WWNN Blocks
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4. Enter the beginning of the WWNN addresses block range and the size of the WWNN addresses
block as shown in Figure 64. You need at least 10 WWNN addresses in the pool, but you may want
to keep larger size considering future expansion. Also note that to ensure uniqueness of WWNN
addresses across the data center, prefix of the WWNN address must be kept 20:00:00:25:b5. Click
Ok and click Finish.
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Figure 64 Entering Parameters to Create WWNN Block
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5. A pop-up window appears sh:)wing successful completion of creating a WWNN pool.

Configuring WWPN Pool

Each ESXi host in this solution has two vHBAs. Each vHBA requires a unique Fibre Channel World
Wide Port Name (WWPN), so we need at least 20 unique WWPN addresses defined in a WWN address
pool. Follow these steps to create WWPN address pool.

1. In the UCSM window, click the SAN tab, expand “Pools” and right click on “WWNN Pools” and
click Create WWPN Pool.

Figure 65 Creating WWPN Pool
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2. Enter the WWPN address pool name in the Name field and description in the description field
(optional) as shown in Figure 66. Click Next.
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Figure 66 Entering Details for Creating WWPN Address Pool
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3. Click Add button in the “Add WWPN Blocks” window as shown in Figure 67.

Figure 67 Adding WWNN Blocks
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4. Enter the beginning of the WWPN addresses block range and the size of the WWNPN addresses
block as shown in Figure 68. You need at least 10 WWPN addresses in the pool, but you may want
to keep larger size considering future expansion. Also note that to ensure uniqueness of WWPN
addresses across the data center, prefix of the WWNN address must be kept 20:00:00:25:b5. Click
Ok and click Finish.
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Figure 68
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Entering Parameters to Create WWPN Block

To ensure uniqueness of WWWHs in the SAN Fabric, you are strongly

C)

Size: 305
0]

5. A pop-up window appears showing successful completion of creating a WWPN pool.

Create Service Profile Template

After configuring all necessary pools, next step is to define Service Profile Template. Given that all ten
B200 M3 Blade Servers have identical ESXi 5 hypervisor configuration, Service Profile Template is the
most convenient approach. Follow these steps to configure service profile template.

1. In the UCSM window, click the Servers tab, expand “Service Profile Templates”, right-click on
“root” and click “Create Service Profile Template” as shown in Figure 69.

Figure 69
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2. Inthe “Create Service Profile Template” wizard, enter the name of Service Profile Template. select
the type as “Updating Template”, select the name of UUID pool created in previous section from
the “UUID Assignment” drop down list and enter description (optional) as shown in Figure 70.
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Figure 70 Identify Service Profile Template Window
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3. In the “Storage” window of the wizard, click Expert radio button for SAN connectivity and name
of the WWNN pool created in previous step for the “WWNN Assignment” drop-down list as shown
in Figure 71. Click Add button to add vHBAs.
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Figure 71 Storage Window of the Create Service Profile Template Wizard
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4. Enter the name for the vHBA (“fc0” in this example), select WWPN pool name created in the

previous step from the “WWPN Assignment” drop down menu. Keep fabric ID “A”, select the
VSAN for the vHBA by drop down names menu and change adapter policy to “VMware” as shown
in Figure 72. Click Ok.
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Figure 72 Creating vHBA on Fabric A
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5. Repeat step 3, and step 4 to add vHBA on fabric B as shown in Figure 73. Once second vHBA is
added, click “Next” in the wizard.
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Figure 73 Creating vHBA on Fabric B
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6. In the “Networking” window of the wizard, choose “Create a Specific Dynamic vINIC Connection
Policy” from the drop-down list for “Dynamic vNIC Connection Policy”. This will provide many
options to configure various parameters of the dynamic vINIC connection policy. Enter “32” as
number of dynamic vNICs (this is because we would have 25 VMs per hypervisor, 3 vmknic
interfaces of hypervisor, and 4 additional dynamic VNICs for high-availability, if one of the
hypervisor goes into maintenance mode and its load is distributed across 9 other hypervisors), select
“VMware” for the adapter policy from the drop-down list, and keep the “Protection” radio button
as Protected (this will provide fabric fail-over capability for dynamic vNICs). Click Expert radio
button for LAN connectivity as shown in Figure 74, and click Add button to add a (static) vNIC.
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Figure 74 Networking Window of the Create Service Profile Template Wizard
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7. Enter the vHBA name (“ethO” in this example) in the name field, select name of the MAC pool
created in the previous section from the “MAC Address Assignment” drop-down list, keep fabric
ID as “A” and select “VMware” as “Adapter Policy” from the drop-down list as shown in Figure 75.
As the static vVNICs will be used only for ESXi host’s management and vCenter/ ESXi host
communication through standard vSwitch on the hypervisor, you need to choose only vSphere
Management (infra) VLAN for the allowed VLANSs on the vNIC. Make sure that Native VLAN
radio button is selected for this VLAN as shown in Figure 75. Click Ok.

Cisco Solution for EMC VSPEX VMware Architectures ]



I VSPEX Configuration Guidelines

Adding vNIC on Fabric A
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8. Repeat step 6 to add vNIC on Fabric B as shown in Figure 76

. Click Next.
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Figure 76 Adding vNIC on Fabric B
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9. Do not change the settings in vNIC/vHBA Placement window of the wizard. Click Next.
10. In the “Server Boot Order” window of the wizard, click the Create Boot Policy link.

11. Enter the boot policy name in the “Name” field, check both check boxes as shown in Figure 77 and
click Add CD-ROM radio button under “Local Devices” to choose it as 1st order for boot. Click
“Add SAN Boot” radio button under “vHBAs” on the left pane of the “Create Boot Policy” window.
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Figure 77 Create Boot Policy Window
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12. Provide name of the vHBA on SAN fabric A and select it as “Primary” type. Click Ok.
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Figure 78 Adding SAN Boot
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13. Click the Add SAN Boot Target link.

Figure 79 Adding SAN Boot Target
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14. Enter 0 in the “Boot Target LUN” field and enter WWPN of the SP-A of the VNX5500 HBA in Boot
Target WWPN field. Keep the “Type” as “Primary” and click Ok as shown in Figure 80.

Figure 80 Entering Details in Add SAN Boot Target Window

15. Repeat step 14 for secondary Boot Target on the SP-B of VNX5500. Repeat steps 12 to 14 for the
secondary SAN Boot on fabric B. After configuring both primary and secondary SAN boot and boot
targets the Boot Policy will look as shown in Figure 81. Click Ok to save the boot policy.
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Figure 81 Successfully Created Boot Policy Window
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16. In the “Server Boot Order” window, from the drop-down list of the “Boot Policy” of the “Create
Service Profile Template” wizard, select “SAN-Boot” a newly created boot order. click Next.

17. Keep the default setting in the “Management Policy” window of the “Create Service Profile
Template” wizard and click Next.

18. Keep the default setting “Assign Later” for “Pool Assignment” in the “Server Assignment” window
of the “Create Service Profile Template” wizard and click Next.

19. Click Finish in the “Operational Policies” window of the “Create Service Profile Template” wizard.

20. You will see a success notification of creation of service profile template as shown in Figure 82.
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Figure 82 Success Notification of Created Service Profile Template
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Create service profile instances from the template

In this section we will create ten service profile instances from the template created in the previous
section. Follow these steps to create service profile instances:

1. In the UCSM window, select the Servers tab, expand “Service Profiles”, right-click on the “root”
and click Create Service Profiles From Template as shown in Figure 83.
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Figure 83 Creating Service Profiles from Template
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2. In the Create Service Profile from Template window, enter the name in the “Naming Prefix” field,
number of Service Profiles as “10”, and select the “Service Profile Template” as “Service Profile
Template V250-Host-Template” (created in the previous section) drop-down list. Click Ok.

Figure 84 Entering Details for Creating Service Profile instance
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3. A pop-up window appears showing successful completion of creating service profile instances.

4. You will see 10 Service Profiles instantiated under “root” with the “Overall Status” showing
“Unassociated” as in Figure 85. The window will show a warning message “Service profile is not
associated”.
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Figure 85 Created Service Profile Instances
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Associate Service Profiles

As mentioned before, Service Profile is a logical representation of a server. When a Service Profile is
associated with available physical server, the server assumes the role described by the Service Profile
and corresponding server is booted. we need to associate Service Profile instances created in previous
section to the Cisco UCS B200 M3 Blade Servers available. Follow these steps to associate Service
Profiles:

1. Select the first Service Profile instance out of the ten Service profiles created in previous section,
and click the Change Service Profile Association link on the right pane of the side UCSM window
as shown Changing Service Profile AssociationFigure 86.
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Figure 86 Changing Service Profile Association

RT3 TSI Q@ 0 = ohew '||}gptbr\=|0 0|.Pendlngﬁalvlues|@m
33 o Servers + T Service Profiles + S root » S5 Service Profile V250-ES¥-Hostl
raral | storage | Network | SCS1 viICS | Baok Ordsr | Wirtual Mschings | Policies | Server Detals | F5M | viF Paths | Fauts | Events|

o

Status Details

(=l Servers
E}-ﬁ_ﬁ Service Profiles
B, roat

W2S0-ESK-Host?
W250-ESX-Hostd

15 MZE0-ESK-Hosts
i 0 #3, Sub-Organizations
£ ] Service Profile Templates

[l Service Template Y250-Host-Terrg
i - g, Sub-Organizations :
@'E; Policies ; ; b nagement IP Address
o @ ook : ,
B.@. roat - h Maintenance Policy
I e SEPVEr POOlS

B8 UID Suffic Pools

@ #3, Sub-Organizations
[} (54 Schedules

Assigned Server or Server Pool

2. Select Cisco UCS B200 M3 Blade Server 1/1 and click OKk.
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Figure 87 Associating Service Profile
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3. You will get an acknowledgement on Service Profile association process as shown in Figure 88.

Figure 88 Service Profile Association Process in Progress

4. After the Service Profile association is complete, the “Overall Status” of the server should show
“Ok” and there should be no faults under the server as shown in Figure 89.
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Figure 89
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This completes the UCS server configuration. We need to configure the UCSM/ vCenter integration in
UCSM and Cisco VMFEX architecture after the vSphere infrastructure is setup.

Preparing and Configuring Storage Array

To configure the EMC VNX5500 storage array follow these steps:

1.
2.

Configure end-to-end SAN boot infrastructure for ESXi hosts.

Create a data store for virtual machines operating systems and data, create performance pool and
LUNS.

Configure NFS share and assign host access privileges.

Configure port-channel (aggregation) and jumboframe.

Configure SAN Boot Infrastructure

This section explains how to configure end-to-end SAN Boot Infrastructure for the Cisco UCS B200 M3
Blade Servers. Most of the configuration is on the EMC VNX5500, but part of it is on Cisco Nexus
5548UP switches and UCSM. we have the following tasks completed already:

1.

2.

VSAN configuration and FC port configuration on the Cisco Nexus 5548UP switches and Cisco
UCS FIs.

WWPN and WWNN assignments to the proposed ESXi servers.
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Follow these steps to configure SAN Boot Infrastructure:

1. In the UCSM window, click the SAN tab, expand “Pools”, under “root” click WWPN Pools to
select the WWPN pool created for the B200 M3 servers' Service Profiles. Click the Initiators tab
on the right pane of the UCSM window as shown Figure 90. The “Assigned To” column on the right
pane of the UCSM window provides the WWPN assignment values. This can be referred while
creating the zones on the Cisco Nexus 5548UP switches.

Figure 90 Assigned WWPN Values
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- Traffic Monkoring Sessions M8 Tniiator 20400:00: 25:E5:66:DD1 OF lves org-rook ls-Y250-ES-Hosk 1 fFe-Fel
E Initisbor 20:00:00:25:E5:66:00:0E lyes org-rootfls-Y250-ESH-Host 1 fFe-Fedl

L8 Initistor 20:00:00:25:65:66:00: 14 nc

A8 Initistor 20:00:00:25:65:66:00:13 ne

E Inibiator 20:00:00;25:65:66:00:12 ne

E Inibiator 20:00:00;25:65:66:00:11 no

252 Initiator 20:00:00:25:65:66:00: 10 N

252 Initiator 20:00:00:25:65:66:00:04 no

5 nislor 20/00/00.Z5.65:66100105 e

g Initiator 20:00:00:25:E5:66:00:02 yl]

ﬂ Initiator 20:00:00:25:E5:66:DD:01 yl=]
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2. Login to the Nexus 5548UP switch A and configure a zoneset for SAN fabric A. Create 10 zones,
one for each ESXi host, containing WPN of SP-A and SP-B of VNX5500 and WWPN of the vHBA
on fabric A of the ESXi server. WWPN list in the step 1 will be helpful to verify. Entire zoneset
configuration will look as shown in Figure 91. Activate the zoneset in the storage VSAN.
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Figure 91 Creating Zones for Each of the ESX Hosts

one per line.

3. Validate the successful activation of zoneset by the command show zoneset brief as shown below.

Figure 92 Validating the Activation of Zoneset on Fabric A

4. Similarly, on the Nexus 5548UP switch B, create zoneset for fabric B and include vHBAs on fabric
B on the servers. Validation of zoneset on fabric B is shown in Figure 92.

Cisco Solution for EMC VSPEX VMware Architectures



VSPEX Configuration Guidelines W

Figure 93 Validating the Activation of Zoneset on Fabric B

5. To further validate the zoneset configuration across entire SAN fabric, SSH to UCS FI-A, issue
connect nxos command, and run the command show npyv flogi-table. It should list all the ten fLogi
sessions, one from each vHBA on fabric A in storage VSAN as shown in Figure 94.

Figure 94 Validating the Created Zoneset Across SAN Fabric

r
under
(i

O.php
.1.php

PCORT MNAME

Total nuwber of flogi =

Y2 E0-TICS -1 I

6. Similarly, the show flogi database command on Nexus 5548UP switch should show 14 flogi
sessions:

— 10 from B200 M3 vHBAs

— 2 from FI-A's FC ports

— 2 from VNXS5500 storage array's SP-A and SP-B FC ports
Similarly, verify the FLogl entries on SAN fabric B.
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Figure 95 Total Number of flogi Sessions
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After the end-to-end FC SAN fabric connectivity is verified, log in to the EMC's VNX5500
Unisphere. To configure SAN storage, select VNX5500 array in the Unisphere window. Click the
Storage tab from the menu bar, and click Storage Configuration > Storage Pools. Click Create
button to create a new storage pool as shown in Figure 96.

Figure 96 Creating Storage Pools in EMIC VNX5500 Unisphere
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LUM Migration Surnmar:
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Bescan Storage Systems
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8. Click RAID Group radio button for Storage Pool Type, select RAIDS from the drop-down list for
the RAID Type and click Manual radio button in the Disks area. Click Select... button as shown
Figure 97.
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Figure 97 Entering Details for Creating Storage Pool
|
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9. Select 3 disks for ESXi 5 hypervisor boot storage as shown in Figure 98. Click Ok.

Figure 98 Selecting Disks for ESXi 5 Hypervisor
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10. Click Yes in the pop-up window to initiate RAID group operation as shown in Figure 99.
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Figure 99 Confirmation Window to Initiate RAID Group Operation
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11. You will see a success notification as shown in Figure 100 upon completion of RAID group
creation.
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Figure 100 Success Notification of RAID Group Creation
r 'YSPEX5500 - Create Storage Pool [_[Off x
General | Advanced
rStorage Pool Parameters
Storage Pool Type: O Fool @ RAID Group
Storage Pool ID: 1 w
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12. From the newly created RAID group, right-click and click Create LUN as shown in Figure 101.

Figure 101 Creating LUN in EMC Unisphere
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13. Create ten LUNs with 50 GB capacity each. Make sure that you click RAID Group radio button for
“Storage Pool Type”.

Figure 102 Entering Details to Create LUNs

' ™
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14. You should see a LUN creation notification as shown in Figure 103.

Figure 103 Window Showing LUN Creation in Progress
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15. After the storage LUNs are created, we need to add hosts to the host list. Click Hosts tab from the
EMC Unisphere menu bar, click the Connectivity Status link on the right pane of the EMC
Unisphere window in the Host management Area as shown in Figure 104.

Figure 104 Adding Hosts to the Host List in the EMIC Unisphere Window
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16. Select WWPN of the first ESX host and click Edit as shown in Figure 105. The WWPN Initiator
list in UCSM shown in the step 1 can be used to verify.

Figure 105 Host Initiator Connectivity Status
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17. Click New Host radio button in the Edit Initiators window and provide ESXi hostname and IP
address in the respective fields and Initiator information as shown in Figure 106.
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Figure 106 Entering Details for Editing Initiators
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18. Click Yes in the confirmation popup window as shown in Figure 107.

Figure 107 Confirmation to Register Initiator with Existing Host Information

‘ Confirm: Registering Initiator wﬁxisﬁng Host Informa... M

ﬁé) The initiator

S 20:00:00:25:B5:60:00:0E:20:00:00: 25:B5:66: DD 0E
that you are registering contains information that will
associate it with an existing host with IP address

I 10.29.180.121 rather than the new host
"WZ50-ES¥Hostl" that you specified.”

Do you wish to continue?

19. In the Host initiator window, click Refresh All, select the WWPN on fabric B of the same host, and
click Edit as shown below.

Figure 108 Editing the Host Initiators
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20. Click Existing Host... radio button as shown in Figure 109.

Figure 109 Browsing for the Existing Host
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21. Select the first host created in step 17 and click Ok as shown in Figure 110.

Figure 110 Selecting the Existing Host Initiators
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22. Select Initiator Type and Failover Mode from the respective drop-down list as shown in Figure 111
and click OKk.

Figure 111 Entering Initiator Information
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23. Click Refresh All. Two WWPNSs of the first ESXi host should be visible from both SPs as shown
in Figure 112.

Figure 112 Window Showing WWPNs of ESXi Host
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E .—?2""‘""‘"' 5:85:60:00:00; BS DOC:10 [Unknown; Fibre; Host Agent noilone Assigned
- P 20:00:00: DD:05 [Unknown; Fibre; Hast Agent nat None Assigned
[ DO:1S [Unkno bre; Hock Agent not Hone Assigned
- P D06 51B5:66:00:08 [Unkno bre; Host Agant not Hone Assigned
I '—P 20:00:00:25:85:60:00:06: 20:00:00: 25:B5:566:00:16 [Unknot bre; Host Agent not None Assigned
I __g 20:00:00:25:85:60:00:07 e; Hast Agent nat Hene Assigned
B 0207 bre; Hast Agent nat None Assigned
- P bire; Host Agent not None Assigned
- 55:60:00:08: bre; Hast Agent not Hone Assigned
1= B 20:00:00:25:85: 6000 09:20; 00 00: 25 BE:56:00:09 [Unkno bre; Host Agent not None Assigned
- &P 20:00: D0:1% [Unknown; Fibre; Hast Agent nat None Assigned
L=ty PP i o L= 1 g =
= ﬂ W2T0-ESKHostl [10,29,180.121; Fibre; Manually registered; Host Agent not reachzble cyone Assigned
20:00:00:25:B5:60:00:0E:20:00:00:25:85: 65: L0 0E Ves fes A4 Fibre
# D:0E:20:00:00:25:8! [SIRE fes fes B4 Fibre
r D:0E:20:00:00:; DO:0F Tes Tes §-5 Fibre
- :0E: CO:0F es es A5 Fibre
- >
sfrash Detail || Create.. || Edit Register,.. || Deregister,.
ok | Cancel | Help |

24. Repeat steps 15 to step 23 for remaining 9 servers. Once all 10 servers are registered, the Host
Initiators window should show all of them as in Figure 113.

Figure 113 Connectivity Status of All the TEN Servers

|8 oo comeciviy s L o

4" Storage Group is enabled
|| |Host Initiators | MirrorView Initiators | SAaN Copy Initistors

Initiator Name & |Storage Groups Registered Logged In SP - port Type |Attributes
F— E) Celerra_\WSPEXSS500 [10.29.150.201; Fibre; h~filestorage
F— @ W250-ESKHostl [10.29.180.121; Fibre; Manu.Mone Assigned
- g W250-ESXHostZ [10.29.180.122; Fibre; Manu.None Assigned
W250-ESKHost3 [10.29,180.123; Fibre; ManuNone Assigned
F— m W250-ESKHost4 [10.29.180.124; Fibre; Manu.Mone Assigned
- ﬂ W250-ESX¥Hosts [10.29.180.125; Fibre; Manu.Mone Assigned
= % WV250-ESXHoste [10.29.180.126; Fibre; Manu.None Assigned
V250-ESKHost? [10.29.180.127; Fibre; Manu.None Assigned
F— @ W250-ES¥HostE [10.29.180.128; Fibre; Manu.Mone Assigned
- ﬂ W250-ESx¥Host? [10.29.180.129; Fibre; Manu.Mone Assigned
+— [0 V250-ESXHost10 [10,29,180.130; Fibre; ManiNone Assigned

Detail Create.., Edit... Register... Dereqis

| oK || Cancel || Help |

25. Click the Hosts tab on the menu bar in the EMC Unisphere window, click Storage Groups as shown
in Figure 114.
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Figure 114

EMC Unisphere [Pool LUN v |[search...

| Search @

VSPEX Configuration Guidelines

Managing Storage Groups in the EMC Unisphere Window

N FF Data Protection | £ settings | @ s
S500 = Hosts
Host List Virtualization - 3 s
Wiew properties of hosts accessing View properties of VMware servers Hypervisor Information Confiquratio
the storage system, such as and virtual machines connected to Failover Wizard
connectivity and assigned LUNs, the storage system.
Host Management
Storage Groups Allpcate LUMs for File Storage
Create and manage storage groups. M
Connectivity Status

i

26. Click Create button as shown in Figure 115.

Figure 115 Creating Storage Groups

. - Advanced
EMC Unisphere [Paol LU v |search... |E sares 8
Storage Groups i SO Wizards
| W _ Filter for
Storage Group Nee  WWN Hypervisor Information Configuration
= Eird
@ ~filestorage 60:06:01:60:00:00:00:00:00:00:00:00:00:00:00:04
Host Management
|l
Connect Host
0 Selected Deleta Propertias Connect LUNs Connect Hosts 1 terns s
Update all Hosts
Last Refreshed: 2012-07-30 18:41:12
—
Details TYLEERE

27. Create host group for the first ESXi host as shown in Figure 116.

Figure 116 Creating Host Groups

_Storag_a Groups
| %7 . Filter for

Wizards

g SRE 20

Storage Assignment Wizar
Hypervisor Information Cc
Failover Wizard

Storage Group N..- | WWN

@ ~filestorage

60:06:01:60:00:00:00:00:00:00:00:00:00:00:00:04
Host Ménagemem

Allocate LUMNs for File Stor:

0 Selected Delete

Properties SO o
¥SPEX5500 - Create Storage Group

Storage Systemn: WESPEXS500

Details Storage Group Mame: |V250-ESXHost1 |
Hosts | LUMs | SAM Copy Connections | Snapshot LI
[ W, Fiter for ok || apety || gancel || e |

Name - !IP Address ‘
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28. You will see a confirmation popup followed by an acknowledgement popup window. The
acknowledgement window will ask for adding LUNs. Click Yes as shown in Figure 117.

Figure 117 Confirmation to Add LUNs

onfirm: ¥SPEX5500 - Create Storage Group

ﬁé) Results from call to create storage group:Success

Do you wish to add LUNs or connect hosts?

D.o you wis.h to confinué?
Yes | Mo

29. Expand active SP and select LUN 0. Click Add button to add LUN as shown in Figure 118.

Figure 118 Adding LUNs

s vonssiis e e
General | |LUMNS | Hasts

Show LUNs: |N0t in other Storage Groups v|

~available LUNs

Mame £ jin] Capacity Drive Type
— B MetalUNs
— B2 snapshots
) 0 50.000 GB
N g_: LUMN 1 1 50,000 GB SAS
738 LON Z 50,000 GB SAS
LUM 3 &) 50,000 GB SAS
LUM 4 4 50,000 GB SAS
LUMN 5 5 50,000 GB SAS
LUM & -] 50,000 GB SAS
LUMN 7 7 50,000 GB SAS
LUM & g 50,000 GB SAS
LUMN 9 9 50,000 GB SAS
— Ed Thin LUNs
rSelected LUNs
Mame j{n] Capacity Drive Type Host ID

Remove

wWarning: HLU nurmbers higher than 255 may result in application outages if not supported by the
host fallover software,

30. You will see a confirmation popup window about adding LUN O for the storage group. Click Ok.
Click the Hosts tab in the “Storage Group Properties” window. Select ESXi host 1 as shown in
Figure 119.
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Figure 119 Selecting the Hosts to be Connected

& VSPEX5500 - V250-
General | LUNs | | Hosts

| —
Show Hosts: | Mot connected bt

rSelect Hosts

Filter For: | |
Available Hosts Hosts to be Connected
Mame IP Address|0S Type Mame IP Address|0S Type
g VE250-ESkHostd 10.29.18... ... Fibre
g VE250-ESkHostl0 10.29.18... ... Fibre

& v250-ESKHosts
& y250-ESKHost3
& v250-ESKHosto
& v250-ESKHost2
& v250-ESKHostS

WES0-ESKHast?
WES0-ESxHaoste

1

< 3 > < i >

| oK || Apply || Cancel || Help |

31. Click Yes in the confirmation popup window as shown Figure 120.

Figure 120 Confirmation to Connect the Hosts to the Storage Group
— |1; |
PEX5500 - V250-ESXHostl: Storage Group Properties - =N |
General | LUNs | | Hosts
Show Hosts:
rSelect Hosts

I Filter For: | |

Available Hosts Hosts to be Connected

Mame IP Address|0S Type Mame IP Address|0S Type

g VE250-ESkHostd 10.29.18... ... Fibre g VE250-ESkHostl  10.29.18... ... Fibre

g WVE250-ESkHostl0 10.29.18... ... Fibre

g VE250-ESkHpet in end Eib

B vzs0-esxH @ Confirm: VSPEX5500 - V250-ESXHostl: Storage Group P.. g
|| | B vesn-Esk

g WESO-ESH ﬁé) This operation will connect the following host{s) to the

I vzs0-EsK S ||storage group:

& vzso-esx [250-ES%Hastl]

B vzso-EsxH|

Do you wish to continue?
< >
ry ~y
Lok ||| seely |[fcancel [| nelp |

L L% ” I

32. Repeat steps 25 to 31 for all remaining 9 ho;ts. After adding all the hosts, the “Storage Groups” list
is as shown in Figure 121.
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Figure 121 Storage Group After Adding All the Hosts

. T py Advanced
EMC Unlsphere |P00| LU v |Scar|:h... > Search

< | > N (5| Dashboard 2 2 m ﬁ Data Protection :‘ ings support

= Hosts = Storage Groups

ST I (i k-0 O) Wizards

| %7 . Filter for Storage Assignment

Storage Group Name - N Hypervisor Informat
Failover Wizard

gVZSD-ESXHostz 07:95:AB: 1697 EV:EL:LL: 91 FC:00:60:16:30: 2C: BB Host Management

£ vaso-EsxHosts 80173160 88:97 ETIELILL:91:FCI00:60:16:34:2C BB )
gllocate LUNs for Fili

gVZSD-ESXHosM DB:1E:BS:BE:97:E7:E1:11:91:FC:00:60:16:34:2C: BB Connect Host

B9 vesn-EskHosts 2E:6AEFFF: 97 E7:ELi11: 91 :FC00:60:16: 34:2C BB Connectivity Status
Update All Hosts

@ WZ250-ESXHostE 45:07:B4:3F198:E7!E1:11:91:FC:00:60:16:3A:2C:BB

@ W250-ESxHost? C2:141FBC 98 ETEL LL: 91 FC:00:60: 16:30: 2C: BB

@ V250-ESKHostd BD:AT:SCB09E:ETEL:11:91:FC00:60:16: 34:2CBE

g W250-ESxHostd FE:30nF2:DC:98:ET:EL:11:91:FC: 00:60:16: 34 2C: BB

@ V250-ESXHost10 4D:E4:CE:53:99:E7:E1:11:91:FC:00:60:16:3A:2C: BB

@ ~filestorage 60:06:01:60:00:00:00:00:00:00:00:00:00:00:00: 04

1Sslected | Create || Delote || Properties || cConmectiuns || Comnect Hosts 11 iterns

Last Refreshed: 2012-08-16 17:37:04
Details T, @

Hosts || LUMs  SAN Copy Connections  Snapshot LUNs | File Server Private Storage

)

Last Refreshed: 2012-08-16 17:37:04

33. Launch the UCSM GUI again, and click the Equipment tab and select a server. Click the KVM
Console link on the right pane of the UCSM window as shown in Figure 122.
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Figure 122 Launch the KVM Console
Fault Summary Q O B new - | B ootiors | @ © | M rendio activiics | (@) exte
® VvV A A o :
1 1 P »> EE Equpment » =i Chassis » S Chassis 1 (YSPEX-V250) ¢ e Servers b Server 1

ers | Loy [ san |11 [ admn

=

-2 Equipment
=1 e Chassis

) B Chassis 1 (¥SPEX-Z50)
&+ Fars

Flge Server 3 (V250-ESH0R3)
g SErver 4 (V250-ESHost)
e Server 5 (V250-ESKHoSEE)
[#1-&)) Chasss 2 (VSPEX-Y250)
(3] Chassis 3 (VIJAY-SFEC)

-}-®9 Rack-Mounts

E

-l Fabric Interconnacts.

L T—
{4 Logged in as admin@ 10,29, 16

34. Click the Macros after KVM console is launched, and select Ctr-Alt-Del as shown in Figure 123.

Sereeal | Inventory | ¥itual Machines | Installe Firmysare | SEL Logs | YIF Paths | Fauits | Events | P9 | Statistics | Temperakures | Power| |

Status Details

Admin State: T In Service

Discovery State: 1 Complete
Aval State: & Unavailable
Assoc State: 1 Associated
Power State: 1 On

slot Skatus: § Equipped
Check Foint: Discovered

Part De
Connection Details

Boot Order Details

oo | [

System Time: 2012-0
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Figure 123 Reboot the Server

A V250-Je5-~ehmags -1 Server - 1 - KVM Console ~ . =

KNI Console
K1 { virtn
| Ctrl-Esc
Ale-Space L device
rted Boot device and pr
Ale-Enter
Ale-Hyphen
Ale-Fd
PriSern
Ale-PrtSem

F1

Pause

Tab

Ctrl-Enter

SyiRq

Ale-SysRey

Ale-L Shift-RShift-Esc
Ctrl-Alt-Backspace
Ale-F?

Crl-Ale-F?

User Defined Macros

t
| & Connected ko TP: 10,29, 180,229 ™ Retrigving data..... Sistem Time: 2012-06-16T10:38

35. This will power cycle the Cisco UCS B200 M3 Blade Server. After BIOS execution, you should see
each vHBA being polled for boot media and Option ROM must list the WWPN of the VNX5500 FC
port of given fabric as shown in Figure 124.

r Cisco Solution for EMC VSPEX VMware Architectures



VSPEX Configuration Guidelines

Figure 124 Details of Cisco UCS B 200 M3 Blade Server

File View Macros Tools Help
Y shubdown Server S0 Reset

K¥M Consale l Server

KM l Yirtual Media

LSI MegaRAID SAS 2004 RO Z.120.184-141 OMB

0 JBOD(s) found on the host adapter
0 JBOD(s) handled by BIODS

0 Virtual Drive(s) found on the host adapter.
Adapter BIDS Disabled. Mo Logical Drive Handled by BIOS on HA - O

0 Virtual Drive(s) handled by BIODS
Press <Ctrl><H> to Enable BIDS

isco VIC FC, Boot Driver Version 2.0(2q)
(C) 2010 Cisco Systems, Inc.

DGC 500601643ea05202 : 0000

DGC 5006016c3ealb20Z : 0000
Option ROM installed successfully

isco VIC FC, Boot Driver Version 2.0(2q)
(C) 2010 Cisco Systems, Inc.

DGC 500601653ea05202 : 0000

DGC 5006016d3ea05202 : 0000
Option ROM installed successfully

As there is no bootable image yet which is installed on the LUN, the server will not actually boot;
however this is a validation of end-to-end SAN boot infrastructure from Cisco UCS B200 M3 Blade
Servers to the VNX5500 LUN.

Configure NFS Storage

This section covers the configuration of NFS storage on VNX5500 storage array.

1. To Create Storage Pools for NFS Datastore. Click Storage > Storage Configuration > Storage
pools.

Cisco Solution for EMC VSPEX VMware Architectures ]



I VSPEX Configuration Guidelines

Figure 125 Selecting Storage Pools in the EMC Unisphere

EMC Unisphere [Pool Lun | [search...

) 58] pashboard RS = ctorace

VSPEKXSS00 = Storage » Storage Configuration

Hosts | §% Data protection | £ settings | @ support

<[>

Storage Pools
Create and manage storage pools and RAID groups.

. File Systems
Create and manage File Systems.

Storage Pools for File -ﬁ Yolumes

NE.

‘“" -7 Create and manage Storage Pools for File, Create and manage Volumes for File Storage, Only needed
when creating File Storage from Volumes instead of Storage

pools.

2. From the Storage Pools, click Create.

Figure 126 Creating Storage Pools
EMC Unisphere [Pool LUN || [search...
i . BT - - = |
N ! oy Dashboard ! System & Storage T Hosts l F Data Protel
500 > Storage > Storage Configuration = Storage Poals
Pools | RAID Groups
Pools i i S 6D,
| ¥ . Filter for RAID Type Al v
Name + |State |RAID Type |Drive Type :User Eapa...;Free Eapa...:nllocated... |%Consu... Suhscrihe... :%

b >

o Selecte Delete Froperties Expand 0 iterns

Last Refreshed: 2012-08-06 10:04:06

3. Enter the Storage Pool Name as “PerformancePool” and Select RAID type as RAIDS from the
drop-down list. Then, Select the required SAS disks (150 Disks required for V250 validation) from
the drop-down list as shown in Figure 127.

)

Note  To Validate 250 VMs IO performance, VNX5500 storage configuration requires minimum of
165 disks. Out of 165 disks, 150 disks reserved for NFS configuration and 15 disks from “Bus
0 Enclosure 0” are reserved for three purposes: VNXOE operation system, Hot spare and SAN boot
of ESXi hypervisor OS. Make sure, you didn't choose “Bus0 Enclosure 0” drives during NFS
Storage “PerformancePool” creation. Also, VNX5500 does not support more than 75 drives
during storage pool creation. In order to choose 150 disks for the given storage pool, create the
pool with 75 drives and then expand it with additional 75 drives.

r Cisco Solution for EMC VSPEX VMware Architectures



Figure 127

[ vsPEX5500 - Create Storage Pool =] B3
General | advanced
rStorage Pool Parameters
Storage Pool Type: (8 Pool () RAID Group
[+] Scheduled Auto-Tiering
Storage Pool ID: bl
Storage Pool Mame:  |PerformancePool
RAID Type: RAIDS B

MNurnber of Disks:

Extreme Performance
S50 Disks

Lo v

Performance
Disks

SAS

Capacity
ML SAS Disks

Distribution

Performance : 40260.571 GB {100.00%)

rDisks

I Select.., Total Raw Capacity: 40260....
Capacity Drive Type Model State
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un, -
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un,
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un,
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un,
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un,
0 Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un,
& Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un. b
i Apply |! Cancel !! Help |

VSPEX Configuration Guidelines

Entering Details for Creating Storage Pools

4. Manually Select 75 SAS disks and click Apply to initiate Pool creation and Click Yes to continue

the Pool creation.
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Figure 128 Confirmation on Creating Storage Pool

I/ vSPEX5500 - Create Storage Pool 5 =]

| General | pdvanced

I rStorage Pool Parameters

I Storage Pool Type: @ Fool O RAID Group
[+] Scheduled Auto-Tiering
Storage Pool ID: o w

Storage Pool Mame:  |PerformancePool
RAID Type: RAIDS .
Murnber of Disks:

Extreme Performance

S50 Disks
il v

Performance

SAS Disks r | Confirm: Create Storage Pool B3

Initiate Create Pool operation?

Capacity =

ML SAS Dis

Distributio

Perf = =

Eormans Do you wish to continue?
rDisks Tes No
! @manual Select... | Total Raw Capacity: 40260....

Disk |Capacity |Drive Type  Model | State |
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... i
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... E
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un...
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... p:
.. 2 . 2 BTl £ T, SR i ZE

|'l:reation Progress I
|

| | Apply || Cancel || Help |

5. After the successful creation of “PerformancePool” with 75 Disks, click Ok in the success
notification popup window.
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[/ ¥SPEX5500 - Create Storage Pool M=]E3

General | advanced

rStorage Pool Parameters
Storage Pool Type: - Eool RAID Group
Scheduled Auto-Tiering

Storage Pool ID: a b

Pool Marme:  |PerformancePool

RAID Type: RAIDS b

Murnber of Disks:
Extreme Performance

S5O0 Disks
1] bt

Performance

245 Disks r ’Mesage: Create Storage Pool E

75 (Recon - —
\[The creation of PerformancePoal was initiated

Capacity \|successfully,

ML SAS Di

0
Distributic

Performan

Disks

AULOT St T T T T T T T T e
= Manual Setectii Total Raw Capacity: 40260....
Disk fCapacity |Drive Type ;Model :State!
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... ~
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... -
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un...
o Bus 0 Enclosure 1 ... 536.80... SAS HUS15... Un... e
.. o . ; IR R R o

|'l:reation Progress

apply Cancel Help

6. Select “PerformancePool” and click ¢ Refresh button, until initialization state shows “Ready”.

VSPEX Configuration Guidelines

Window Showing Successful Creation of Storage Pool

i1

To add 75 more disks to the pool, select “PerformancePool” and click Expand.

Figure 130

EMC Unisphere [Pool Lun v | [search...

n PEEEEEIE | =5 pashboard

;PEXSS00 > Storage > Storage Configuration

= Storage Pools

System ™ Hosts | [ Data Protectic

| & HiRartor RAID Type all v
#olonsu.. Subscribe... %

RAID Type Drive Type User Copa... Free Capa... Allocated...

< s >

1 Selected | Creats Delete Propertias 1 items

Last Refreshed: 2012-08-06 11:04:40

Details TV (RE

Adding More Disks to the Pool

7. From the drop-down list, choose “75 (Recommended)” disks to expand. Click Select button.
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Figure 131 Expanding Storage Pool

rPerformancePool Properties
Pool ID: u] RAID Type: RAIDS
User Capacity: 32147 666 GB Consumed Capacity: 0,000 GB
Available Capacity: 32147.666 GB

Murnber of disks to expand by:

-Disks
| (®) Manual Total Raw Capacity: 7.,
: Disk Capacity | Drive Type Model State
o Bus 1 Enclosure 4 Disk 4 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 5 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk & 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 7 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk & 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 9 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 10 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 11 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 12 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 13 536,808 ... SAS STEGO... Un...
o Bus 1 Enclosure 4 Disk 14 536,808 ... SAS STEGO... Un...
| & Bus 1 Enclosure 0 Disk 0 536,808 ... SAS HUS15... Un... ¥
oK Cancel Help
8. Click Ok in the popup window on successful expansion of PerformancePool.
Figure 132 Completion of Storage Pool Expansion
F’Message: Expand Storage Pool

[The expansion of PerformancePool was initiated
successfully.,

9. Wait for the expansion of the pool to be completed and the state to show “Ready”.
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Figure 133 Window Showing Storage Pools After the Expansion
EMC Unisphere [Pool LUN | [search...
| A | B8] pashboard : ® osts | 8 Data prot
- Storage = Storage nfiguration
Pools || RAID Groups
Pools e e )
| %7 . Filter for | RAID Type| Al v
MName a ;State .RAID Type |Drive Type luser Capa ;Free Eapa...lnllocated... :%Eonsu... ;Suhscrihe... l%

__oocc] BN | o]

<
1 Selected | Create || Delete || Properties | Expand 1 itemns
Last Refreshed: 2012-08-06 11:08:28

Details = = O]

Pool LUNs | | Disks

| %7 . Filter for

Name - ;State fRa\lul Capacity (... .User Ca... TLUN IDs !Hot Spa... ;Drive T.. :Power

0 Bus 0 Enclosure 1 Disk 0 Enabled 536.808 MAB MR SAS Full Pa... ™

0 Bus 0 Enclosure 1 Disk 1 Enabled 536.808 MAB MR SAS Full Pa...

0 Bus 0 Enclosure 1 Disk 2 Enabled 536.808 MAB MR SAS Full Fa...

0 Bus 0 Enclosure 1 Disk 3 Enabled 536.808 MAB MR SAS Full Pa...

0 Bus 0 Enclosure 1 Disk 4 Enabled 536.808 MAB MR SAS Full Fa...

0 Bus 0 Enclosure 1 Disk 5 Enabled 536.808 MAB MR SAS Full Po... o,

0 Selected 150 itemns

Last Refreshed: 2012-08-06 11:11:55

10. To create Hot Spares for the system, click System > Hot Spares.
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Figure 134 Selecting Hot Spares in EMIC Unisphere

EMC Unisphere “Pool LUN. | search... |SI L @ 0 @

i a 5] o-rioors [ TR | Dy e
i = em > Hardware
Wizards |l
Hardware for File Storage Hardware Lt e e
View properties of data movers, caonfigura and view properties of disk High ilability Verification Wizard
control stations, and their drives, disk enclosures, storage Reports Wizard
subcamponents. processors, 2nd their Backend Bus Speed Reset Wizard
subcompenents.
System Management o
Y : o i i i
_ Data Movers 5 | Laneqe Cache
. . Power Savings

Systemn Properties

Trespassed LUMs Status

Diaghostic Files ~|

Generate Diagnostic Files - SPA
% . r
- o i
i ic Files -

11. Click Create to create Hot Spares.

Figure 135 Creating Hot Spares
EMC Unisphere [Pool LU || [search...
<« |rd . System ﬁ Storage ' Haosts 3-.-; Data Protection
em > Hardware = Haot Spares
Hot Spares T S )
| %7 . Filter for |
Disk - |Hot Spare F-Iot Spare Replacing  User Capacity Drive Type

0 Selected Delete Properties 0 iterns

| act Dafrachad: 2N12.08.71 16,2580

12. In the Create Hot Spare Window. Click RAID Group radio button for Storage Pool Type. Select
Storage Pool ID as 1 from the drop-down list, enter the Storage Pool Name, select the RAID Type
as “Hot Spare” from the drop-down list, and select the Number of Disks as 1 from the drop-down
list. Click Automatic radio button for disks and click Apply.
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Figure 136 Entering Storage Pool Parameters

[P vSPEX5500 - Create Hot Spare [_ O] x|

General | pdvanced

rStorage Pool Parameters

Storage Pool Type: Pool @ RAID Group

Storage Pool ID: 1 w

Storage Pool Name:
RAID Type: Hot Spare

MNurnber of Disks: 1 v

rDisks

® Autornatic ["] Use Power Saving Eligible Disks

Omanual Total Raw Capacity: 536.80...
Disk Capacity |Drive Type Model State Power Saving Eligible
o Bus 0 Enclosure 0 Disk 14  536.80... SAS STEGO... Un... Mo

i Apply || Cancel H Help |

13. Figure 137 shows the RAID Group 1 has been created successfully to create the first Hot Spare for
this Storage. Click Ok and continue creating Hot Spares.
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Figure 137 Window Showing Successful Creation of RAID Group 1
" /¥sPEX5500 - Create Hot Spare H=E3
General | advanced
rStorage Pool Parameters
Storage Pool Type: Fool @ RAID Group
Storage Pool ID: 2 w
Storage Pool Mame:  |RAID Group 2
RAID Type: ¥
Murnber of Disks: 1 v
rDisks
® Agtomaticlj Use Power Saving Eligible Disks
Omanual Select Total Raw Capacity: 536.80..,
Disk :Capacity \Drive Type Model  |State Power Saving Eligible
0 Bus 0 Ent r'Message: Create Hot Spare E
o RAID Group 1 was created successfully. |
Hot Spare LUM 7885 was automatically created
successfully,
| ox
| Apply || Cancel || Help |

14. Repeat step 12 & Step 13 to create seven more hot spares as needed for this Storage configuration.
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Figure 138

r '¥SPEX5500 - Create Hot Spare

| General | pdvanced

VSPEX Configuration Guidelines

Window Showing Successful Creation of RAID Group 7

=] E3

I rStorage Pool Parameters

i Storage Pool Type:

(#1 RAID Group

Storage Pool ID: g

Storage Pool Mame:  |RAID Group &

RAID Type: Hot Spare

Murnber of Disks:

rDisks

(1 Manual

Disk
o Bus 0 Enclosure 0 Disk 7

(O] AgtomaticD Use Power Saving Eligible Disks

Select..,

| Capacity |Drive Type
536.80... SAS

Total Raw Capacity: 536.80...

Model State Power Zaving Eligible
HUS15... Un...

es

Hot Spare LUM 7879 was autornatically created
successfully,

r 'Message: Create Hot Spare E

o RAID Group 7 was created successfully.

| Apply || Cancel || Help |

15. After creating the Hot Spares, make sure the Hot Spare state shows “Hot Spare Ready”.

Figure 139

EMC Unisphere

Hot Spares

| % . Filter for

Disk

0 Bus 0 Enclosure 0 Disk &
0 Bus 0 Enclosure 0 Disk 9
0 Bus 0 Enclosure 0 Disk 10
0 Bus 0 Enclosure 0 Disk 11
0 Bus 0 Enclosure 0 Disk 12
0 Bus 0 Enclosure 0 Disk 13

0 Bus 0 Enclosure 0 Disk 14

- .Hot Spare
Hot Spare Ready
Hot Spare Ready
Hot Spare Ready
Hot Spare Ready
Hot Spare Ready
Hot Spare Ready

Hot Spare Ready

Window Showing Hot Spare Status

e S E O
IHoI: Spare Replacing EUser Capacity .Drive Type
Inactive 536,530 SAS
Inactive 536.530 SAS
Inactive 536,530 SAS
Inactive 536.530 SAS
Inactive 536,530 SAS
Inactive 536.530 SAS
Inactive 536,530 SAS

[Pool LUN

v ||Search...

16. To create LUNs from the newly created PerformancePool for NFS Datastore; Click Storage,
right-click on the “PerformancePool” and click Create LUN.
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Figure 140 Creating LUN

EMC Unisphere [Pool LUN | [search...

(W 5 vspexssoo v]

qe ac

Pools | | RAID Groups

Pools e E©),
| 7 . Filter for RAID Type| Al w
Name + |State RAID Type |Drive Type User Capa... Free Capa... Allocated... %Consu... :Suhscrihe... %
< | Expand = >
| Delet L
1 Selected Crea': ;::Iy:er , prties Expand 1 itemns
| Auko-Tiering > Last Refreshed: 2012-08-06 11:08:28
——————————— Properties | T 2 T -
Details == TYABC
Pool LUNs | Disks
| ¥ . Filter for |
Name « Skate Raw Capacity {... .User Ca.. LUNIDs Hot Spa... :Drive T... Power ...

17. Click Pool radio button for the Storage Pool Type, Select RAID Type as “RAIDS5” from the
drop-down list and Storage Pool for new LUN as “PerformancePool” from the drop-down list. In
the LUN properties area, make sure to select User Capacity as “300GB” from the drop-down list.
Select Number of LUNSs to Create as “150” from the drop-down list. These 150 LUNs is equal to
the number of disks selected for the “PerformancePool”. Click Automatically Assign LUN IDs as
LUN Names radio button for LUN Name. Click Apply to initiate the process for creating 150
LUNs.

Figure 141 Entering Details to Create LUNs

General | advanced

rStorage Pool Properties
Storage Pool Type: ® Fool @ RAID Group
RAID Type: |RAID5: Distributed Parity {(High Throughput) |+ |
Storage Pool for new LUM: |Per‘F0rmancePooI b || New... |

Capacity
Available Capacity: 95307.785 GB Consumed Capacity: 0.000 GB

Oversubs ed By

rLUN Properties

[] Thin

User Capacity: "300 | w |||GB | W |
LUMN ID: 11, + | Mumber of LUNs to create: | 150 b

LUMN Name

O Marne | |

Starting IDI:I 2

(#) Automatically assign LUN IDs as LUN Mames

| Apply || Cancel || Help |

18. Click Yes to initiate a create LUN operation.
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I 'vSPEX5500 - Create LUN

General | pdvanced

Confirmation to Create LUNs

I [=] B3

rStorage Pool Properties

Storage Pool Type: ® Fool ] RAID Group

RAID Type: |RAID5: Distributed Parity {(High Throughput) |+ |

Storage Pool for new LUN: | PerformancePool

v o |

Capacity

Available Capacity: 95307.785 GB

Consumed Capacity: 0,000 GB

Ove r | Confirm: Create LUN

EH

User

LUM

CLUN ? ou are about to initiate a Create LUN Operation

LUN
(&R

Do you wish to continue?

U=

Yes |_ﬁo

(®) Automatically assign LUN IDs as LUN Mames

| Apply

|| Cancel || Help |

19. LUN creation is in progress. Wait for the task to be complete.

Figure 143

[Pl ¥sPEx5500 - Create LUN

General | pdvanced

Window Showing LUN Creation Progress Indicator

I[=] B3

rStorage Pool Properties

Storage Pool f

» Mew, .,

Capacity

rLUN Properties

[] Thin

User Cap

GB |v|

LUM IG: L hod
LUN Name

O Marne |

Starting ID 2

(#) Automatically assign LUN IDs as LUN Mames

"LUN Creation Progress

20.

Apply

Cancel Help

Click Ok in the popup window on successful LUN creation.

VSPEX Configuration Guidelines
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Figure 144 Window Showing Successful LUN Creation
I /¥sPEX5500 - Create LUN = \

General | pdvanced

rStorage Pool Properties

o |[The create operation was initiated with these results:

r iMessage: Create LUN E
~

LUM "LUM 11" was created successfully
|LUR "LUM 12" was created successfully

|LUN "LUM 13" was created successfully w

LUM "LUM 14" was created successfully
LUM LUM "LUN 15" was created successfully w |
LUK Lum "LUN 16." s createc!. suc:c:essfu!!y v
(@) i
- QK —|

TET T O 2
(8) Automatically assign LUN IDs as LUN Mames

"LUN Creation Progress
[ “

apply Cancel Help

21. Select the “PerformancePool” and Select all the newly created LUNs and Click Add to Storage
Group as shown in Figure 145. Make sure you select all the 150 LUNs from the PerformancePool.
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Figure 145 Adding the Created LUNSs to Storage Group

Pools | RAID Groups

Pools [ - e S E - ©
| Fil =

W . Filter fo | RAID Type all v

MName . State RAID Type Drive Type \user Capa... Free Eq)a...lnllncated... %Consu.. Subscribe. mhscri . Auto-Tieri..

"?" PerformancePool [Ready g 785| 7 7 48,7 heduled

1 Selected | Create || Delate Properties || Expand | 1 items

Last Refreshed: 2012-08-06 14:14:35

Details TYAULRC

Pool LUNS | Disks
| ¥ . Filter for | Usage ALL User LUNs bt

Name ~ D State iUser Capacity (GB) \Current Owner Host Information

= LUN 17

= Ln 19

150 Selected | Delete Froperties Add to Storage Group l Filtered: 150 of 150

Last Refreshed: 2012-08-06 14:14:37

22. From the Available Storage Groups, select “~filestorage” and click the arrow button highlighted in
Figure 146 to add it to the Selected Storage Group. Click Ok.

Figure 146 Adding Storage Groups

dd to selected Storage Groups

Storage Systemn | VSPEXSS00 >4 |

rSelect Storage Groups

Available Storage Groups Selected Storage Groups
Marme Marme

S v250-ESKHost?

WE250-ESkHostz

WE250-ESkHosts

W250-ESkHosts @

WZ50-ESkHostl

¥250-ESKHostd

WZ50-ESkHostd

WE250-ESkHost3

W250-ESkHoste

W250-ESKkHaost1ln

~filestorage

| oK || Cancel || Help

23. Make sure “~filestorage” is added to Selected Storage Groups. Click OKk.
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Figure 147 Ensuring the Storage Group is Added

Add to selected Storage Groups

Storage Systemn e |

rSelect Storage Groups
Available Storage Groups Selected Storage Groups
Marme Marme

EE vzs0-ESkHost? ~filestarage

WE250-ESkHostz

WE250-ESkHosts

W250-ESkHosts —(

WZ50-ESkHostl

WE250-ESkHostd

WZ50-ESkHostd

WE250-ESkHost3

W250-ESkHoste

5 WES0-ESKHost10

| oK || Cancel || Help |

24. Click Yes to confirm the operation to add all the 150 LUNSs to the “~filestorage” Storage group.

Figure 148 Confirmation Window to Add LUNs

Available ﬁé) i‘l’his operation will add the fallowing LUN{s) to the -~
2 |lstorage group:

|[LUN 11, LUM 12, LUM 13, LU 14, LUN 15, LUN 16, LUN

117, LUN 18, LUN 19, LUN 20, LUN 21, LUN 22, LUN 23,

LU 24, LUN 25, LUN 26, LUN 27, LUN 28, LUN 29, LUN

30, LUN 31, LUN 32, LUN 33, LUN 34, LUN 35, LUN 386,

ILUM 37, LUN 38, LUN 39, LUN 40, LUN 41, LUN 42, LUN

143, LUN 44, LUN 45, LUN 46, LUN 47, LUN 48, LUN 43,

ILUM 50, LUM 51, LUM 52, LUMN 53, LUN 54, LUN 55, LUN | ¥
Do you wish to continue?

25. Make sure, all the LUNs are added to filestorage and make sure the Host Information for all the
LUNSs are showing “Celerra_VSPEX5500”.
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Figure 149 Host Information for All the Added LUNs

Details e
Fool LUMS || Disks
| N . Filter for | Usage| LL User LUNs o

Name - Ip ISI:aI:e \User Capacity {GB) ;Eurrent Owner |Host Information

-

150 Selected Properties | Add to Storage Group | Filtered: 150 of 150

26. To discover all the 150 LUNSs as volumes for NFS creation. Click Storage > Storage Configuration
> Volumes. From Figure 150, you will see that the system volumes are created by default.

Figure 150 Window Showing System Volumes Created by Default

EMC Unisphere Pool LUN +/||search...

<l > 0N !;‘Eff Da: ard

VWSPEXS500 > Storage = Storags figuration = WYolumes

Wolumes LS R ED
|'|? - Filter for Show Volumes of Type: All Volumes % | Storage Systems:| All Systems bt |
Name ~ Type Uses Yolumes El.lsed by Storage Capacity (.. ISlnrage Used{%} Disk
43 disk 9 md3 1.920 cLs
v da disk o mdd 1.590 CLS
& ds disk 9 nds 1.9 cLs
&y ds disk S mdé 63.990 CLS
9 md3 mets d3 ] oot fs d3 1.330 cLs’
0 mdd meta o dd 7] root fs dd 1.990 CLS
9 mds meta & ds ) root fs d5 1.996 cLs
5 mdé meta oy d& 7] root fs dé 63.990 CLE

2]. Log in (ssh or telnet) to the VNX Control Station IP or Storage Processor IP for the CMD line
console.
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Figure 151 CLI Showing List of NAS Disks

28. From the CMD line console, Type the command nas_disk -list to list the default volumes. Type the
command nas_diskmark -mark -all to discover all the 150 LUNs as 150 disk volumes.

Figure 152 Command to Show All the LUNs as Disk Volumes

eral minute

29. Wait till the discovery process is complete.
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Figure 153 CLI Showing Discovery Process

eral minute
LUM 0011
LN 0o

LUM 0015 in group

LU 0017 in group

LU O in group

LU O in group

LUM 0014 in group

LUM 0016 in group

LU O in group

LTI in group

30. Type the command nas_disk -list | grep 307 | we -1 to make sure all the 150x300GB LUNs are
discovered as 150 disk volumes.

Figure 154 Command Showing All the LUNSs Discovered as Disk Volumes

31. From the EMC Unisphere window, make sure all the new 150 disk volumes created with 300GB
Storage Capacity (numbered from d7 to d156) as shown in Figure 155.
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Figure 155 Verify the Storage Capacity for All the Disk Volumes

|V - Filter for : Show Yolumes of ijs:m Storage Systems: All Systems b |
Name - Type Uses Yolumes Used by Storage Capacity (... Esumlge Used({%) D
< d3 disk % md3 1500 | clal
S da disk " md4 1.990 _ c
% ds disk ) mds vsos | |
v de disk o mds s3.000 | c
& d7 disk 290990 [ ] M
s disk 200000 [ ] ™
“ do disk 200999 [ ] ™
o d1o disk 200999 [ ] M
o d11 disk 299998 [ ] M
| 12 disk 299099 [ ] M
N Sas sk 299999 [ ] M
o dia disk 209099 [ ] M
o dis disk ze0990 [ ] M
o dis disk 200000 [ ] ™
o d17 disk 200009 [ ] M
o dis disk 200999 [ ] M
“ dis disk 299998 [ ] M
5 dzo disk 299099 [ ] M
% de1 disk 299999 | ] M
v dzz disk 209099 [ ] M
“ dz3 disk zo0990 [ ] M
o dz4 disk 29909 | ] M
“ dzs disk zo0990 [ ] M
£ il >
0 Solected | Craata || Praperties || Deleto Filtsred: 158 of 158
Last Refreshed: 2012-08-06 14:55:10

32. To create LACP interface, navigate to Settings > Network > Settings for File. Click Create.

Figure 156 Creating LACP Interface

EMC Unisphere [Poel LUN | [seareh...

(el Al vsrexssoo v ||

= Sotings > Metwork

Iberfaces | [Doviies || Hetwerk Services | DS | Routes

Network Devices o
W . Filter far | Shaw Metwork Davicas for ANl Dats Movars v
Hame - Data Maver Type Speed/Duplex Devices
& cge-20 L# gerver 2 part auto
& cge-20 Ot server 3 part auts
& cge-2-1 L server 2 part aute
& cge-2-1 Ot server 3 part auts
& cge-2-2 O servar 3 part auto
& ool O server 3 part aute
& cge-2-3 L sarvec 2 part auto
& cge-2-3 Ot servor 3 part aue
& fug-1-0 I server 2 port 10000FD
| & g0 [# servor 3 part 10000F
& fug-1-l It garvar 3 port 10000FD
& fugi-1 [5# servor 3 part 10000FC:
0 Selected | Craate || Propertie ebete Filtersd: 12

33. Select Data Mover as “All Primary Data Movers” from the drop-down list.
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Figure 157 Creating Network Device

/2 ¥SPEX5500 - Create Network Device - Windows Internet Explorer H=1E3

[Z) https:/i10.29.150.201 {ackion/deviceDisplay Q Certificate Error ..\ma
Data Mover: Al Primary Data Movers ' ;I
Type:

& Ethernet Channel
 Link Aggregation
' Fail Safe Network

Device Name:

107100 ports:
Gigabit ports:
101001000 ports:

Mone available
MNone available
- cge-2-0 [l cge-2-1 - cge-2-2 - cge-2-3
10 Gigabit ports: ] fg-1-0 r freg-1-1
SpeedfDuplex: v

%I Apply | Cancel | Help |
34. Click the Link Aggregation radio button for Type and enter Device Name as “lacp-1”. Check the

check boxes for 10 Gigabit ports “fxg-1-0" and “fxg-1-1" as highlighted below. Click Ok to proceed
the Network Device creation.

Figure 158 Entering Details to Create Network Device

ﬁ'VSPEXSSDD - Create Network Device - Windows Internet Explorer H=]E3
[ https: 10,29, 150,201 faction{portGrouphiew 5}' Certificate E.rr.or b

Data Mover: Al Frimary Data Movers =
Type: i

" Ethernet Channel

& Link Aggregation

" Fail Safe Network

Device Name: Ilac:p—1|

107100 ports:
Gigabit ports:

1010071000 ports: I cge-2-0 I oege-2-1 T oege-2-2 [ cge-2-3

10 Gigabit ports: = feg-1-0 ¥ freg-1-1
v

SpeedfDuplex:

Mone available

Mone available

Applyl Cancel | Helpl

35. Figure 159 shows the creation of LACP Network device name as “lacp-1”

Cisco Solution for EMC VSPEX VMware Architectures ]



I VSPEX Configuration Guidelines

Figure 159 New Network Device is Created

Settings For File

Interfaces | Devices | Metwork Services DNS  Routes

Network Devices b i O)
| . Filter for Show Netwark Devices for All Data Movers ¥ |

MName « Data Mover .'lypz .Spudetplen Devices

& cge-2-0 5 server 2 port auto

& cge-2-0 [t server 3 port auto

& cge-2-1 [ server 2 port auto

& cge-2-1 G zerver 3 port auto

& cqe-2-2 [ server 2 port auto

& cqe-2-2 5# server 3 port auto

& cqe-2-3 [ server 2 port auto

& cge-2-3 O server 3 port auto

& fip-1-0 Lt server 2 port 10000FD

& frg-1-0 [t server 3 port 10000FD

& fig-1-1 [ server 2 port 10000FD

& frg-1-1 [t server 3 port 10000FD

& lacp-1 [ server 2 lacp 10000FD fig-1-0,fxg-1-1

36. In the “Settings for File” window, click the Interfaces tab and click Create.

Figure 160 Creating Interfaces

Interfaces | Devices  Metwork Services  DMS | Routes

Interfaces L]

| e Show Metwork Interfaces for:

Address ~ [Name Netmask Data Mover Device State
125.221.252.2 el30 255.255.255.0 server 2 mged Up
1258.221.252.3 el30 255.255.255.0 server 3 maged Up
1258.221.253.2 el31 255.255.255.0 server 2 magel Up

128.221.253.3 el31 255.255.255.0 server 3 mael Up

0 Selected Properties Delete Filtered

37. Select Data Mover as “server_2” from the drop-down list and select Device name as “lacp-1" from
the drop down list. Enter the valid IP address, Netmask. Enter the Interface Name as “fs01” and
MTU value as “9000” to allow jumbo frames for the lacp interface. Click Ok.
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Figure 161 Entering Details to Create Network Interface

SPEX5500 - Create Network Interface - Windows Internet Explorer [_ O]

-

[ httpsif/10.29.150,201 ackionfinterfaceDisplay |@] Certificate Error ||

e

Data Mover: |server_z

Device Mame: ;I‘acp—lii_v_:
Address: IlD.lD.4D.11

Name: IfSDl

hetmask: [255.285.255.0

Broadcast Address: 15 10 40 255

MTU: IgDDD
YLAN ID: l—

f-\ppl\;l Cancel | Helpl

.-
Internet | Protected Mode: OFf v | w00 -
: 4

38. Make sure that the Network Interface “fs01” is created for the lacp device “lacp-1".

Figure 162 New Network Interface is Created

Interfaces | Devices  Mebwork Services | DNS | Routes

Interfaces

| ¥ . Filter for Show Network Interfaces for:

Address » Name Netmask Data Mover Device State

i0.10.40.11 fso1 £55.255.255.0 server 2 lacp-1 Up
128.221.252.2 el30 255.255.255.0 server 2.faulted.s...mged Up

1z28.221.252.2 el30 255.255.255.0 server 2 rmgel Up
126.221.252.3 el30 255.255.255.0 SErver 2 maged Up
128.221.253.2 el31 255.255.255.0 server 2.faulted.s...rgel Up
126.221.253.2 el31 255.255.255.0 SErYer 2 magel Up

128.221.253.3 el31 255.255.255.0 server 2 mael up

39. To Create File system for NFS data store, Navigate to Storage > Storage Configuration > File
Systems and Click Create. From the “Create File System” window, click Storage Pool radio button
for “Create From” field and enter the File System Name as “NFS-OS” for 250 Virtual machine
datastore. Select Storage Pool as “PerformancePool” from the drop down list. Enter Storage
Capacity as “2 TB” for 250 VMs and Select Data Mover as “Server_2” from the drop-down list as
shown in Figure 163. Click OK, to create “NFS-OS” File system.
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Figure 163 Entering Details to Create File System

¢ Configuration > File Systems

Fie Systems | Mounts  Tree Quotas | User Quotas | Group Quotas

File Systems [ ¥SPEXS500 - Create File System - Windows Internet Explorer
(%629 river for ~ [C) oS 150201 factionife

Create from —~
Name  storage Pool -

 Meta Volume
File System Name: FS-05

i

Storage Pool: :PerfurmaneePool 43.9 T8 (460798650 MB) =]

Storage Capacity: ﬁ ﬁz
r
r
W

Auto Extend Enabled:
Thin Enabled:
Slice Yolumes:

Deduplication Enabled:

Mount Point:
@ Default

© Custom

Apply Canca!l Halpl

0 Sele-cte
<]

|y |l ) iy | =L '.‘Z.hr..p.....nwu...a..m = r:"?m . . A
40. Wait until the “NFS-OS” File system creation process is complete. Verify the process using

“Background Tasks for File”.

Figure 164 Window Showing NFS-OS File System Creation in Progress

EMC Unisphere [Poel LN | [search...

ﬁ Data Prot

m - state |Driginator Start Time Description

42835 Running nasadminl@10.29.180.51 Mon Aug 06 19:10:08 ECT 2012 Create file system NFS-05.

/= ¥SPEX5500 - Operation Status - Windows Internet Explorer |
[} Betps:/110.29.150.201 fackion Fiesystermblen I4¥ Certficate Ermor | 11 |

bl Create file systern NFS-0S, In Progress: Operation is still running, Check task id 42835 on the
Backgound Tasks screen for results,

o]

41. Make sure the File system “NFS-OS” is created with “2 TB” storage capacity as shown in
Figure 165.
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Figure 165 Window Showing NFS-OS Created with 2 TB Capacity

| Fool LUM v ||Search...

EMC Unisphere

'i' Storage

File Systems | Mounts  Tree Quotas

User Quokas Group Quokas

File Systems Q. D=z
| N7 . Filter for

Show File Systems for{ all Data Movers V]

|Data Movers

.Storage Used

|

Name « Storage Capacity {GB)

42. To validate the 10 performance for 250 VMs, create 10xNFS-Data File systems with 2.5 TB
capacity. From the “Create File System” window, click Storage Pool radio button for “Create
From” field and enter the File System Name as “NFS-Data01” for 250 Virtual machine datastore.
Select Storage Pool as “PerformancePool” from the drop down list. Enter Storage Capacity as “2.5
TB” for 250 VMs and Select Data Mover as “Server_2” from the drop-down list. Keep the Mount
Point radio button at Default. Click Ok to create “NFS-Data01” File system.

Figure 166 Creating File System with 2.5 TB Storage Capacity

ﬂ:'VSPEXSSDl] - Create File System - Windows Internet Explorer

D https:fi10.29,150, 201 faction)filesystemDisplay

@ Certificate Errar || f
" =
* Storage Pool

' Meta Volume

|NFS-Datan1

Create from

File System Name:

Storage Pool: [PerformancePoonl 41,8 TE (43982704 MB) [*]
Storage Capacity: 55 *

I . TE
Auto Extend Enabled: r
Thin Enabled: r
Slice Yolumes: ¥
Deduplication Enabled: r
Data Mover (RfW): |server_2 |v|
Mount Point:

& Default

' Custom

Applyl Cancel | Helpl

43. Follow Step 42, to create 9 more NFS Data file systems with 2.5 TB each.
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Figure 167 Creating NFS Data File Systems at 2.5 TB Storage Capacity
WSPEXSEAD > Storage > Slorsoe Configuratan > Fis Systems -
[Fie Sstens | Mewrts | Tree Guotas | Uses Guatas = ;.ma.mal-.v'-n‘r'- = S u;l
. [Ereats froem  Storage Pool
- T pata Veluma
Show File Systems for 41 Data Movers ¥ File System Name: W‘
- « Storoge Capacity {GU)  Stevage Used B Srarage Past: FarfarmanceFaal 39.4 T (41361270 HE} 3
% WrsDatet 2560,000 B2 | storage Capacity: r m
Ciwesos EETTT — " | nuto Entend Enatied: r
Thin Enablod: r
slice Valames: [
Deduplication Enabled: r
Data Mover (R/W) server 2 2
Fount Point:  Gafalt
 Cuttom
El apgly | [ Cancal | Help

44. Make sure all the 10xNFS Data File systems are created as shown Figure 168.

Figure 168 Window Showing All the NFS Data File Systems Created
figuration =
File Systems | Mounts  Tree Quotas | User Quotas | Group Quokas
File Systems Q 2 E.€
| ¥ . Filter for Show File Systems fo
Name + Storage Capacity {GB) Storage Used Data Movers
[ NFS-Datant eseoonn || [ server 2(RANY
[ NFS-Dataiz ese0000 || [ server 2(RANY
] NFS-Datad3 eseoonn || [ server 2(RANY
[ NFS-Datand ese0000 || [ server 2(RANY
] NFS-Datails eseoonn || [ server 2(RANY
[ NFs-Datalf ese0000 || [ server 2(RANY
] NFS-Datal? eseoonn || [ server 2(RANY
[ NFS-Datals ese0000 || [ server 2(RANY
] NFS-Datadd eseoonn || [ server 2(RANY
] NFS-Datal0 ese0000 || [ server 2(RANY
] NFS-0S zoagoon || [ server 2(RANY

0 Selected Properties Extend Delete Filtered: 11 of 1

Last Refreshed: 2012-08-29 17:54:5¢

45. To enable “Direct Writes” for all the NFS File system. Select Storage > Storage Configuration >
File Systems. Click Mounts.

r Cisco Solution for EMC VSPEX VMware Architectures



VSPEX Configuration Guidelines

Figure 169 Mounts Tab of File System Window

File Systems Mounts | Tree Quotas User Quokas Group Quokas

Mounts - e
|'17 . Filter far Shaw Mounts for: File Systern Name:

Path + |Data Mover File System Read Only Access-Chec... ¥irus Checki... CIFS Oplocks...
O WFS-Datald b# server 2 [i] MES-Datadl Mo MATIVE Tes Tes

O MFS-Datad2 O server 2 [i] MFS-Data02 Mo MATIVE Yes Yes

O WFS-Datals b# server 2 [i] MFS-Datz03 Mo MATIVE Tes Tes

O MFS-Datald O server 2 [i] MFS-Data04 Mo MATIVE Yes Yes

O MFS-Datads b# server 2 [i] MFS-Datais Mo MATIVE Tes Tes

Ol MF=-Datalf O server 2 [i] NFs-Datais Mo MATIVE Yes Yes

O MFS-Datal? b# server 2 [i] MFS-Data0? Mo MATIVE Tes Tes

O WFS-Datals O server 2 [i] MFS-Data0a Mo MATIVE Yes Yes

O mWFS-Datada b# server 2 [i] MFS-Datz09 Mo MATIVE Tes Tes

O mWFS-Datall O server 2 [i] MES-Datat0 Mo MATIVE Yes Yes

O NFS-0% L# server 2 [£] MFS-05 Mo NATIVE Yes Yes

46. Select the path “/NFS-OS” for the file system “NFS-OS” and click Properties button.

Figure 170 Window Showing the Path for NFS File Systems

File Systems Mounts | Tree Quotas User Quokas Group Quokas

Mounts - e
|'17 . Filter far Shaw Mounts for: File Systern Name:

Path + |Data Mover File System Read Only Access-Chec... ¥irus Checki... CIFS Oplocks...
O WFS-Datald b# server 2 [i] MES-Datadl Mo MATIVE Tes Tes

O MFS-Datad2 O server 2 [i] MFS-Data02 Mo MATIVE Yes Yes

O WFS-Datals b# server 2 [i] MFS-Datz03 Mo MATIVE Tes Tes

O MFS-Datald O server 2 [i] MFS-Data04 Mo MATIVE Yes Yes

O MFS-Datads b# server 2 [i] MFS-Datais Mo MATIVE Tes Tes

Ol MF=-Datalf O server 2 [i] NFs-Datais Mo MATIVE Yes Yes

O MFS-Datal? b# server 2 [i] MFS-Data0? Mo MATIVE Tes Tes

O WFS-Datals O server 2 [i] MFS-Data0a Mo MATIVE Yes Yes

O mWFS-Datada b# server 2 [i] MFS-Datz09 Mo MATIVE Tes Tes

O mWFS-Datall O server 2 [i] MES-Datat0 Mo MATIVE Yes Yes

1 Selected | Create ||Qroper‘tiesj| Delete | Filtered: 11 of 11
47. From the “/NFS-OS” mount properties. Make sure the radio button Read/Write for “Read Only”
and Native for Access-Checking Policy is selected. Then, check the “Set Advanced Options” check
box.
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Figure 171 Enabling Read/Write for NFS-OS

Path: /NFS-0% ]
DataMover: sorver 2

File System Name:

HFS-05

€ Riead Only
Access-Checking s . N B . _ . =
Policy: T - CIFS client rights checked against ACLs; NFS client rights checked against ACLs and permission bits
" UNIX - NFS client rights checked against permission bits; CIFS client rights checked against perrission bits AND ACLs
" SECURE - Bioth NFS and CIFS client rights checked against both permission bits AND ACLs
gainst permissian bits; CIFS client rights checked against ACLs
© MIXED - Bath NFS and CIFS client rights checked against ACL; Only & single set of security attributes maintained
© MIXED_COMPAT - Both NFS and CIFS client rights checked against either permission bits or ACL depending on which
protocol was last used to set permissions
T
s

set Advance,
Dptions:

J “pply | - Cancel ﬂ
48. Check the “Advanced options” and the “Direct Writes Enabled” check boxes as shown in Figure 172
and Click Ok.

Figure 172 Enabling Parameters for NFS-OS

Path: INFS-05 =
DatatMover: sarver 2
File System Name: NFs-0S
Read Only:  Read/writ
o ad/Write
© Read Only

Access-Checking Policy:
" NT - CIFS cient rights checked against ACLs; NFS client rights checked against ACLs and permission bits

© UNIX - NFS client rights checked sgainst permission bits; CIFS chiert rights checked sgainst permission bits AND ACLs
" SECURE - Both NFS and CIFS clent rights checked against both permission bits AND ACLs

& MATIVE - NFS client rights checked against permission bits; CIFS client rights checked against ACLs

" MIXED - Both NFS and CIFS chient rights checked against ACL; Only & single set of security sttributes maintsined

 MIXED_COMPAT - Both NFS and CIFS client rights checked against sither parmission bits or ACL depending on which
protocol was last used to set permissions
Wirus Checking Enabled: P

Cifs Dplacks Enabled: 5

Set Advanced Options: @

Use NT Credential: r

Direct Writes Enabled: @

Prefetch Enabled: P

Multi-Protocol Locking

olicy: & nolock

© writatock
© rwlack

CIFS Sync Writes r

Enabled:

CIFS Notify Enabled: 5
CIFS Notify Trigger Level: Sz
CIFS Notify On Access Enabled: r
CIFS Motify On Write Enabled: r

ﬁl Appnyl Cancel | Halp|:|

49. Follow the Steps 46, 47 & 48 to enable Direct Writes for all the remaining NFS Data file systems.

50. To Create NFS-Exports for all the NFS File systems. Click Storage > Shared Folders > NFS and
Click Create.
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Figure 173 Creating NFS Exports

EMC Unisphere [Pool LUN || [search...

N 58] Dashboard 1 Storage

torage

NFS Exports R E €

|Y . Filter far Shaw MFS Exports for: Select a File Systemn:| NFS-Data0l b

Path + File System Data Mover

0 Selected Froperties Delete Filtered: 0 of 1

Last Refreshed: 2012-08-31 17:52:54

51. Select Data Mover as “server-2” from the drop-down list and select File System as “NFS-OS” and
enter the Path as “/NFS-OS”. Enter the IP address of all the ESXi hosts “VMKernel Storage NIC”
in “Root Hosts” and “Access Hosts” fields. Separate multiple host vimkernel IP's by “:” (colon) and

Click Ok.
Figure 174 Entering Details for Creating NFS Exports
Choose Data Mover: server_2 [+ LE

Fie System: E
Path: Imes-os

Host Access
Read-only Export: =

Read-only Hosts: ﬁ

Read/Write Hosts: ﬁ

Root Hosts: [10.10_4021 =

Access Hosts: m
-]
Applyl Cancel ilpl
52. Make sure the NFS exports for “NFS-OS” file system is created as shown in Figure 175.
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Figure 175 Window Showing Created NFS Export for NFS-OS

EMC Unisphere [Pool LUN | [search...

- 2 =
; Storage T Hosts ‘ F Data Protection

NFS Exports S -
|V . Filter far Shaw MFS Exports for:| All Data Movers % | Select a File Systern:| All File Systerns %

Path = File System \Data Mover

Tl INF5-03 I WFS-08 0 server 2

53. Repeat the Steps 50 and 51 to create NFS-Exports for all the remaining NFS-Data file systems.

Installing ESXi Servers and vCenter Infrastructure

1. In the UCSM window, click the Equipment tab, select a Cisco UCS B200 M3 Blade Server and
click the KVM Console link to launch the KVM for the server on the right pane of the UCSM
window.

r Cisco Solution for EMC VSPEX VMware Architectures



Figure 176 Launch KVM Console

VSPEX Configuration Guidelines

(4]0 Server 3 (V2S0-ESKHostS)

@--M-— Server 4 (V250-ESHHostH)
[#--sge Server 5 (W250-ESKHostS)

@ © =i new -| [ otions | @ @ | A revinaactivites | [@] Ext

35 ﬁﬁzq.ipmsnt + ) Chassis » Sl Chassis | (VSPEX-YZS0) » oy Servers b o Server 1

Invenkory | Yitual Machines | Instaled Firmware | EL Logs | YIF Paths | Faults | Events | FSM | Statistics | Temperatures | ,EB!;L_

Status Details

Admin State: T In Service
Discovery Stake: § Complete

Avai State: ¥ Unavailable

Assoc State! 1 Associated

| - SJ Chassis 2 (YSPEX-Y250)
[ Eygd Chassis 3 (VIIAY-SPEC)
2% Rack-Mounts

Power State: 1 On
Slok Status: # Equipped

(£} EE28 Fabric Interconnects

FEX
Servers

Check Point: Discovered

Part Details

Connection Details

Boot Order Details

2. Once the Java applet for KVM is launched, click the Virtual Media tab and click the Add Image
tab as shown in Figure 177. This will open a dialog box to select an ISO image. Traverse the local
directory structure and select the ISO image of ESXi 5.0 hypervisor installer media.
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Figure 177 Adding Image in Virtual Media

& [ ¥250-ESX-Host1 (Chassis - 1 Server - 1) - K¥M Console

File Help

oot Server % shukdown Server S0 Resst
K¥M Console | properties
Sy

Client Yiew

Mapped | Read Only | Drive

Exit |
[l [l =] F: - Removable Disk.
Create Image |
Il 7 25 Er - COfovD
Add T
r E 25 D: - CojovD E*I]
Remove Image. .. |
Details 2 |

4 | i
Details
Target Drive Mapped To IRead Bytes ‘Write Bytes Duration |
irtual COYDVD Mak mapped UUSE Reset |
Femovable Disk Mot mapped
Floppy Mot mapped

3. After the ISO image is shown in the list, check the “Mapped” check box and reset the server.

Figure 178 Reset the Server After Adding the ISO Image

» / ¥250-ESX-Host1 (Chassis - 1 Server - 1) - K¥M Console

File Help

Eoot Server ,__.', Shutdown Servel

K¥M Console I Properties
kyM | Mirtual Media I

Client Yiew

Mapped | Read Only | Drive

Exit |

- - =3 F: - Remavable Disk
Create Image |

[l ~ 25 Er - COfovD
Add Image. ..

{mmef w |mam g J |
P 2 Remove Image. .. |
Details 2 |

4 | |
Details
Target Drive |Mapped Ta IRead Bytes ‘Write Bytes Duration |
ittual CD{OVD 25 CAISO\ESHS\ESHI-S.0.0... 0 0 00:01:25 LIS Reset |
Femovable Disk Mot mapped
Floppy Mot mapped

4. Click the radio button Power Cycle in the popup window, to immediately reboot the B200 M3
server as shown in Figure 180.
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Figure 179 Selecting Power Cycle Option to Restart the Server

~ / ¥250-ESX-Host1 (Chassis - 1 Server - 1) - K¥M Console

File Help
oot Server % Shukdown Server S0 Reset

K¥M Console I Properties
kyM | Mirtual Media I

Reset Server Service Profile ¥250-ESX-Host1 [ %]
Client Yiew
Mapped I Read Only & You are attempting to reset a server, The server can be Exit |
reset by gracefully restarting the OS or via a brute force
r r like to reset?
Create Image |
r E :
Add I
Il 7 " Gracefully restart 05 *I
IF Graceful OS Restart is not supported by the 05 or it Remove Image. .. |

does not happen within a reasonable amount of time,

the system will perform a power cycle. Details £ |

Al | To reset the slot, please go to the recover server action,
Details The UCS system might be in the process of performing some tasks
:: on this server, Would you like this operation to wait until

Target Drive Mappe the completion of outstanding activities?

irtual CO{OVD = 1USE Reset

[~ Wait For completion of outstanding LICS tasks on this server. ©58

Femovable Disk Mok mé
Floppy Mot oK I Cancel

5. After rebooting the server, ESXi 5 install media will boot. Make sure to enter the following to install
the hypervisor on each of the servers.

— ESXi hostnames
— [P addresses
— Root password
See, Customer Configuration Data Sheet, page 170 for appropriate values.

6. The ESXi OS should be installed on the SAN LUN of the B200 M3 servers. Once the ESXi is
installed, verify the network connectivity and accessibility of each server from each other.

Installing and Configuring Microsoft SQL Server Database

SQL server is used as database for the VMware vCenter server. Follow these steps to configure
Microsoft SQL server.

1. Create a VM for Microsoft® SQL server—The requirements for processor, memory, and OS vary
for different versions of SQL Server. To obtain the minimum requirement for each SQL Server
software version, see the Microsoft technet link. The virtual machine should be created on one of
the ESXi servers designated for infrastructure virtual machines, and should use the datastore
designated for the shared infrastructure.

~

Note  The customer environment may already contain an SQL Server that is designated for this role.
For more information, see Configure database for VMware vCenter.

2. Install Microsoft® Windows on the VM—The SQL Server service must run on Microsoft Windows
Server 2008 R2 SP1. Install Windows on the virtual machine by selecting the appropriate network,
time, and authentication settings.
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~

Note

Install SQL server—Install SQL Server on the virtual machine from the SQL Server installation
media. The Microsoft TechNet website provides information on how to install SQL Server.

Configure database for VMware vCenter—To use VMware vCenter in this solution, you will need
to create a database for the service to use. The requirements and steps to configure the vCenter
Server database correctly are covered in Preparing vCenter Server Databases. It is a best practice to
create individual login accounts for each service accessing a database on SQL Server.

Do not use the Microsoft SQL Server Express-based database option for this solution.

5. Configure database for VMware Update Manager—To use VMware Update Manager in this

solution you will need to create a database for the service to use. The requirements and steps to
configure the Update Manager database correctly are covered in Preparing the Update Manager
Database. It is a best practice to create individual login accounts for each service accessing a
database on SQL Server. Consult your database administrator for your organization's policy.

Deploy the VNX VAAI for NFS plug-in—The VAALI for NFS plug-in enables support for the
vSphere 5 NFS primitives. These primitives reduce the load on the hypervisor from specific
storage-related tasks to free resources for other operations. Additional information about the VAAI
for NFS plug-in is available in the plug-in download vSphere Storage APIs for Array Integration
(VAAI) Plug-in. The VAALI for NFS plug-in is installed using vSphere Update Manager. Refer
process for distributing the plug demonstrated in the EMC VNX VAAI NFS plug-in - installation
HOWTO video available on the www.youtube.com web site. To enable the plug-in after installation,
you must reboot the ESXi server.

VMware vCenter Server Deployment

This section describes the installation of VMware vCenter for VMware environment and to complete the
following configuration:

A running VMware vCenter virtual machine
A running VMware update manager virtual machine

VMware DRS and HA functionality enabled.

For detailed information on Installing a vCenter Server, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp 7topic=/com.vmware.vsphere.install.doc_50/GUID-A71
D7F56-6F47-43AB-9C4E-BAA89310F295.html.

For detailed information on vSphere Virtual Machine Administration, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp?topic=/com.vmware.vsphere.install.doc_50/GUID-A71
D7F56-6F47-43AB-9C4E-BAA89310F295.html.

For detailed information on creating a Virtual Machine in the vSphere 5 client, see the link:

http://pubs.vmware.com/vsphere-50/index.jsp?topic=/com.vmware.vsphere.vm_admin.doc_50/GUID-
0433CODC-63F7-4966-9B53-0BECDDEB6420.html.

Following steps provides high level configuration to configure vCenter server:

1.

Create the vCenter host VM—If the VMware vCenter Server is to be deployed as a virtual machine
on an ESXi server installed as part of this solution, connect directly to an Infrastructure ESXi server
using the vSphere Client. Create a virtual machine on the ESXi server with the customer's guest OS
configuration, using the Infrastructure server datastore presented from the storage array. The
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memory and processor requirements for the vCenter Server are dependent on the number of ESXi
hosts and virtual machines being managed. The requirements are outlined in the vSphere Installation
and Setup Guide.

Install vCenter guest OS—Install the guest OS on the vCenter host virtual machine. VMware
recommends using Windows Server 2008 R2 SP1. To ensure that adequate space is available on the
vCenter and vSphere Update Manager installation drive, see vSphere Installation and Setup Guide.

Create vCenter ODBC connection—Before installing vCenter Server and vCenter Update Manager,
you must create the ODBC connections required for database communication. These ODBC
connections will use SQL Server authentication for database authentication.

For instructions on how to create the necessary ODBC connections see, vSphere Installation and
Setup and Installing and Administering VMware vSphere Update Manager.

Install vCenter server—Install vCenter by using the VMware VIMSetup installation media. Use the
customer-provided username, organization, and vCenter license key when installing vCenter.

Apply vSphere license keys—To perform license maintenance, log into the vCenter Server and
select the Administration - Licensing menu from the vSphere client. Use the vCenter License
console to enter the license keys for the ESXi hosts. After this, they can be applied to the ESXi hosts
as they are imported into vCenter.

Configuring Cluster, HA and DRS on the vCenter

To add all the VMware on virtual machine vCenter, follow these steps:

1.
2.
3.

Log into VMware ESXi Host using VMware vSphere Client.

Create a vCenter Datacenter.

Create a new management cluster with DRS and HA enabled.
a. Right-click on the cluster and, in the corresponding context menu, click Edit Settings.
b. Select the check boxes “Turn On vSphere HA” and “Turn On vSphere DRS”.

Click Ok, to save changes. Add all ESXi hosts to the cluster by providing servers' management IP
addresses and login credentials one by one. After all the servers are added to the vCenter cluster, the
window will look as shown in Figure 180.
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Figure 180 Window Showing vCenter Cluster in VMware vSphere Client
File Edit View Inventory Administration Plug-ins Help
ﬁ E |Q Home b gF] Inventory [ [E] Hosts and Clusters |E{'-Iv Search Inventory |L.§|
+ +
F & & %
Bl [ WSPEX v250-Cluster
[F5 Datacenter

old

2 W ]2 25 2 arms
= J—l 25D Mame or State contains: - l— Clear
El [l | ¥250-Cluster
[ 10.29.180.121 Marme | State | Status [ % CPU | % Memary |
[ to.29.180.122 O 10.29.180.12 Connected @&  Mormal il 1]
g 10.2s.180.123 O 10.29.180.124 Connected & Mormal 0 2 [
% igiziggi; @ 102918002 Connected & Mormal 0 1]
0 10.29.150.126 B 102918012 Connected & Mormal 0 20
g 10.28.180.127 B 1nzeasE0.1s Connected & Mormal 0 210
g 1o.29.180.128 B 1noze1E0.1% Connecked & MNormal ] 20
B 10.29.180.129 @ 1nozeasE0.0 Connected & Mormal il 1]
@ 1o.29.180.130 B 10291013 Connected & Mormal 0 20
B 102918002 Connected & Mormal 0 1]
@ 102918013 Connected & Mormal 0 20

Configure Cisco VMFEX

Technology Overview section detailed about benefits of Cisco VMFEX technology. This section
explains step by step configuration guide for UCSM/ vCenter management plane integration and Cisco
VMFEX technology implementation. Follow these steps to configure Cisco VMFEX architecture.

1. Click the VM tab in the UCSM window, click VMware on the left pane of the UCSM window and
click the Modify Extension Key link on right pane of the UCSM window as shown in Figure 181.

Figure 181 Modifying Extension Key in the UCSM Window

Computing System Manager - ¥250-UCS

~Fault 5 ¥

@ v A Q & New - | [J Options w Pending Activities | [@] Exit bl
1 35 9 == 4l v [ YMware [l ¥Mware
Equipmentl Serversl LANl Saby | WM I dmin] General I vCentersl Certificatesl Deletion Tasksl Faultsl Eventsl FSM]
Filter: Al ~  Actions

One or more viZenter extension files are required to establish secure commm
wiZenker and LICSM,

‘fou download the extension files through UCSM and install them as plug-ins
SErVEr,

For wCenter version 4.0 Update 1 and later, vou need a single extension fil
Use Export vCenter Extension ko download it

For wCenter version 4.0, you need eight (&) extension files,

:-:' Export wiZenker Extension

:-:' Export Mulkiple wCenter Extensions

A Modify Extension Key

Ellil_‘ Corfigure vCenter Use Export: Multiple wCenter Extensions to download the required extensior
El.i,—‘ Configure YMware Inkegration Extension Key
Key: Cisco-UCSM-c2833354-12a8-11df-ac2

N

. Change the default extension key to a value that represents the UCS pod used in this solution as
shown in Figure 182 and click Ok.
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Figure 182 Modifying Extension Key

EModif\r Extension Key =] E3
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;

3. To establish trusted relationship between the UCSM and vCenter. Click the Export vCenter
Extension link on the right pane in the General tab of VMware as shown in Figure 183.

Figure 183 Exporting vCenter Extension
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4. Specify the location where the vCenter extension XML file should be saved on the popup window
as shown in Figure 184. Click Ok.

Figure 184 Specifying Path for vCenter Extension File

@ Save Location:IC:'l,Users'l,Administrator'l,Desktop

oK | Cancel | Help |

5. Using vSphere 5.0 client application, connect to the vCenter 5 server, click the Plug-ins tab in the
menu bar, and click Manage Plug-ins... as shown in Figure 185.

Figure 185 Managing Plug-ins in VMware vSphere Client
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6. Right-click on the whitespace after the list of installed plug-ins populates, and click New Plug-In...

as shown in Figure 186.

Figure 186 Creating New Plug-in—Plug-in Manager Window
Plug-in Mame | Wendor | Version | Skatus | Description | Progress | Errors
Installed Plug-ins
[‘} Wiware vCenter Storage Mon...  WMware Inc, 5.0 Enabled Storage Monitoring and
Reporting
[‘} Wiware vSphere Update Ma...  YMware, Inc, 5.0.0... Enabled Wiware vSphere Update
Manager extension
[‘} wCenter Service Status Wiware, Inc, 5.0 Enabled Displays the health status of
v enter services
[‘} wCenter Hardware Status Wiware, Inc, 5.0 Enabled Displays the hardware status of

hosts {CIM monitaring]
Available Plug-ins
Cisco_Mexus_1000¥_111247,.. Cisco Systems 1., 1.0.0 Mo client side d...
Cisco_Mexus_1000Y_173677,..  Cisco Systems 1., 1.0.0 Mo client side d...
Cisco_Mexus_1000Y_175067,..  Cisco Systems, 1., 1.0.0 Mo client side d...
Cisco_Mexus_1000Y_175374,., Cisco Systems 1., 1.0.0 Mo client side d...
Cisco_Mexus_1000Y_451490,.,  Cisco Systems 1., 1.0.0 Mo client side d...

| |
Help | Cloze

LCTOTT ]

7. Inthe “Register Plug-In” window, browse to the UCSM extension XML file and select it. Make sure
that the extension key set in step 1 shows up in the <key> tag in this window, and then click Register

Plug-In button as shown Figure 187.
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Figure 187 Registering the Plug-in
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8. Given that UCSM has self-signed SSL certificate, you may see an untrusted certificate warning.
Ignore the warning. After that, you should see a success notification as shown in Figure 188.

Figure 188 Window Showing the Plug-in Registered in vCenter

Register Plug-in x

The plug-in "Cisco-UCSM-YSPEX-V250" is successfully registered on vZCenter
Server jumpsry-ves,

9. UCSM plug-in should be listed now in the “Available Plug-ins” list as shown Figure 189.

Figure 189 UCSM Plug-in Listed in the Available Plug-ins
Available Plug-ins
[‘} Cisco_Mexus_1000¥_111247,.. Cisco Systems 1., 1.0.0 Mo client side d...
[‘} Cisco_Mexus_1000Y_173677,..  Cisco Systems 1., 1.0.0 Mo client side d...
[‘} Cisco_Mexus_1000Y_175067,..  Cisco Systems, 1., 1.0.0 Mo client side d...
[‘} Cisco_Mexus_1000Y_175374,., Cisco Systems 1., 1.0.0 Mo client side d...

s 1000Y 451490, Cisrn Systemns T, 100 Mo client side d
[‘} Cisco-LICSM-YSPEX-YZ50 Cisco Systems, L., 1.0.0 Mo client side d... I

l

10. Trust relationship is now established between the UCSM and vCenter. In the VM tab of the UCSM
and click Configure vCenter link on the right pane of the UCSM window as shown Figure 190.
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Figure 190 Configuring vCenter in UCSM
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11. Enter the name of the vCenter in Name field (can be any arbitrary name), provide description
(optional), and Host Name as hostname or the dotted decimal IP address of the vCenter host as
shown in Figure 191. Click Next.
Figure 191 Entering Details in the Configure vCenter Wizard

Unified Computing System Manager

Configure vCenter

Configure wCenter

1. ¥ Configure ¥Center

2. DFoh:lers
3 DDatacenters

= Prey | Mext = I

12. If your datacenter on vCenter is in a folder then you need to create same folder name in the next
window. In our case, the datacenter is not contained in a folder, so simply click Next on this window
as shown in Figure 192.

Finiisti | Cancel |
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Figure 192 Folders Window of the Configure vCenter Wizard
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13. In the “Datacenters” window, click Add button.

< Prev

Figure 193 Datacenters Window of the Configure vCenter Wizard
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14. Enter the name of the Datacenter in the vCenter. This name must match exactly as that given in the
vCenter. Description is optional. Click Next.
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Figure 194 Identifying the Datacenter
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15. Now, create a folder that would contain the virtual Distributed Switch (vDS). click Add button on
this window as shown in Figure 195.

Figure 195 Adding the Datacenter
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16. Enter folder name and description (optional). Click Next.
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Figure 196 Creating Folder
o Create Folder b
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17. Click Add in the DVSs window, to add a Distributed Virtual Switch.

Figure 197 Adding a Distributed Virtual Switch
Unified Computing System Manager
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=
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18. Enter the name of the DVS, description (optional) and click the radio button Enable for the “Admin
State” of the DVS. Click Ok.
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Figure 198 Creating a Distributed Virtual Switch
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Cancel |

19. Click Finish in the “DVSs” window.

Figure 199 Wizard Showing Created UCS-DVS
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20. Click Finish in the “Folders” window.

Cancel |
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21. Click Finish in the “Datacenters” window.
Figure 201 Wizard Showing Created Datacenter V250
Datacenters
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Figure 202

@ vCenter VT successfully created,

I~ show Mavigator For vCenter VC

Windows Showing vCenter VC Created Successfully

VSPEX Configuration Guidelines

22. You will get a success notification popup window as shown Figure 202.

23. In the vCenter window, click Inventory > Networking, you should see the folder and DVS created,

with two default port-profiles “uplink-pg-<vDS-Name>" and “deleted-pg-<vDS-Name>" as shown

in Figure 203.
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Figure 203 vCenter Window Showing the Folder and DVS Created
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24. In the VM tab of the UCSM window, right-click on the “Port Profiles” and click Create Port
Profile as shown in Figure 204.

Figure 204 Creating Port profile in UCSM
# Cisco Unified Computing System Manager - ¥250-UCS
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=
@ WMware Show Navigator
[Create Port Profile j
Copy Chrl+C
Copy XML Chr+L
Delete Chrl+D

25. Create an infrastructure port profile. Provide description (optional). The name and description
would show up on vCenter once the UCSM pushes the port profile to the vCenter. You can restrict
maximum ports for the infrastructure port profile to 10. Select infra VLAN as part of the allowed

VLANES list and mark it as native VLAN. Figure 205 shows infra port profile configuration. Click
Ok.
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Figure 205 Entering Details to Create Port Profile
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26. Select the newly created port profile and click Create Profile Client. In the UCSM window you can
configure multiple vCenter and create multiple (up to 8) vDS per vCenter. A given port profile will
be pushed to a set of vDS based on port profile client regex match. As we have only one vCenter
and one vDS, we will simply push the port profile to all vDS in next step.

Figure 206 Creating Profile Client in UCSM
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27. Default parameters for port profile client are “all”, and we will retain that. To reflect that, let us
name the port profile client “all” as sown in Figure 207. Click Ok.
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Figure 207 Entering Details for Creating Profile Client

» Create Profile Client

|

Create Profile Client L7

Cancel |

28. Similarly, create a “vMotion” port profile as shown Figure 208. Make sure that the “vMotion” is
selected for the QoS policy field.

Figure 208 Creating Port Profile

» Create Port Profile

Create Port Profile L7

pp-v¥Motion
]

wMation
0

<not set=

<not set= hd

Select: Mative YLAN
default
Storage
VI-DATA
wIMation

wSphereMgmt

Cancel |

29. Create an NFS port profile for storage traffic as shown in Figure 209.
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Figure 209 Creating Port Profile for Storage Traffic
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30. Figure 210 shows a sample VM application/ data port profile.

Figure 210 Window Showing Sample Port Profile Created
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31. Create “all” port profile clients for port profiles created in steps 28 to 30. This will be shown in the
vCenter server.
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Figure 211 UCS-DVS Showing All the Created Port Profiles
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32. In the vCenter server, click Inventory > Networking in the menu bar. Right-click on the vDS
created by UCSM and click Add Host... as shown in Figure 212.

Figure 212 Adding Host in UCS-DVS
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33. Select all the ESXi 5.0 hosts and all the uplinks on the servers. There is only one implicit uplink port
profile created by UCSM and that uplink port profile is automatically selected for the migration to
vDS from vSwitch as shown in Figure 213. Click Next.
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Figure 213 Selecting Hosts and Physical Adapters Window in Adding Hosts Wizard
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34. As we are migrating both the uplinks to vDS, any traffic going to native vSwitch will be
“black-holed”. Migrate the ESXi kernel management ports to the vDS. Choose the appropriate
infrastructure port profiles for all the management kernel interfaces as shown in Figure 214.
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Figure 214 Network Connectivity Window in Adding Hosts Wizard
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35. Click Next as we have not yet created any Virtual Machines on the ESXi hosts.
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Figure 215 Virtual Machine Networking Window in Adding Hosts Wizard
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36. Verify the configuration change before submitting the configurati(;n and click Finish to complete
the migration as shown in Figure 216.
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Figure 216 Ready to Complete Window in Adding Hosts Wizard
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37. Verify that all the hosts shown under the “Hosts” tab and their “VDS Status” is “Up” as shown in
Figure 217.

Figure 217 UCS-DVS Showing Hosts Details in vCenter
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38. In the UCSM window, you can validate the hosts added to VM-FEX vDS by clicking on the “VM”
tab, and expanding “VMware”, “Virtual Machines” as shown in Figure 218. The “Status” of all the
ten servers should show as “Online”. Note that UCSM identifies hypervisor hosts by chassis ID and
blade ID combination, unlike vCenter which identifies the servers by IP addresses.
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Figure 218 Window Showing Host Server Status in UCSM
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We need to create two more kernel interfaces per host, one for vMotion and one for NFS storage access
by the kernel. Choose the appropriate port profiles for the same. For both the vMotion and the NFS
kernel interfaces, choose the MTU to be jumbo 9000 MTS for bulk transfer efficiency. Follow these

steps:

1. In the vCenter window, click Inventory > Hosts and Clusters. Select an individual ESX host and
click Configuration > Networking > vSphere Distributed Switch button on the right pane of the
vCenter window. Click Manage Virtual Adapters... link as shown in Figure 219.
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2. Click Add to add a new virtual kernel interface.

Figure 220 Adding Virtual Kernel Interface
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3. Click New virtual adapter radio button for Creation Type and click Next as shown in Figure 221.

Figure 221 Creation Type Window in Adding Virtual Adapter Wizard
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4. Select the “pp-vMotion” port profile from the drop-down list and check the check box “Use this

virtual adapter for vMotion”. Click Next.
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Connection Settings Window in Adding Virtual Adapter Wizard
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5. Enter IP address and subnet mask. See Customer Configuration Data Sheet, page 170 for assigning
the IP address. Click Next.

Figure 223 Entering IP Address Details
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6. Click Finish to deploy the new virtual interface.

Figure 224 Ready to Complete Window of Adding Virtual Adapters Wizard
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UpLinko1 {1 NIC Adapter)

UCS-D¥YS

i i

2 pp-data %

Wirtual Machines (0}

2 pp-infra [
Whkernel Ports (1)
Wirtual Machines (0}

2 pp-rfs %
Wirtual Machines (0}
2 pp-vMotion [
= ¥Mkernel Ports (1)
Mews Port : 10,10.41.12 5]

Wirtual Machines (0}

Help | < Back | Finish I Cancel |

4

7. Repeat steps 1 to 6 for the storage access vmkernel virtual interface. On step 4, you need to select
“pp-nfs” port profile and enable “vMotion”.

8. Both vMotion and NFS based storage access require jumbo MTU for the efficient bulk transfer.
Select the “vmk]1” interface and click Edit as shown in Figure 225.

Figure 225 Editing the VMkernel Interface
Add |Edit] Remove Migrate

Mame | —Metwork Connection
yMkernel Port Group: pp-vMation
vk Port: 331
vkl | wMokion: Enabled
k2 Fault Tolerance Logging: Disabled

Management Traffic: Disabled

iSCSI Port Binding: Disabled

—MIC Settings

MAC Address: 00:50:56:7F:be:dz
MTL: 1500

—IP Settings
IP Address: 10.10.41.12
Subnet Mask: 255.255.255.0

‘Wiews Routing Table. ..

Help | Close |
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9. Change the “MTU” to “9000” and click Ok.

Figure 226 Changing the MTU Size for the VMkernel Interface
@ Edit ¥irtual Adapter vmk1 [ %]
General |IP Settings |
—Metwork Connection
wSphere Distributed Switch: UCS-DYS
& Select port group Ipp-vMotion j Part: 331

" Select port I
V' Use this virtual adapter For vMation
" Use this virtual adapter for Faulk Tolerance logging
™ Use this virtual adapter For management traffic
™| Wise this virtual adapter for iSC5I port binding

MIC Setting:

MTL: |9000I 3: |

OF I Cancel | Help |

10. Repeat steps 8 and 9 for “mk2” interface as well.

11. You can verify in the UCSM window that every hypervisor host has now 3 vNICs, one in each
“pp-vMotion”, “pp-infra” and “pp-nfs” port-profile. This can be verified on the “VM” tab by
clicking VMware > Virtual Machines, “Host Server x/y” and “vNICs” as highlighted in

Figure 227.
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Figure 227 Virtual Machine Properties in UCSM
Q@ Mew | [4 Options | @ 0 | A\ Pending Activities | Exit
>= Al ] Mware + % virtual Machines * % Host Server 11 ¢ wNICs * =il vNIC 330

vt s | s | Fauls | Events | stabees |

= |

E}@ Whware
L:_Ir_'.i,-| wCenter Y
E}& Datacenter Y250
. -7 Folder UCSM
=R ucs-ovs
=l Profile deleted-pg-UCs-
il Profile pp-data
il Profile pp-infra
il Profile pp-nfs

% Host Server 1/1

Lol WMIC 258
=l vNIC 266

% Host Server 1/3
[ Host Server 1)4

Jumbo MTU Validation And Diagnostics

To validate the jumbo MTU from end-to-end, SSH to the ESXi host. By default, SSH access is disabled
to ESXi hosts. Enable SSH to ESXi host by editing hosts' security profile under “Configuration” tab.

Once connected to the ESXi host through SSH, initiate ping to the NFS storage server with large MTU
size and set the “Do Not Fragment” bit of IP packet to 1. Use the vmkping command as shown in the
example:

Example 5

~ # vmkping -d -s 8972 10.10.40.6411

PING 10.10.40.64 (10.10.40.64): 8972 data bytes

8980 bytes from 10.10.40.64: icmp_seqg=0 ttl=64 time=0.417 ms
8980 bytes from 10.10.40.64: icmp_seg=1 ttl=64 time=0.518 ms
8980 bytes from 10.10.40.64: icmp_seqg=2 ttl=64 time=0.392 ms

--- 10.10.40.64 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss

round-trip min/avg/max = 0.392/0.442/0.518 ms

~ #

Ensure that the packet size is 8972 due to various L2/L3 overhead. Also ping all other hosts' vMotion
and NFS vmkernel interfaces. Ping must be successful. If ping is not successful verify that 9000 MTU

configured. Follow these steps to verify:
1. 9000 MTU on the NFS share IP address on the VNX5500 storage device(s).

2. Make sure that a “jumbo-mtu” policy map is created at Nexus 5000 series servers with default class
having MTU 9216. Make sure that the “jumbo-mtu” policy is applied to the system classes on the
ingress traffic.

3. Make sure that the traffic from storage array to Cisco UCS B200 M3 Blade Servers are marked
properly.
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4. Make sure that the MTU 9216 is set in the UCSM system class configuration, and QoS policy is
correctly set in the port-profiles.

5. Make sure that the 9000 MTU is set for vimkernel ports used for vMotion as well as storage access
VNICs.

Template-Based Deployments for Rapid Provisioning

Figure 228 Rapid Provisioning

In an environment with established procedures, deploying new application servers can be streamlined,
but this can still take many hours or days to complete. Not only should you complete an OS installation,
but downloading and installing service packs and security updates can add a significant amount of time.
Many applications require features that are not installed with Microsoft Windows by default and must
be installed before installing the applications. Inevitably, those features require more security updates
and patches. By the time all the deployment aspects are considered, more time is spent waiting for
downloads and installs than that spent on configuring the application.

Virtual machine templates can help speed up this process by eliminating most of these monotonous
tasks. By completing the core installation requirements, typically to the point where the application is
ready to be installed, you can create a golden image which can be sealed and used as a template for all
the virtual machines. Depending on how granular you want to make a specific template, the time to
deploy can be as less as the time it takes to install, configure, and validate the application. You can use
PowerShell tools and VMware vSphere Power CLI to bring down the time and manual effort
dramatically, especially when you have a large number of VMs to deploy.

Validating Cisco Solution for EMC VSPEX VMware
Architectures

This section provides a list of items that should be reviewed once the solution has been configured. The
goal of this section is to verify the configuration and functionality of specific aspects of the solution, and
ensure that the configuration supports core availability requirements.

Post Install Checklist

The following configuration items are critical to functionality of the solution, and should be verified
before deploying for production.
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On each vSphere server, verify that the port-profile of virtual Distributed Switch that hosts the client
VLANS is configured with sufficient ports to accommodate the maximum number of virtual
machines it may host.

On each vSphere server used, as part of this solution, verify that all the required virtual machine
port-profiles is configured and that each server has access to the required VMware datastores.

On each vSphere server used in the solution, verify that an interface is configured correctly for
vMotion, using the correct port-profile and jumbo MTU.

Create a test virtual machine that accesses the datastore and does read/write operations. Perform the
virtual machine migration (vMotion) to a different host on the cluster. Also perform storage
vMotion from one datastore to another datastore and ensure correctness of data. During the vMotion
of the virtual machine, you need to have a continuous ping to the default gateway and make sure
that the network connectivity is maintained during and after the migration.

Verify the Redundancy Of The Solution Components

Following redundancy checks were performed at the Cisco lab to verify solution robustness:

1.

Administratively shutdown one of the four links connected between Cisco UCS FI-A and Cisco
UCS Fabric Extender. Make sure that connectivity is not affected. Upon administratively enabling
the shutdown port, the traffic should be rebalanced. This can be validated by clearing interface
counters and showing the counters after sending some of the data from the virtual machines.

Administratively shutdown one of the two uplinks connected to the Cisco Nexus 5548UP switches
from FIs. Make sure that connectivity is not affected. Upon administratively enabling the shutdown
port, the traffic should be rebalanced. This can be validated by clearing interface counters and
showing the counters after sending some of the data from the virtual machines.

Administratively shutdown one of the two data links connected to the storage array from the Cisco
Nexus 5548UP switches. Make sure that storage is still available from all the ESXi hosts. Upon
administratively enabling the shutdown port, the traffic should be rebalanced.

Reboot one of the two Cisco Nexus 5548 UP switches while storage and network access from the
servers are going on. The switch reboot should not affect the operations of storage and network
access from the VMs. Upon rebooting the switch, the network access load should be rebalanced
across the two Cisco Nexus switches.

Reboot one of the two UCS fabric interconnects while storage and network access from the servers
are going on. The switch reboot should not affect the operations of storage and network access from
the VMs. Upon rebooting the switch, the network access load should be rebalanced across the two
switches.

Reboot the active storage processor of the VNX storage array and make sure that all the NFS shares
are still accessible during and after the reboot of the storage processor.

Fully load all the virtual machines of the solution. Put one of the ESXi host in maintenance mode.
All the VMs running on that host should be migrated to other active hosts. No VM should lose any
network or storage accessibility during or after the migration. There is enough head room for
memory in other servers to accommodate 25 additional virtual machines.
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Bill of Material

“vdbench” testing tool was used with Windows 2008 R2 SP1 server to test scaling of the solution in
Cisco labs. Table 14 details on the test profile used.

Table 14 Test profile details
Profile characteristic Value
Number of virtual machines 250

Virtual machine OS

Windows Server 2008 R2 SP1

Processors per virtual machine

1

Number of virtual processors per physical CPU |4

core

RAM per virtual machine 2 GB
Average storage available for each virtual 100 GB
machine

Average IOPS per virtual machine 25 1I0PS
Number of datastores to store virtual machine 2

disks

Bill of Material

Table 15 gives the list of the components used in the CVD for 250 virtual machines configuration

Table 15

List of hardware components used in the CVD

Description

Part #

UCS B200 M3 blade servers

UCSB-B200-M3

CPU for B200 M3 blade servers

UCS-CPU-ES5-2630

Memory for B200 M3 blade servers

UCS-MR-1X082RY-A

Cisco VIC adapter

UCSB-MLOM-40G-01

UCS 5108 Chassis

N20-C6508

UCS 2104XP Fabric Extenders

N20-16584

UCS 6248UP Fabric Interconnects

UCS-FI-6248 UP

Nexus 5548 UP switches

N5K-C5548UP-FA

10 Gbps SFP+ multifiber mode

SFP-10G-SR

For more information on details of the hardware components, see:
http://www.cisco.com/en/US/prod/collateral/ps10265/ps10280/B200M3_SpecSheet.pdf

Cisco Solution for EMC VSPEX VMware Architectures ]


http://www.cisco.com/en/US/prod/collateral/ps10265/ps10280/B200M3_SpecSheet.pdf
http://www.cisco.com/en/US/prod/collateral/ps10265/ps10280/B200M3_SpecSheet.pdf

I Customer Configuration Data Sheet

Customer Configuration Data Sheet

Before you start the configuration, gather the customer-specific network and host configuration
information. Table 16, Table 17, Table 18, Table 19, Table 20, Table 21, Table 22 provide information
on assembling the required network, host address, numbering, and naming information. This worksheet
can also be used as a “leave behind” document for future reference.

Table 16 Common Server Information

Server Name Purpose

Primary IP

Domain Controller

DNS Primary

DNS Secondary

DHCP

NTP

SMTP

SNMP

vCenter Console

SQL Server
Table 17 ESXi Server Information

Private Net (storage)

Server Name Purpose |Primary IP |addresses VMkernel IP  |vMotion IP
Host 1 ESXi
Host 10 ESXi
Table 18 Array Information

Array name

Admin account

Management IP

Storage pool name

Datastore name

NFS Server IP
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Table 19 Network Infrastructure Information

Name Purpose IP Subnet Mask |Default Gateway
Cisco Nexus 5548UP A
Cisco Nexus 5548UP B
Cisco UCSM Virtual IP
Cisco UCS FI-A
Cisco UCS FI-B

Table 20 VLAN Information
Name Network Purpose VLAN ID |Allowed Subnets
vlan-infra Virtual Machine

Networking

ESXi Management

vlan-nfs NFS Storage Network
vlan-vMotion vMotion traffic network
vlan-data Data VLAN of customer
(multiple) VMs as needed
Table 21 VSAN Information
Name Network Purpose VSAN ID Allowed Subnets
vsan-storage FC connectivity from server to
storage
Table 22 Service Accounts
Account Purpose Password (optional, secure appropriately)
Windows Server administrator
root ESXi root
Array administrator
vCenter administrator
SQL Server administrator
admin Nexus 5548UP administrator
admin UCSM administrator

References

Cisco UCS:
http://www.cisco.com/en/US/solutions/ns340/ns517/ns224/ns944/unified_computing.html
VMware vSphere:
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Cisco Nexus 5000 Series NX-OS Software Configuration Guide:

http://www.cisco.com/en/US/docs/switches/datacenter/nexus5000/sw/configuration/guide/cli/CLIConf
igurationGuide.html

EMC VNX 5xxx series resources:
http://www.emc.com/storage/vnx/vnx-series.htm#!resources
Microsoft SQL Server installation guide:

http://msdn.microsoft.com/en-us/library/ms143219.aspx
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