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Oracle JD Edwards on Cisco Unified Computing
System with EMC VNX Storage

Executive Summary

Oracle JD Edwards is a suite of products from Oracle that caters to the Enterprise Resource Planning
(ERP) requirement of an Organization. Oracle has three flag ship ERP Applications, Oracle E-Business
Suite, PeopleSoft and JD Edwards. ERP Applications have been thriving and improving the productivity
of Organizations for a couple of decades now. But with the increased complexity and extreme
performance requirements, customers are constantly looking for better Infrastructure to host and run
these Applications.

This Cisco Validated Design presents a differentiated Solution using Cisco Unified Computing System
(UCS) that validates Oracle JD Edwards environment on Cisco UCS hosting SQL Server and Windows
Operating System, with Cisco UCS Blade Servers, Nexus 5548 Switches, UCS Management System and
EMC VNX5300 Storage platform. Cisco Oracle Competency Center tested, validated, benchmarked and
showcased the Oracle JD Edwards ERP Application using Oracle Day in the life (DIL) Kit.

Target Audience

This Cisco Validated Design is intended to assist Solution Architects, JDE Project Manager,
Infrastructure Manager, Sales Engineers, Field Engineers and Consultants in planning, design, and
deployment of Oracle JD Edwards hosted on Cisco Unified Computing System (UCS) servers. This
document assumes that the reader has an architectural understanding of the Cisco UCS servers, Nexus
5548 switch, Oracle JD Edwards, EMC® VNX5300™ Storage array, and related software.

Purpose of this Guide

T
CISCO.

This Cisco Validated Design showcases Oracle JD Edwards Performance and Scalability on Cisco UCS
Platform and how enterprises can apply best practices for Cisco Unified Computing System, Cisco
Nexus family of switches and EMC VNX5300 storage platform while deploying the Oracle JD Edwards
application.

Corporate Headquarters:
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA

Copyright 2012 Cisco Systems, Inc. All rights reserved.



Solution Overview

Design validation was achieved by executing Oracle JD Edwards Day in the Life (DIL) Kit on Cisco
UCS Platform by benchmarking various Application workloads using HP's LoadRunner tool. Oracle
JDE DIL kit comprises of interactive Application workloads and batch workload, Universal Batch
Engine Processes (UBEs). The interactive Application Users were validated and benchmarked by scaling
from 500 to 7500 concurrent users and various set of UBEs were also executed concurrently with 1000
Interactive users and 5000 Interactive user concurrent load. Achieving sub second response times for
various JDE Application workloads with a large variation of interactive apps and UBEs , clearly
demonstrate the suitability of UCS Serves for small to large Oracle JD Edwards and help customers to
make an informed decision on choosing Cisco UCS for their JD Edwards implementation on Cisco
Unified Computing System.

Business Needs

Customers constantly look value for money, when they transition from one platform to another or
migrate from proprietary systems to commodity hardware platforms; they endeavor to improve
Operational efficiency and optimal resource utilization.

Other important aspects are Management and Maintenance; ERP Applications are business critical
Applications and need to be up and running all the time. Ease of Maintenance and efficient management
with minimal staff and reduced budgets are pushing Infrastructure managers to balance uptime and ROI.

Server sprawl, old technologies that consume precious real estate space and power with increase in the
cooling requirement have pushed customer to look for innovative technologies that can address some of
these challenges.

Solution Overview

The Solution in the design guide demonstrates the deployment of Oracle JD Edwards on Cisco Unified
Computing System with EMC VNX5300 as the storage system. The Oracle JD Edwards solution
architecture is designed to run on multiple platforms and on multiple databases. In this deployment, the
Oracle JD Edwards Enterprise One (JDE E1) Release 9.0.2 was deployed on Microsoft Windows 2008
R2. The JDE E1 database was hosted on Microsoft SQL Server 2008 R2, and the JDE HTML server ran
on Oracle WebLogic Server Release 10.3.5.

The deployment and testing was conducted in a Cisco® test and development environment to measure
the performance of Oracle's JDE E1 Release 9.0.2 with Oracle's JDE E1 Day in the Life (DIL) test kit.
The JDE E1 DIL kit is a suite of 17 test scripts that exercises representative transactions of the most
popular JDE E1 applications, including SCM, SRM, HCM, CRM, and Financial Management. This
complex mix of applications simulate workloads to more closely reflect customer environments

The solution describes the following aspects of Oracle JD Edwards deployment on Cisco Unified
Computing System:

¢ Sizing and Design guidelines for Oracle JD Edwards using JDE E1 DIL kit for both interactive and
batch processes.

e Configuring Cisco UCS for Oracle JD Edwards
— Configuring Fabric Interconnect
— Configuring Cisco UCS Blades

e Configuring EMC VNX5300 storage system for Oracle JD Edwards
— Configuring the storage and creating LUNs

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g



I Solution Overview

Associating LUNs with the hosts

¢ Installing and configuring JDE El release 9.02 with Tool update 8.98.4.6

Provisioning the required server resource

Installing and Configuring JDE HTML Server, JDE Enterprise Server and Microsoft SQL
Server 2008R2 on Windows 2008R2

e Performance characterization of JD Edwards Day in the life Kit (DIL Kit)

Performance and Scaling analysis for JDE E1 interactive Apps
Performance Analysis of JDE batch processes (UBEs)

Performance and Scaling Analysis for interactive and UBEs executed concurrently on same
server

Split Configuration Scaling: Performance Analysis of interactive and UBEs executed on
separate server.

e Best Practices and Tuning Recommendations to deploy Oracle JD Edward son Cisco Unified
Computing System

Figure 1 elaborates on the components of JD Edwards using Cisco UCS Servers.

Figure 1

Deployment Overview of JD Edwards Using Cisco UCS Servers
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Technology Overview

Technology Overview

Cisco Unified Computing System

The Cisco Unified Computing System is a next-generation data center platform that unites compute,
network, and storage access. The platform, optimized for virtual environments, is designed using open
industry-standard technologies and aims to reduce total cost of ownership (TCO) and increase business
agility. The system integrates a low-latency; lossless 10 Gigabit Ethernet unified network fabric with
enterprise-class, x86-architecture servers. It is an integrated, scalable, multi chassis platform in which
all resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

Computing—The system is based on an entirely new class of computing system that incorporates
blade servers based on Intel Xeon 5500/5600 Series Processors. Selected Cisco UCS blade servers
offer the patented Cisco Extended Memory Technology to support applications with large datasets
and allow more virtual machines per server.

Network—The system is integrated onto a low-latency, lossless, 10-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization—The system unleashes the full potential of virtualization by enhancing the
scalability, performance, and operational control of virtual environments. Cisco security, policy
enforcement, and diagnostic features are now extended into virtualized environments to better
support changing business and IT requirements.

Storage access—The system provides consolidated access to both SAN storage and Network
Attached Storage (NAS) over the unified fabric. By unifying the storage access the Cisco Unified
Computing System can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet
(FCoE), and iSCSI. This provides customers with choice for storage access and investment
protection. In addition, the server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity, and management for increased
productivity.

Management—The system uniquely integrates all system components which enable the entire
solution to be managed as a single entity by the Cisco UCS Manager. The Cisco UCS Manager has
an intuitive graphical user interface (GUI), a command-line interface (CLI), and a robust application
programming interface (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership and increased business agility.
Increased IT staff productivity through just-in-time provisioning and mobility support.

A cohesive, integrated system which unifies the technology in the data center. The system is
managed, serviced and tested as a whole.

Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale I/O bandwidth to match demand.

Industry standards supported by a partner ecosystem of industry leaders.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g
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Cisco Unified Computing System is designed from the ground up to be programmable and self
integrating. A server's entire hardware stack, ranging from server firmware and settings to network
profiles, is configured through model-based management. With Cisco virtual interface cards, even the
number and type of I/O interfaces is programmed dynamically, making every server ready to power any
workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration,
associate a model's service profile with the hardware components, and the system configures
automatically to match the model. This automation speeds provisioning and workload migration with
accurate and rapid scalability. The result is increased IT staff productivity, improved compliance, and
reduced risk of failures due to inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers
and virtual machines. Virtual networks are now managed exactly as physical networks are, but with
massive scalability. This represents a radical simplification over traditional systems, reducing capital
and operating costs while increasing business agility, simplifying and speeding deployment, and
improving performance. Figure 2 shows the Cisco Unified Computing System components.

Figure 2 Cisco Unified Computing System Components
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Fabric Interconnect

The Cisco® UCS 6200 Series Fabric Interconnect is a core part of the Cisco Unified Computing System,
providing both network connectivity and management capabilities for the system. The Cisco UCS 6200
Series offers line-rate, low-latency, lossless 10 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE)
and Fibre Channel functions.
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The Cisco UCS 6200 Series provides the management and communication backbone for the Cisco UCS
B-Series Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all
blades, attached to the Cisco UCS 6200 Series Fabric Interconnects become part of a single, highly
available management domain. In addition, by supporting unified fabric, the Cisco UCS 6200 Series
provides both the LAN and SAN connectivity for all blades within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut-through architecture, supporting
deterministic, low-latency, line-rate 10 Gigabit Ethernet on all ports, 1Tb switching capacity, 160 Gbps
bandwidth per chassis, independent of packet size and enabled services. The product family supports
Cisco low-latency, lossless 10 Gigabit Ethernet unified network fabric capabilities, which increase the
reliability, efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports multiple
traffic classes over a lossless Ethernet fabric from a blade server through an interconnect. Significant
TCO savings come from an FCoE-optimized server design in which network interface cards (NICs), host
bus adapters (HBAs), cables, and switches can be consolidated. The Cisco Fabric Interconnect is shown
in Figure 3.

Figure 3 Cisco UCS 6200 Series Fabric Interconnect

The following are the different types of Cisco Fabric Interconnects:
e Cisco UCS 6296UP Fabric Interconnect
e Cisco UCS 6248UP Fabric Interconnect
e Cisco UCS U6120XP 20-Port Fabric Interconnect
e Cisco UCS U6140XP 40-Port Fabric Interconnect

Cisco UCS 6296UP Fabric Interconnect

The Cisco UCS 6296UP 96-Port Fabric Interconnect is a 2RU 10 Gigabit Ethernet, FCoE and native
Fibre Channel switch offering up to 1920-Gbps throughput and up to 96 ports. The switch has 48
1/10-Gbps fixed Ethernet, FCoE and Fiber Channel ports and three expansion slots. It doubles the
switching capacity of the data center fabric to improve workload density from 960Gbps to 1.92 Tbps,
reduces end-to-end latency by 40 percent to improve application performance and provides flexible
unified ports to improve infrastructure agility and transition to a fully converged fabric.

Cisco UCS 6248UP Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a one-rack-unit (1RU) 10 Gigabit Ethernet,
FCoE and Fiber Channel switch offering up to 960-Gbps throughput and up to 48 ports. The switch has
32 1/10-Gbps fixed Ethernet, FCoE and FC ports and one expansion slot.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g
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Cisco UCS 2100 and 2200 Series Fabric Extenders

The Cisco UCS 2100 and 2200 Series Fabric Extenders multiplex and forward all traffic from blade
servers in a chassis to a parent Cisco UCS fabric interconnect over from 10-Gbps unified fabric links.
All traffic, even traffic between blades on the same chassis or virtual machines on the same blade, is
forwarded to the parent interconnect, where network profiles are managed efficiently and effectively by
the fabric interconnect. At the core of the Cisco UCS fabric extender are application-specific integrated
circuit (ASIC) processors developed by Cisco that multiplex all traffic.

Up to two fabric extenders can be placed in a blade chassis.

e The Cisco UCS 2104XP Fabric Extender has eight I0GBASE-KR connections to the blade chassis
midplane, with one connection per fabric extender for each of the chassis' eight half slots. This
configuration gives each half-slot blade server access to each of two 10-Gbps unified fabric-based
networks through SFP+ sockets for both throughput and redundancy. It has four ports connecting
the fabric interconnect.

e The Cisco UCS 2208XP is first product in the Cisco UCS 2200 Series. It has eight 10 Gigabit
Ethernet, FCoE-capable, and Enhances Small Form-Factor Pluggable (SFP+) ports that connect the
blade chassis to the fabric interconnect. Each Cisco UCS 2208XP has thirty-two 10 Gigabit Ethernet
ports connected through the midplane to each half-width slot in the chassis. Typically configured in
pairs for redundancy, two fabric extenders provide up to 160 Gbps of I/O to the chassis.

Cisco UCS Blade Chassis

Cisco UCS Manager

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of the Cisco Unified
Computing System, delivering a scalable and flexible blade server chassis.

The Cisco UCS 5108 Blade Server Chassis is six rack units (6RU) high and can mount in an
industry-standard 19-inch rack. A single chassis can house up to eight half-width Cisco UCS B-Series
Blade Servers and can accommodate both half-width and full-width blade form factors.

Four single-phase, hot-swappable power supplies are accessible from the front of the chassis. These
power supplies are 92 percent efficient and can be configured to support non-redundant, N+ 1 redundant
and grid-redundant configurations. The rear of the chassis contains eight hot-swappable fans, four power
connectors (one per power supply), and two I/O bays for Cisco UCS 2104XP Fabric Extenders.

A passive mid-plane provides up to 20 Gbps of I/O bandwidth per server slot and up to 40 Gbps of I/O
bandwidth for two slots. The chassis is capable of supporting future 40 Gigabit Ethernet standards. The
Cisco UCS Blade Server Chassis is shown in Figure 4.

Figure 4 Cisco Blade Server Chassis (Front and Back View)

Cisco Unified Computing System (CISCO UCS) Manager provides unified, embedded management of
all software and hardware components of the Cisco UCS through an intuitive GUI, a command line
interface (CLI), or an XML API. The Cisco UCS Manager provides unified management domain with
centralized management capabilities and controls multiple chassis and thousands of virtual machines.
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Cisco UCS Blade Server Types

The following are the different types of Cisco Blade Servers:
e (Cisco UCS B200M3 Servers
e Cisco UCS B200 M2 Servers
e Cisco UCS B250 M2 Extended Memory Blade Servers
e (Cisco UCS B230 M2 Blade Servers
e Cisco UCS B440 M2 High-Performance Blade Servers

Cisco UCS B200 M3 Server

Delivering performance, versatility and density without compromise, the Cisco UCS B200 M3 Blade
Server addresses the broadest set of workloads, from IT and Web Infrastructure through distributed
database.

Building on the success of the Cisco UCS B200 M2 Blade Servers, the enterprise-class Cisco UCS B200
M3 further extends the capabilities of the Cisco Unified Computing System portfolio in a half-blade
form factor. The Cisco UCS B200 M3 Server harnesses the power of the Intel® Xeon® E5-2600
processor product family, up to 384 GB of RAM, two hard drives, and up to 8 x 10GE to deliver
exceptional levels of performance, memory expandability, and I/O throughput for nearly all applications.
The Cisco UCS B200M3 Server is shown in Figure 5.

Figure 5 Cisco UCS B200 M3 Blade Server

Cisco UCS B200 M2 Server

The Cisco UCS B200 M2 Blade Server is a half-width, two-socket blade server. The system uses two
Intel Xeon 5600 Series Processors, up to 96 GB of DDR3 memory, two optional hot-swappable small
form factor (SFF) serial attached SCSI (SAS) disk drives, and a single mezzanine connector for up to 20
Gbps of I/0 throughput. The server balances simplicity, performance, and density for production-level
virtualization and other mainstream data center workloads. The Cisco UCS B200 M2 Server is shown in
the Figure 6.

Figure 6 Cisco UCS B200 M2 Blade Server

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g
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Cisco UCS B250 M2 Extended Memory Blade Server

The Cisco UCS B250 M2 Extended Memory Blade Server is a full-width, two-socket blade server
featuring Cisco Extended Memory Technology. The system supports two Intel Xeon 5600 Series
Processors, up to 384 GB of DDR3 memory, two optional SFF SAS disk drives, and two mezzanine
connections for up to 40 Gbps of I/O throughput. The server increases performance and capacity for
demanding virtualization and large-data-set workloads with greater memory capacity and throughput.
The Cisco UCS Extended Memory Blade Server is shown in Figure 7.

Figure 7 Cisco UCS B250 M2 Extended Memory Blade Server

Cisco UCS B230 M2 Blade Servers

The Cisco UCS B230 M2 Blade Server is a full-slot, 2-socket blade server offering the performance and
reliability of the Intel Xeon processor E7-2800 product family and up to 32 DIMM slots, which support
up to 512 GB of memory. The Cisco UCS B230 M2 supports two SSD drives and one CNA mezzanine
slot for up to 20 Gbps of I/O throughput. The Cisco UCS B230 M2 Blade Server platform delivers
outstanding performance, memory, and I/O capacity to meet the diverse needs of virtualized
environments with advanced reliability and exceptional scalability for the most demanding applications.

Cisco UCS B440 M2 High-Performance Blade Servers

The Cisco UCS B440 M2 High-Performance Blade Server is a full-slot, 2-socket blade server offering
the performance and reliability of the Intel Xeon processor E7-4800 product family and up to 512 GB
of memory. The Cisco UCS B440 M2 supports four SFF SAS/SSD drives and two CNA mezzanine slots
for up to 40 Gbps of I/O throughput. The Cisco UCS B440 M2 blade server extends Cisco UCS by
offering increased levels of performance, scalability, and reliability for mission-critical workloads.

Cisco UCS Service Profiles

Programmatically Deploying Server Resources

Cisco UCS Manager provides centralized management capabilities, creates a unified management
domain, and serves as the central nervous system of the Cisco Unified Computing System. Cisco UCS
Manager is embedded device management software that manages the system from end-to-end as a single
logical entity through an intuitive GUI, CLI, or XML API. Cisco UCS Manager implements role- and
policy-based management using service profiles and templates. This construct improves IT productivity
and business agility. Now infrastructure can be provisioned in minutes instead of days, shifting IT's focus
from maintenance to strategic initiatives.

r Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage



Technology Overview

Dynamic Provisioning with Service Profiles

Cisco UCS resources are abstract in the sense that their identity, I/O configuration, MAC addresses and
WWNs, firmware versions, BIOS boot order, and network attributes (including QoS settings, ACLs, pin
groups, and threshold policies) all are programmable using a just-in-time deployment model. The
manager stores this identity, connectivity, and configuration information in service profiles that reside
on the Cisco UCS 6200 Series Fabric Interconnect. A service profile can be applied to any blade server
to provision it with the characteristics required to support a specific software stack. A service profile
allows server and network definitions to move within the management domain, enabling flexibility in
the use of system resources. Service profile templates allow different classes of resources to be defined
and applied to a number of resources, each with its own unique identities assigned from predetermined
pools.

Service Profiles and Templates

A service profile contains configuration information about the server hardware, interfaces, fabric
connectivity, and server and network identity. The Cisco UCS Manager provisions servers utilizing
service profiles. The Cisco UCS Manager implements a role-based and policy-based management
focused on service profiles and templates. A service profile can be applied to any blade server to
provision it with the characteristics required to support a specific software stack. A service profile allows
server and network definitions to move within the management domain, enabling flexibility in the use
of system resources.

Service profile templates are stored in the Cisco UCS 6200 Series Fabric Interconnects for reuse by
server, network, and storage administrators. Service profile templates consist of server requirements and
the associated LAN and SAN connectivity. Service profile templates allow different classes of resources
to be defined and applied to a number of resources, each with its own unique identities assigned from
predetermined pools.

The Cisco UCS Manager can deploy the service profile on any physical server at any time. When a
service profile is deployed to a server, the Cisco UCS Manager automatically configures the server,
adapters, Fabric Extenders, and Fabric Interconnects to match the configuration specified in the service
profile. A service profile template parameterizes the UIDs that differentiate between server instances.

This automation of device configuration reduces the number of manual steps required to configure
servers, Network Interface Cards (NICs), Host Bus Adapters (HBAs), and LAN and SAN switches.
Figure 8 shows the Service profile which contains abstracted server state information, creating an
environment to store unique information about a server.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g
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Figure 8 Service Profiles
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Cisco Nexus 5548UP Switch

The Cisco Nexus 5548UP is a IRU 1 Gigabit and 10 Gigabit Ethernet switch offering up to 960 gigabits
per second throughput and scaling up to 48 ports. It offers 32 1/10 Gigabit Ethernet fixed enhanced Small
Form-Factor Pluggable (SFP+) Ethernet/FCoE or 1/2/4/8-Gbps native FC unified ports and three
expansion slots. These slots have a combination of Ethernet/FCoE and native FC ports. The Cisco Nexus
5548UP switch is shown in Figure 9.

Figure 9 Cisco Nexus 5548UP Switch

1/0 Adapters

The Cisco UCS blade server has various Converged Network Adapters (CNA) options. The Cisco UCS
MS81KR Virtual Interface Card (VIC) option is used in this Cisco Validated Design.

This Cisco UCS M81KR VIC called as Palo Card is unique to the Cisco UCS blade system. This
mezzanine card adapter is designed around a custom ASIC that is specifically intended for
VMware-based virtualized systems. It uses custom drivers for the virtualized HBA and 10-GE network
interface card. As is the case with the other Cisco CNAs, the Cisco UCS M81KR VIC encapsulates fiber
channel traffic within the 10-GE packets for delivery to the Fabric Extender and the Fabric Interconnect.
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The Cisco UCS M81KR VIC provides the capability to create multiple VNICs (up to 128 in version 1.4)
on the CNA. This allows complete I/O configurations to be provisioned in virtualized or non-virtualized
environments using just-in-time provisioning, providing tremendous system flexibility and allowing
consolidation of multiple physical adapters.

System security and manageability is improved by providing visibility and portability of network
policies and security all the way to the virtual machines. Additional M81KR features like VN-Link

technology and pass-through switching, minimize implementation overhead and complexity. The Cisco
UCS M81KR VIC is as shown in Figure 10.

Figure 10 Cisco UCS M81KR Virtual Interface Card
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Cisco UCS Virtual Interface Card 1240

The Cisco UCS Virtual Interface Card (VIC) 1240 is a 4-port 10 Gigabit Ethernet, Fibre Channel over
Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed exclusively for the M3
generation of Cisco UCS B-Series Blade Servers. When used in combination with an optional Port
Expander, the Cisco UCS VIC 1240 capabilities can be expanded to eight ports of 10 Gigabit Ethernet.
The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240
supports Cisco Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the
Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization deployment.

Cisco UCS Virtual Interface Card 1280

The Cisco UCS Virtual Interface Card (VIC) 1280 is an eight-port 10 Gigabit Ethernet, Fibre Channel
over Ethernet (FCoE)-capable mezzanine card designed exclusively for Cisco UCS B-Series Blade
Servers. The card enables a policy-based, stateless, agile server infrastructure that can present up to 256
PClIe standards-compliant interfaces to the host that can be dynamically configured as either network
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interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1280 supports Cisco
Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS Fabric
Interconnect ports to virtual machines, simplifying server virtualization deployment.

EMC VNX Storage Family

The EMC VNX family of storage systems represents EMC's next generation of unified storage,
optimized for virtual environments, while offering a cost effective choice for deploying mission-critical
enterprise applications such as Oracle JD EDwards. The massive virtualization and consolidation trends
with servers demand a new storage technology that is dynamic and scalable. The EMC VNX series meets
these requirements and offers several software and hardware features for optimally deploying enterprise
applications such. The EMC VNX family is shown in Figure 11.

Figure 11 The EMC VNX Family of Unified Storage Platforms

EMC
Unisphere VNX
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A key distinction of the VNX Series is support for both block and file-based external storage access over
a variety of access protocols, including Fibre Channel (FC), iSCSI, FCoE, NFS, and CIFS network
shared file access. Furthermore, data stored in one of these systems, whether accessed as block or
file-based storage objects, is managed uniformly via Unisphere®, a web-based interface window.
Additional information on Unisphere can be found on emc.com in the white paper titled: Introducing
EMC Unisphere: A Common Midrange Element Manager.

EMC VNX Storage Platforms

The EMC VNX Series continues the EMC tradition of providing some of the highest data reliability and
availability in the industry. Apart from this they also include in their design a boost in performance and
bandwidth to address the sustained data access bandwidth rates. The new system design has also placed
heavy emphasis on storage efficiencies and density, as well as crucial green storage factors, such as a
smaller data center footprint, lower power consumption, and improvements in power reporting.

The VNX has many features that help improve availability. Data protection is heightened by the lack of
any single point of failure from the network to the actual disk drive in which the data is stored. The data
resides on the VNX for block storage system, which delivers data availability, protection, and
performance. The VNX uses RAID technology to protect the data at the drive level. All data paths to and
from the network are redundant.
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The basic design principle for the VNX Series storage platform includes the VNX for file front end and
the VNX for block hardware for the storage processors on the back end. The control flow is handled by
the storage processors in block-only systems and the control station in the file-enabled systems. The
VNX OE for block software has been designed to ensure the I/0 is well balanced between the two SPs.
At the time of provisioning, the odd number LUNs are owned by one SP and even number LUNs are
owned by the other. This results in LUNs being evenly distributed between the two SPs. If a failover
occurs, LUNs would trespass over to the alternate path/SP. EMC PowerPath® restores the "default":
path once the error condition is recovered. This brings the LUNs again in a balanced state between the
SPs. For more information on VNX Series, see:
http://www.emc.com/collateral/hardware/data-sheets/h8520-vnx-family-ds.pdf.

Key efficiency features available with the VNX Series include FAST Cache and FAST VP.

FAST Cache Technology

FAST Cache is a storage performance optimization feature that provides immediate access to frequently
accessed data. In traditional storage arrays, the DRAM caches are too small to maintain the hot data for
a long period of time. Very few storage arrays give an option to non-disruptively expand DRAM cache,
even if they support DRAM cache expansion. FAST Cache extends the available cache to customers by
up to 2 TB using enterprise Flash drives. FAST Cache tracks the data temperature at 64 KB granularity
and copies hot data to the Flash drives once its temperature reaches a certain threshold. After a data
chunk gets copied to FAST Cache, the subsequent accesses to that chunk of data will be served at Flash
latencies. Eventually, when the data temperature cools down, the data chunks get evicted from FAST
Cache and will be replaced by newer hot data. FAST Cache uses a simple Least Recently Used (LRU)
mechanism to evict the data chunks.

FAST Cache is built on the premise that the overall applications' latencies can improve when most
frequently accessed data is maintained on a relatively smaller sized, but faster storage medium, like
Flash drives. FAST Cache identifies the most frequently accessed data which is temporary and copies it
to the flash drives automatically and non-disruptively. The data movement is completely transparent to
applications, thereby making this technology application-agnostic and management-free. For example,
FAST Cache can be enabled or disabled on any storage pool simply by selecting/clearing the “FAST
Cache” storage pool property in advanced settings.

FAST Cache can be selectively enabled on a few or all storage pools within a storage array, depending
on application performance requirements and SLAs.

There are several distinctions to EMC FAST Cache:

e It can be configured in read/write mode, which allows the data to be maintained on a faster medium
for longer periods, irrespective of application read-to-write mix and data re-write rate.

e FAST Cache is created on a persistent medium like Flash drives, which can be accessed by both the
storage processors. In the event of a storage processor failure, the surviving storage processor can
simply reload the cache rather than repopulating it from scratch. This can be done by observing the
data access patterns again, which is a differentiator.

e Enabling FAST Cache is completely non-disruptive. It is as simple as selecting the Flash drives that
are part of FAST Cache and does not require any array disruption or downtime.

e Since FAST Cache is created on external Flash drives, adding FAST Cache will not consume any
extra PCI-E slots inside the storage processor.
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FAST VP

Figure 12 EMC FAST Cache

FAST Cache Disk Drives

Additional information on EMC Fast Cache is documented in the white paper titled EMC FAST
Cache—A Detailed Review which is available at:

http://www.emc.com/collateral/software/white-papers/h8046-clariion-celerra-unified-fast-cache-wp.pd
f.

VNX FAST VP is a policy-based auto-tiering solution for enterprise applications. FAST VP operates at
a granularity of 1 GB, referred to as a “slice.” The goal of FAST VP is to efficiently utilize storage tiers
to lower customers' TCO by tiering colder slices of data to high-capacity drives, such as NL-SAS, and
to increase performance by keeping hotter slices of data on performance drives, such as Flash drives.
This occurs automatically and transparently to the host environment. High locality of data is important
to realize the benefits of FAST VP. When FAST VP relocates data, it will move the entire slice to the
new storage tier. To successfully identify and move the correct slices, FAST VP automatically collects
and analyzes statistics prior to relocating data. Customers can initiate the relocation of slices manually
or automatically by using a configurable, automated scheduler that can be accessed from the Unisphere
management tool. The multi-tiered storage pool allows FAST VP to fully utilize all the storage tiers:
Flash, SAS, and NL-SAS. The creation of a storage pool allows for the aggregation of multiple RAID
groups, using different storage tiers, into one object. The LUNSs created out of the storage pool can be
either thickly or thinly provisioned. These “pool LUNs” are no longer bound to a single storage tier.
Instead, they can be spread across different storage tiers within the same storage pool. If you create a
storage pool with one tier (Flash, SAS, or NL-SAS), then FAST VP has no impact on the performance
of the system. To operate FAST VP, you need at least two tiers.

Additional information on EMC FAST VP for Unified Storage is documented in the white paper titled
EMC FAST VP for Unified Storage System - A Detailed Review, see:
http://www.emc.com/collateral/software/white-papers/h8058-fast-vp-unified-storage-wp.pdf.
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FAST Cache and FAST VP are offered in a FAST Suite package as part of the VNX Total Efficiency
Pack. This pack includes the FAST Suite which automatically optimizes for the highest system
performance and lowest storage cost simultaneously. In addition, this pack includes the Security and
Compliance Suite which keeps data safe from changes, deletions, and malicious activity. For additional
information on this Total Efficiency Pack as well as other offerings such as the Total Protection Pack,
see: http://www.emc.com/collateral/software/data-sheet/h8§509-vnx-software-suites-ds.pdf.

EMC PowerPath is host-based software that provides automated data path management and
load-balancing capabilities for heterogeneous server, network, and storage deployed in physical and
virtual environments. A critical IT challenge is being able to provide predictable, consistent application
availability and performance across a diverse collection of platforms. PowerPath is designed to address
those challenges, helping IT meet service-level agreements and scale-out mission-critical applications.

This software supports up to 32 paths from multiple HBAs (iSCSI TCI/IP Offload Engines [TOEs] or
FCoE CNAs) to multiple storage ports when the multipathing license is applied. Without the
multipathing license, PowerPath will use only a single port of one adapter (PowerPath SE). In this mode,
the single active port can be zoned to a maximum of two storage ports. This configuration provides
storage port failover only, not host-based load balancing or host-based failover. It is supported, but not
recommended, if the customer wants true I/O load balancing at the host and also HBA failover.

PowerPath balances the I/O load on a host-by-host basis. It maintains statistics on all I/O for all paths.
For each I/0 request, PowerPath intelligently chooses the most under utilized path available. The
available under utilized path is chosen based on statistics and heuristics, and the load-balancing and
failover policy in effect.

In addition to the load balancing capability, PowerPath also automates path failover and recovery for
high availability. If a path fails, I/O is redirected to another viable path within the path set. This
redirection is transparent to the application, which is not aware of the error on the initial path. This
avoids sending I/O errors to the application. Important features of PowerPath include standardized path
management, optimized load balancing, and automated I/O path failover and recovery.

For more information on Powerpath, see:
http://www.emc.com/collateral/software/data-sheet/1751-powerpath-ve-multipathing-ds.pdf.

Oracle JD Edwards

Oracle's JD Edwards is the ERP solution of choice for many small and medium-sized businesses
(SMBs). JDE E1 offers an attractive combination of a large number of easy-to-deploy and easy-to-use
ERP applications across multiple industries. These applications include Supply Chain Management
(SCM), Human Capital Management (HCM), Supplier Relationship Management (SRM), Financials,
and Customer Relationship Management (CRM). The various components of JD Edwards are elaborated
in Figure 13.
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Figure 13 JD Edwards Components
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HTML Server

HTML Server is the interface of the JDE to the outside world. It allows the JDE ERP Users to connect
to their Applications using their Browsers via the Web server. It is one of the Tiers of the standard
three-tier JDE Architecture. HTML Server is just not an interface, it has logic and runs Web Services
which processes some of the data and only the result set is sent through the WAN to the end users.

Enterprise Server

Enterprise Server hosts the JDE Applications that execute all the basic functions of the JDE ERP
systems, like running the Transaction processing service, Batch Services, data replication, security and
all the time stamp and distributed processing happens at this layer. Multiple enterprise server can be
added for scalability, especially when we need to apply Electronic Software Updates (ESU's) to one
server while the other is online.

Database Server

Database Server in a JDE environment is used to host the data. It simply is a data repository and is used
to process JDE logic. The JDE Database server can run many supported databases like Oracle , SQL
Server, DB2 or Access. Since this server does not run any Applications as mentioned the only licensing
that is required for this server is the database license, hence the server should be sized correctly. If this
server has excess capacity the UBE's can be run on this server to improve their performance.
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Deployment Server

Server Manager

Batch Server

Deployment server essentially is a centralized software (C Code) repository for deploying software
packages to all the servers and workstations that are part of the Cisco JDE solution. Although the
Deployment server is not a business critical server, it is very important to note that it is a critical piece
of the JDE Architecture, without which the Installation, upgrade, development or modification of
packages (codes) or reports would become impossible.

The Server Manager is a key JDE software component that helps customers deploy latest JDE tools
software onto various JDE Servers that are registered with the server manager. The server manager is
web based and enables life cycle management of JDE products like the Enterprise server and HTML
server via a web based console. It has built in abilities for configuration management and it maintains
an audit history of changes made to the components and configuration of various JDE Server software.

Batch processes (UBE's) are background processes requiring no operator intervention or interactivity.
One of most important batch process in JDE is MRP Process. Batch Process can be scheduled using a
Process Scheduler which runs in the Batch Server. JDE customers running a high volume of reports often
split the load on their Enterprise server such that they have one or more Batch servers which handle the
high volume reporting (UBE) loads, thereby freeing up their enterprise server to handle interactive user
loads more efficiently. This leads to better interactive application and UBE performance due to the
expanded scaling afforded by the additional hardware.

Design Considerations for Oracle JD Edwards Implementation on Cisco Unified
Computing System

The design document provides best practices for designing JD Edwards environments, demonstrates
several advantages to organizations choosing the Cisco UCS platform and are applicable for organization
of all sizes. There are several options which need to be considered vis-a-vis JD Edwards HTML Server,
JDE E1 application server for interactive and batch (UBE) processes and most importantly the scalability
and ease of deployment and maintenance of Hardware installed for JD Edwards deployment.

Scalable Architecture Using Cisco UCS Servers

An obvious immediate benefit with Cisco is a single trusted vendor providing all the components needed
for a JD Edwards deployment with the ability to provide scalable platform, dynamic provisioning,
failover with minimal downtimes and reliability.

Some of the capabilities offered by Cisco United Computing System which complement the scalable
architecture include the following:

e Dynamic provisioning and service profiles: Cisco UCS Manager supports service profiles, which
contain abstracted server states, creating a stateless environment. It implements role-based and
policy-based management focused on service profiles and templates. These mechanisms fully
provision one or many servers and their network connectivity in minutes, rather than hours or days.
This can be very valuable in JD Edwards environments, where new servers may need to be
provisioned on short notice, or even whole new farm for specific development activities.
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e Cisco Unified Fabric and Fabric Interconnects: The Cisco Unified Fabric leads to a dramatic
reduction in network adapters, blade-server switches, and cabling by passing all network and storage
traffic over one cable to the parent Fabric Interconnects, where it can be processed and managed
centrally. This improves performance and reduces the number of devices that need to be powered,
cooled, secured, and managed. The 6200 series offer key features and benefits, including:

- High performance Unified Fabric with line-rate, low-latency, lossless 10 Gigabit Ethernet, and
Fibre Channel over Ethernet (FCoE).

— Centralized unified management with Cisco UCS Manager Software.
— Virtual machine optimized services with the support for VN-Link technologies.

To accurately design JD Edwards on any hardware configuration, we need to understand the
characteristics of each tier in JDE deployment vis-a-vis CPU, memory and I/O operations. For instance
JDE Enterprise Server for Interactive is both CPU and memory intensive but is low on disk utilization
whereas the database server is more memory and disk intensive rather than CPU utilization. Some of the
important characteristics to design JD Edwards on Cisco UCS Server are elaborated Table 1.
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Table 1 JD Edwards Design Considerations
Server Type CPU Memory Disk 1/0 Comment
JDE HTML Server |High High Low Multiple JVMs run

across single HTML
Server and due to
high GC activity
each JVM require
intensive CPU
processing cycles.
Hence we need to
choose a server
which is high on
CPU cores & clock
frequency and has
high physical
memory, even
though it has less
number of local
Disks attached to the
server. If we are
attaching SAN to
server then a RAID
Pool with low disk
giving lesser IOPs is
good enough for the
same.

This is also a reason
we chose Cisco UCS
B200 M2 server
which is equipped
with a maximum of
192 GB memory
operating at 1333
MHz and two Intel
5690 processing
operating at 3.46
GHz.
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JDE Enterprise
Server for
Interactive apps

High

High

Low

JDE Enterprise
Server forinteractive
is again CPU and
memory intensive
and requires very
less IOPs
throughout.

We chose Cisco
UCS B200 M2 server
which is equipped
with a maximum of
192 GB memory
operating at 1333
MHz and two Intel
5690 processing
operating at 3.46
GHz.

Note: 192 GB
configuration is only
required for scaling
to 7500 users and
above.

JDE Enterprise
Server for Batch

High

Low

Low

JDE Enterprise
server for batch is
CPU intensive but is
low on memory and
Disk utilization. We
can always choose a
server like Cisco
UCS B200 M2 with
low memory
configurations.
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Database Server |Medium High High Database Server
has high memory
and Disk utilization
even though it does
not have a very high
CPU intensive
behavior.

Cisco UCS B250 M2
with extended
memory up to 384
GB , operating at
1333 MHz, equipped
with two Intel x5680
processor and has
two I/O adaptors
card is a good choice
for JDE Database

Server
Deployment Low Low Low Deployment Server
Server and Server is utilized to build
Manager and deploy

packages for JDE
deployment. Server
Manager is used for
Monitoring JDE run
time for example
monitoring Daemon
process.

Cisco UCS B200 M2
with two Intel x5620
(4 core) processors
and just 24 GB of
physical memory
was deployed.

The utilization of this
server is maximized
by deploying both
Server Manager and
Deployment Server
on a single physical
server.

Boot from SAN

Boot from SAN is a critical feature which helps to achieve stateless computing in which there is no static
binding between a physical server and the OS / applications hosted on that server. The OS is installed on
a SAN LUN and is booted using the service profile. When the service profile is moved to another server,
the server policy and the PWWN of the HBAs will also move along with the service profile. The new
server takes the identity of the old server and looks identical to the old server.

The following are the benefits of boot from SAN:
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e Reduce Server Footprint - Boot from SAN eliminates the need for each server to have its own
direct-attached disk (internal disk) which is a potential point of failure. The following are the
advantages of diskless servers:

- Require less physical space

- Require less power

— Require fewer hardware components
— Less expensive

¢ Disaster Recovery- Boot information and production data stored on a local SAN can be replicated
to another SAN at a remote disaster recovery site. When server functionality at the primary site goes
down in the event of a disaster, the remote site can take over with a minimal downtime.

e Recovery from server failures- Recovery from server failures is simplified in a SAN environment.
Data can be quickly recovered with the help of server snapshots, and mirrors of a failed server in a
SAN environment. This greatly reduces the time required for server recovery.

e High Availability- A typical data center is highly redundant in nature with redundant paths,
redundant disks and redundant storage controllers. The operating system images are stored on SAN
disks which eliminates potential problems caused due to mechanical failure of a local disk.

e Rapid Redeployment- Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers
for rapid deployment. Such servers may only need to be in production for hours or days and can be
readily removed when the production need has been met. Highly efficient deployment of boot
images makes temporary server usage highly cost effective.

e C(Centralized Image Management: When operating system images are stored on SAN disks, all
upgrades and fixes can be managed at a centralized location. Servers can readily access changes
made to disks in a storage array.

With boot from SAN, the server image resides on the SAN and the server communicates with the SAN
through a Host Bus Adapter (HBA). The HBA BIOS contain instructions that enable the server to find
the boot disk. After Power OnSelf Test (POST), the server hardware component fetches the designated
boot device in the hardware BOIS settings. Once the hardware detects the boot device, it follows the
regular boot process.

EMC VNX5300—Block Storage for Oracle JD Edwards

Oracle JD Edwards data is traditionally stored in any of the supported RDBMS such as SQL Server using
block storage. In our current implementation, the EMC VNX5300 storage system is used for block
storage. The EMC VNX5300's capability of block access is leveraged in this solution,

The VNX 5300 configured for this JD Edwards workload utilizes a DPE with 15 x 3.5" drive form factor.
It includes four onboard 8 Gb/s Fibre Channel ports and two 6 Gb/s SAS ports for back-end connectivity
on each storage processor. Each SP in the enclosure has a power supply module and two UltraFlex I/O
module slots, Both I/O module slots may be populated on this model. Any slots without I/O modules will
be populated with blanks (to ensure proper airflow). The front of the DPE houses the first tray of drives.
The VNX 5300 configured for this JDE workload is configured with a mix of SAS drives, SSDs and
NL-SAS drives, with LUNs carved out using heterogeneous storage pools leveraging FAST VP to ensure
meeting both the storage capacity as well as the performance demands required. FAST Cache is enabled
to ensure faster response times for both read and write operations. The storage connectivity provided to
the Cisco UCS environment is comprised of Fibre Channel connectivity from the on-board 8 Gb FC
connections on each Storage Processor.
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Sizing Guidelines for Oracle JD Edwards

Sizing ERP deployments is a complicated process, and getting it right depends a lot on the inputs
provided by customers on how they intend to use the ERP system and what their priorities are in terms
of end user as well as corporate expectations.

Some of the common questions related to ERP sizing such as the number of concurrent interactive users
using the system, total number of ERP end users, the kind of applications that the end users will access
as well as number of reports and type of reports generated during peak activity can help size the system
for optimal performance. Analyzing the demand characteristics during different time periods in the fiscal
year that the JDE system is expected to handle is necessary to do a proper sizing.

The JDE Edwards configuration used in the present deployment was geared to handle a very high
workload of end users running heavy SRM interactive applications as well as a high number of batch
processes. A physical three-tier solution with the Enterprise, HTML Web and Database all residing of
different physical machines was used to provide an optimal solution in terms of end user response times
as well as optimal batch throughput.

The following sections briefly describe the sizing aspects of each tier of the three tier JD Edwards
deployment architecture.

JDE HTML Server

The JDE HTML server serves end user interactive application requests from JDE users. The JDE HTML
server loads the application forms and requests services from the JDE Enterprise server for application
processing based on form input. Some very lightweight application logic also runs on the JDE HTML
Server. .Client requests do result in significant load on the JDE HTML servers since the JDE HTML
servers make and manage database as well as network connections. The JDE HTML server's utilization
of CPU and memory depends heavily on the number of interactive users using the server. Disk utilization
is not a major factor in the sizing of the JDE HTML Server.

Typically, on the Windows Server, the number of interactive users per JVM should be capped to around
250 interactive users for optimal performance.

JDE Enterprise Server

The JDE Enterprise Server acts as the central point for serving requests for application logic. The JDE
EnterpriseOne clients make requests for application processing and depending upon the JDE
environment used as well as user preferences, the input data is then processed and returned back to the
client. The Call Object kernels running on the JDE Enterprise server are delegated the responsibility of
processing end user application processing requests and the Security kernel handles the responsibility of
ensuring authentication of the end users .The application processing is CPU intensive and the CPU
frequency and number of cores available to the Enterprise server plays a large part affecting the
performance and throughput of the system. As the number of interactive users requests grow, the
memory requirements of the JDE Enterprise server also increases. This is also true for the batch (UBE)
reports that the JDE Enterprise server processes.

The typical sizing recommendation for number of users per call object kernel on Windows Server would
be between 8 - 12 users/call object kernels and about 1 security kernel for every 50 interactive users.
The in memory cache usage of call object kernels increase with user load so it is typical for the memory
usage of individual call objects to increase with increase in user loads, as and when more users are
serviced by them.
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JDE Database Server

The JDE Database Server services the data requests made by both the JDE Enterprise and JDE HTML
Servers. The JDE Database Server sizing depends on the type of reports being processed as well as the
interactive user loads. Some JDE reports can be very Disk I/O intensive and depending on the kind of
reports being processed, careful consideration needs to be given to disk layout. If the SQL Server
database has ample memory available to it and the memory is utilized to cache SQL Server data it can
benefit application performance by reducing disk I/O operations. The JDE Database server typically
benefits from having faster disk and high memory allocation. The suggested minimum server
configuration, to deploy Oracle JD Edwards on Cisco UCS with Microsoft Windows and SQL Server
2008 R2 is detailed in Table 2.

Table 2 Oracle JD Edwards on Cisco Unified Computing
System—Suggested Minimum Server Configuration
Suggested Minimum Configuration
Workload Type Component Blade
CPU Type Memory
Type
Deployment Server B200 M2 Dual Socket X5620 12GB
Small HTML Server B200 M2 Dual Socket X5650 24 GB
(less than 500 JDE Enterprise for Interactive and B200 M2 Dual Socket X5650 48 GB
users) Batch

Database Server B250 M2 Dual Socket X5650 48 GB
Deployment Server B200 M2 Dual Socket X5620 12GB
HTML Server B200 M2 Dual Socket X5650 48 GB

Medium
JDE Enterprise for Interactive B200 M2 Dual Socket X5650 48 GB

(500 to 1500 users)

JDE Enterprise for Batch B200 M2 Dual Socket X5650 48 GB
Database Server B250 M2 Dual Socket X5650 96 GB
Deployment Server B200 M2 Dual Socket X5620 12 GB
HTML Server 1 B200 M2 Dual Socket X5650 48 GB
HTML Server 2 B200 M2 Dual Socket X5650 48 GB
Large JDE Enterprise for Interactive 1 B200 M2 Dual Socket X5650 48 GB
(more than 1500 JDE Enterprise for Interactive 2 B200 M2 Dual Socket X5650 48 GB
users) JDE Enterprise for Batch 1 B200 M2 | Dual Socket X5650 48 GB
JDE Enterprise for Batch 2 B200 M2 Dual Socket X5650 48 GB
Database Server 1 B250 M2 Dual Socket X5650 96 GB
Database Server 2 B250 M2 Dual Socket X5650 96 GB

A typical Cisco UCS server configuration in ideal lab conditions for small, medium and large servers, is
elaborated in Figure 14. The configuration may vary depending on customer workload and technology
landscape.
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Figure 14 JD Edwards on Cisco Unified Computing System—Sizing Chart
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Oracle JD Edwards Deployment Architecture on Cisco Unified
Computing System

The deployment architecture of Oracle JD Edwards on Cisco UCS is elaborated in Figure 15.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g



W Oracle JD Edwards Deployment Architecture on Cisco Unified Computing System

Figure 15 Deployment Architecture of JD Edwards on Cisco Unified Computing System
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The configuration presented in this document is based on the following main components (Table 3).

r Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage



Oracle JD Edwards Deployment Architecture on Cisco Unified Computing System ||

Table 3 Configuration Components

Cisco UCS B200 M2 Blade Server equipped with two Intel Xeon X5690 3.46-
GHz processors and 96 GB of physical memory. To scale beyond 5000 JDE
interactive users , B200M2 was configured with 192 GB physical memory
(12X16GB)

Oracle WebLogic 10.3.5 on Microsoft Windows 2008 R2 Enterprise Edition

JDE HTML Server

Cisco UCS B200 M2 Blade Server equipped with two Intel Xeon X5690 3.46-
GHz processors and 96 GB of physical memory. To scale beyond 5000 JDE
interactive users , B200M2 was configured with 192 GB physical memory
(12X16GB)

JDE E1 Release 9.0, Update 2, with Tools Release 8.98.4.6, deployed on
Microsoft Windows 2008 R2 Enterprise Edition

JDE E1
Enterprise Server
(interactive apps)

Cisco UCS B200 M2 Blade Server equipped with two Intel Xeon X5690 3.46-
GHz processors and 96 GB of physical memory.

JDE E1 Release 9.0, Update 2, with Tools Release 8.98.4.6, deployed on
Microsoft Windows 2008 R2 Enterprise Edition

JDE E1
Enterprise Server
(batch / UBEs)

Cisco UCS B250 M2 Blade Servers equipped with two 6-core Intel Xeon X5680

JDE Datab
alabase 3.33-GHz processors and configured with 384 GB of physical memory

S

erver Microsoft SQL Server 2008 R2 Enterprise Edition
Deployment Cisco UCS B200 M2 Blade Server equipped with two 4-core Intel Xeon X5620
Server and 2.4-GHz processors and configured with 24 GB of physical memory

Server Manager

Storage EMC VNX5300

Operating Microsoft Windows 2008 R2 Enterprise Edition
System (64- bit)

. LoadRunner 9.5 on Microsoft Windows 2003 Server
Test Client

The Disk layout carved on EMC VNX5300 JD Edwards deployment on Cisco Unified Computing
Systems elaborated in Figure 16.
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Figure 16 JD Edwards Disk Layout on EMC VNX5300
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Infrastructure Setup

This section elaborates on the infrastructure setup details used to deploy Oracle JD Edwards on Cisco
Unified Computing System with EMC VNX5300. The high-level workflow to configure the system is
elaborated in Figure 17.
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Figure 17 Workflow
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Cisco Unified Computing System Configuration

This section details the Cisco UCS configuration that is done as part of the infrastructure build for
deployment of Oracle JD Edwards. The racking, power and installation of the chassis are described in
the install guide: http://www.cisco.com/en/US/docs/unified_computing/Cisco
UCS/hw/chassis/install/Cisco UCS5108_install.html) and it is beyond the scope of this document. More
details on each step can be found in the following documents:

e Cisco Unified Computing System CLI Configuration guide

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/2.0/b_UCSM_CLI_
Configuration_Guide_2_0.html

e Cisco UCS Manager GUI configuration guide
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/2.0/b_UCSM_GUI
_Configuration_Guide_2_0.html

Validate Installed Firmware

To log into Cisco UCS Manager, perform the following steps:

1. Open the Web browser with the Cisco UCS 6248 Fabric Interconnect cluster address.
Click Launch to download the Cisco UCS Manager software.

You will be prompted to accept security certificates; accept as necessary.

In the login page, enter admin for both username and password text boxes.

e s w N

Click Login to access the Cisco UCS Manager software.
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6. Click Equipment and then Installed Firmware

7. Verify the that the Firmware is installed. The firmware that existed during the deployment was
2.0(1w). For more information on Firmware Management, refer to

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/2.0/b_UCSM_GUI
_Configuration_Guide_2_0_chapter_01010.html

Verification: The Installed Firmware should be displayed as 2.0(1w) as shown in Figure 18.

Figure 18 Firmware Verification
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Chassis Discovery Policy

To edit the chassis discovery policy, perform the following steps:

1. Navigate to the Equipment tab in the right pane of the Cisco UCS Manager.
2. In the right pane, click the Policies tab.

3. Under Global Policies, change the Chassis Discovery Policy to 4-link.

4. Click Save Changes in the bottom right corner.

Verification: The chassis discovery policy configured to 4-link is displayed as shown in Figure 19.
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Figure 19 Chassis Discovery Policy
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Enabling Network Components

To enabling Fiber Channel, servers, and uplink ports, perform the following steps:

1. Select the Equipment tab on the top left of the Cisco UCS Manager window.

2. Select Equipment>Fabric Interconnects >Fabric Interconnect A (primary) >Fixed Module.

3. Expand the Unconfigured Ethernet Ports section.

4. Select ports 1-4 that are connected to the Cisco UCS chassis and right-click on them and select
Configure as Server Port.

5. Click Yes to confirm, and then click OK to continue.

6. Select ports 29 and 30. These ports are connected to the Cisco Nexus 5548 switches. Right-click
them and select Configure as Uplink Port.

1. Click Yes to confirm, and then click OK to continue.

8. Configure port 23 and port 24 as Fiber Channel. For more information on the same, refer to
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/2.0/b_UCSM_GUI
_Configuration_Guide_2_0_chapter_0101.html

9. Select Equipment > Fabric Interconnects >Fabric Interconnect A (primary).

10. Right-click and select Set FC End-Host Mode to put the Fabric Interconnect in Fiber Channel
Switching Mode.

11. Click Yes to confirm.

12. A message displays stating that the “Fiber Channel Wnd-Host Mode has been set and the switch will
reboot.” Click OK to continue. Wait until the Cisco UCS Manager is available again and log back
into the interface.
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Note

13. Re-execute Step 2 to Step 12 for Fabric Interconnect B

Verification: Check if all configured links show their status as “up” as shown in the figure below for
Fabric Interconnect A. This can also be verified on the Cisco Nexus switch side by running “show int
status” and all the ports connected to the Cisco UCS fabric interconnects are shown as “up.”

The FC ports are enabled since the VSAN ID is set to default “1.” Create the VSAN ID for the present
deployment and configure the same on Nexus 5548 switch at “Configuration of Ports 21-24 as FC ports”,
and re-enable the FC port with specific VSAN ID.

Figure 20
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Creating MAC Address Pools

~

Note

To create MAC Address pools, perform the following steps:
1. Select the LAN tab on the left of the Cisco UCS Manager window.

2. Under Pools > root.

Two MAC address pools will be created, one for fabric A and one for fabric B.

3. Right-click MAC Pools under the root organization and select Create MAC Pool to create the MAC
address pool for fabric A.

4. Enter JDE-MAC-FIA for the name of the MAC pool for fabric A.

5. Enter a description of the MAC pool in the description text box. This is optional; you can choose to
omit the description.
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6.
1.
8.
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Click Next to continue.
Click Add to add the MAC address pool.
Specify a starting MAC address for fabric A.

The default is fine, but it is recommended to change the pool address as per the deployment and also to
differentiate between MAC address for Fabric A and Fabric B. Currently it is configured as
(DE:25:B5:0A:00:00).

10.
1.
12.
13.

14.
15.

16.
17.
18.

Specify the size as 24 for the MAC address pool for fabric A.
Click OK.

Click Finish.

A pop-up message box appears, click OK to save changes.

Right click MAC Pools under the root organization and select Create MAC Pool to create the MAC
address pool for fabric B.

Enter JDE-MAX-FIB for the name of the MAC pool for fabric B.

Enter a description of the MAC pool in the description text box. This is optional; you can choose to
omit the description.

Click Next to continue.
Click Add to add the MAC address pool.
Specify a starting MAC address for fabric B.

The default is fine, but it is recommended to change the pool address as per the deployment and also to
differentiate between MAC address for Fabric A and Fabric B. Currently it is configured as
(DE:25:B5:0B:00:00)

19.
20.
21.
22,

Specify the size as 24 for the MAC address pool for fabric B.
Click OK.
Click Finish.

A pop-up message box appears; click OK to save changes and exit.

Verification: Select LAN tab > Pools > root. Select MAC Pools and it expands to show the MAC pools
created. On the right pane, details of the MAC pools are displayed as shown Figure 21.
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Figure 21 MAC Pool Details
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Creating WWPN Pools

Note

Note

To create WWPN pools, perform the following steps:
1. Select the SAN at the top left of the Cisco UCS Manager window.
2. Select WWPN Pools > root.

Two WWPN pools will be created, one for fabric A and one for fabric B.

3. Right-click WWPN Pools, and select Create WWPN Pool.
4. Enter JDE-WWPN-A as the name for the WWPN pool for fabric A.

5. Enter a description of the WWPN pool in the description text box. This is optional; you can choose
to omit the description.

6. Click Next.
1. Click Add to add a block of WWPNS.
8. Enter 20:00:ED:25:B5:A0:00:00 as the starting WWPN in the block for fabric A.

It is recommended to change the WWPN prefix for the deployment. This helps ensure identifying
WWPNSs initiated from Fabric A or Fabric B.

9. Set the size of the WWPN block to 24.
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18.
19.
20.
21.
22.
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Click OK to continue.

Click Finish to create the WWPN pool.

Click OK to save changes.

Right-click the WWPN Pools and select Create WWPN Pool.

Enter JDE-WWPN-B as the name for the WWPN pool for fabric B.

Enter a description of the WWPN pool in the description text box. This is optional; you can choose
to omit the description.

Click Next.

Click Add to add a block of WWPNSs.

Enter 20:00:ED:25:B5:B0:00:00 as the starting WWPN in the block for fabric B.
Set the size of the WWPN block to 24.

Click OK to continue.

Click Finish to create the WWPN pool.

Click OK to save changes and exit.

Verification: The new name with the 24 block size is shown in Figure 22.

Figure 22

WWPN Pool Details
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Creating WWNN Pools

To create WWNN pools, perform the following steps:

1.
2.

Select the SAN tab at the top left of the Cisco UCS Manager window.

Select Pools > root.
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L

© & N @

10.
1.

Right-click on WWNN Pools and select Create WWNN Pool.
Enter "JDE-WWNN" as the name of the WWNN pool.

Enter a description of the WWNN pool in the description text box. This is optional; you can choose
to omit the description.

Click Next to continue.

A pop-up window "Add WWN Blocks" appears; click Add button at the bottom of the page.
A pop-up window "Create WWN Blocks" appears; set the size of the WWNN block to "24".
Click OK to continue.

Click Finish.

Click OK to save changes and exit.

Verification: The new name with the 24 block size displays in the right panel when the WWNN pool is
selected on the left panel, as shown in Figure 23.

Figure 23 WWNN Pool Details
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Creating UUID Suffix Pools

To create UUID suffix pools, perform the following steps:

1.

o1 & W D

Select the Servers tab on the top left of the Cisco UCS Manager window.
Select Pools > root.

Right-click UUID Suffix Pools and select Create UUID Suffix Pool.
Enter the name the UUID suffix pool as JDE-UUID.

Enter a description of the UUID suffix pool in the description text box. This is optional; you can
choose to omit the description.
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Prefix is set to Derived by default. Do not change the default setting.

The From field will be in default setting. Do not change the From field.

6.

7. Click Next to continue.

8.

9.

10. Set the size of the UUID suffix pool to 24.

11. Click OK to continue.
12.

13. Click OK to save changes and exit.

Click Finish to create the UUID suffix pool.

A pop-up window Add UUID Blocks appears. Click Add to add a block of UUID suffixes.

Verification: Make sure that the UUID suffix pool created is displayed as shown in Figure 24.

Figure 24 UUID Suffix Pool Details
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Creating VLANs

To create VLANS, perform the following steps:

1. Select the LAN tab on the left of the Cisco UCS Manager window.

~

Note
private traffic.

Three VLANSs will be created; Management Traffic, Data traffic and Oracle RAC database inter-node

2. Right-click the VLANSs in the tree, and click Create VLAN(s).

3. Enter MGMT-VLAN as the name of the VLAN (for example: 809). This name will be used for traffic

management.

4. Keep the option Common/Global selected for the scope of the VLAN.
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5. Enter a VLAN ID for the management VLAN. Keep the sharing type as None.
6. Create VLANSs for Application data traffic (for example, 810)

Verification: Select LAN tab > LAN Cloud > VLANs. Open VLANSs and all of the created VLANs are
displayed. The right pane provides the details of all individual VLANs as shown in Figure 25.

Figure 25 Details of Created VLANS
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Creating Uplink Ports Channels

To create uplink port channels to Nexus 5548 switches, perform the following steps:

1. Select the LAN tab on the left of the Cisco UCS Manager window.

~

m Two port channels are created, one from fabric A to both Cisco Nexus 5548 switches and one from fabric
B to both Cisco Nexus 5548 switches.

Expand the Fabric A tree.

Right-click Port Channels and click Create Port Channel.
Enter 101 as the unique ID of the port channel.

Enter JDE Port A as the name of the port channel.

Click Next.

Select ports 1/15 and 1/16 to be added to the port channel.
Click >> to add the ports to the Port Channel.

© 08 N & o B W DN

Click Finish to create the port channel.
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A pop-up message box appears, click OK to continue.

In the left pane, click the newly created port channel.

In the right pane under Actions, choose Enable Port Channel option.

In the pop-up box, click Yes, and then click OK to save changes.

Expand the Fabric B tree.

Right-click Port Channels and click Create Port Channel.

Enter 103 as the unique ID of the port channel.

Enter JDE Port B as the name of the port channel.
Click Next.
Select ports 1/15 and 1/16 to be added to the Port Channel.

Click >> to add the ports to the Port Channel.

Click Finish to create the port channel.

A pop-up message box appears, click OK to continue.

In the left pane, click the newly created port channel.

In the right pane under Actions, choose Enable Port Channel option.

In the pop-up box, click Yes, and then click OK to save changes.

Verification: Select LAN tab > LAN Cloud. On the right pane, select the LAN Uplinks and expand the
Port channels listed as shown in Figure 26.

In order for the Fabric Interconnect Port Channels to get enabled, the vpc needs to be configured first on
Nexus 5548 Switches as described in Creation and Configuration of Virtual Port Channel (VPC).

Figure 26

Port Channel Details
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Creating VSANs

To create VSANS, perform the following steps:

1. Select the SAN tab at the top left of the Cisco UCS Manager window.
Expand the SAN cloud tree.

Right-click VSANs and click Create VSAN.

Enter VSAN16 as the VSAN name

Enter 16 as the VSAN ID.

Enter 16 as the FCoE VLAN ID.

Click OK to create the VSANSs.

Verification: Select SAN tab >SAN Cloud >VSANSs on the left panel. The right panel displays the
created VSANs as shown in Figure 27.

N S o s~ w DN

Figure 27 VSAN Details
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Cisco UCS Service Profile Configuration

An important aspect of configuring a physical server in a Cisco UCS 5108 chassis is to develop a service
profile through Cisco UCS Manager. Service profile is an extension of the virtual machine abstraction
applied to physical servers. The definition has been expanded to include elements of the environment
that span the entire data center, encapsulating the server identity (LAN and SAN addressing, I/O
configurations, firmware versions, boot order, network VLAN, physical port, and quality-of-service
[QoS] policies) in logical “service profiles” that can be dynamically created and associated with any
physical server in the system within minutes rather than hours or days. The association of service profiles
with physical servers is performed as a simple, single operation. It enables migration of identities
between servers in the environment without requiring any physical configuration changes and facilitates
rapid bare metal provisioning of replacements for failed servers.

Service profiles can be created in several ways:
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Manually: Create a new service profile using the Cisco UCS Manager GUI.
From a Template: Create a service profile from a template.

By Cloning: Cloning a service profile creates a replica of a service profile. Cloning is equivalent to
creating a template from the service policy and then creating a service policy from that template to
associate with a server.

In the present scenario we created a Service profile initial template and thereafter instantiate service
profile through the template.

A service profile template parameterizes the UIDs that differentiate one instance of an otherwise
identical server from another. Templates can be categorized into two types: initial and updating.

Initial Template: The initial template is used to create a new server from a service profile with UIDs,
but after the server is deployed, there is no linkage between the server and the template, so changes
to the template will not propagate to the server, and all changes to items defined by the template
must be made individually to each server deployed with the initial template.

Updating Template: An updating template maintains a link between the template and the deployed
servers, and changes to the template (most likely to be firmware revisions) cascade to the servers
deployed with that template on a schedule determined by the administrator.

Service profiles, templates, and other management data is stored in high-speed persistent storage on
the Cisco Unified Computing System fabric interconnects, with mirroring between fault-tolerant
pairs of fabric interconnects.

Creating Service Profile Templates

To create service profile templates, perform the following steps:

Step 1 Select the Servers tab at the top left of the Cisco UCS Manager window.

Step2  Select Service Profile Templates > root. In the right window, click Create Service Profile Template under
the Actions tab.

Step3  The Create Service Profile Template window appears.

1.

2.

Identify the Service Profile Template section.
a. Enter the name of the service profile template as JD Edwards Template.
b. Select the type as Initial Template.
c. In the UUID section, select JDE-UUID as the UUID pool.
d. Click Next to continue to the next section.
Storage Section
a. Keep default for the Local Storage option.
b. Select the option Expert for the field “How would you like to configure SAN connectivity”.
c. In the WWNN Assignment field, select JDE-WWNN.
d. Click Add at the bottom of the window to add vHBAs to the template.

Note  Four vHBAS need to be created and a the first pair of vHBA's will be used for SAN Boot LUN and the
second pair of vHBA's will be used for JD Edwards Application purposes.

e. The Create vHBA window appears. Make sure that the vHBA is vhba0.
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S.

In the WWPN Assignment field, select JDE-WWPN-A.

Ensure that the Fabric ID is set to A.

In the Select VSAN field, select VSAN16.

Click OK to save changes.

Click Add at the bottom of the window to add vHBAs to the template.
The Create vVHBA window appears. Ensure that the vHBA is vhbal.
In the WWPN Assignment field, select JDE-WWPN-B.

Ensure that the Fabric ID is set to B.

In the Select VSAN field, select VSAN16.

Click OK to save changes.

Click Add at the bottom of the window to add vHBAs to the template.
Create vhba2 (with Fabric ID A) and vhba3 (with Fabric ID B)

Make sure that both the vHBAs are created.

Click Next to continue.

3. Network Section

b.

Restore the default setting for Dynamic vINIC Connection Policy field.
Select the option Expert for the field “How would you like to configure LAN connectivity”.

c. Click Add to add a vNIC to the template.

0.

p-

The Create vNIC window appears. Enter the name of the vNIC as ethO.
Select the MAC address assignment field as JDE-MAC-FIA.

Select Fabric ID as Fabric A.

Select appropriate VLANs (810) in the VLANS.

Click OK to save changes.

Click Add to add a vNIC to the template.

The Create vNIC window appears. Enter the name of the vNIC ethl.
Select the MAC address assignment field as JDE-MAC-FIB.

Select Fabric ID as Fabric B.

Select appropriate VLANs (810) in the VLANs. The VLAN was already created in Creating
VLAN:S section.

Click OK to add the vNIC to the template.
Ensure that both the vHBAS are created.

Click Next to continue.

4, vNIC/vHBA Placement Section

a.
b.

C.

Restore the default setting as Let System Perform Placement in the Select Placement field.
Ensure that all the vHBAs are created.

Click Next to continue.

5. Server Boot Order Section
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a. Do not select any boot. You will attach a boot policy when you create Service Profile from
Service Profile template.

Maintenance Policy, Server assignment, and operation policy Section
a. Select default settings for all these policies.

b. Custom policies can be defined for each of the three cases, for instance, in operational policy
one can disable 'quiet boot' in the BIOS policy

c. Click Finish to complete the creation of Service profile template.

Creating a Service Profile From a Template and Associating it to a Cisco UCS Server Blade

To create a service profile from the template and associating it to a server blade, perform the following

steps:

1. Select the Servers tab at the top left of the Cisco UCS Manager window.

2. Select Service Profile Templates >root >Sub-Organizations >Service Template JD Edwards
Template

3. Click Create Service Profiles From Template in the Actions tab of the right pane of the window .

4. Enter "JDEHTML" in the Naming Prefix text box and the number as "1"

5. Click OK to create service Profile

6. Select the created Service profile Servers > Service profiles > root > SP-JDEHTML1 and go to
"Change Service Profile Association”

7. Select "Existing Server" under the option "Server Assignment" and from the list shown

8. Select the right server based on Chassis ID/Slot number.

9. Click OK to associate the service profile to that blade. The successful association of the service
profile is shown in Figure 28.

Figure 28 Associated Service Profile
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The following service profiles were associated; SQL Database Server, JDE Enterprise Server, JDE Batch
Server and JDE Deployment Server. All the service profiles created are shown in Figure 29.
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Figure 29
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Configuring the EMC VNX5300

The current JD Edwards deployment uses EMC VNX5300 storage, connected to the Cisco Unified
Computing System. It uses the EMC FAST Cache as well as EMC FAST Virtual Pool capability .

As Edwards Enterprise One Server has very frequent and random access to the database; the
Microsoft SQL Server primary database file (MDF) would require very fast read/write operations.
For such access patterns a storage pool with SAS drives and Flash disks also known as Solid State
Disks (SSD) are chosen with RAID level 5. SSD disks provide faster response time for random
access 1O patterns. FAST VP is also leveraged, ensures the best TCO by tiering colder slices of data
to the high-capacity NL-SAS drives while keeping the hotter slices of data on Solid State Drives
(SSDs).

SQL Server log file (LDF) involves sequential write intensive operations, so SAS drives with RAID
level 10 are chosen.

The TEMP log file of SQL Server resides on RAID10 created with two SSDs
For boot LUNs, RAID level 1 is chosen for reliability.

The installation directory for HTML, JDE E1 and Database resides on RAID10, using multiple SAS
drives

For Backing up LUNs, NL-SAS drives are chosen for their high capacity and lower cost
characteristics that align with the backup model.

LUNSs carved from the EMC VNX storage forming the disk layout for the JD Edwards deployment are
elaborated in Table 4.
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Table 4 LUN Configuration for JD Edwards Deployment
RAID User Capacity Description
Name Type (GB) Host Information
LUN to install Oracle
Weblogic and Oracle HTTP
HTML1-Data RAID 1/0 400 | JDEHTML1 - D:\ Server
HTML Server Operating
System (Windows 2008 R2)
HTML1-OS RAID 1 50 | JDEHTML1 - C:\ installation
JDE Deployment Server
JDE-DEPMGR RAID 1 200 | JDEDEPMGR Installation
LUNto install JDE Enterprise
JDE-APP1-Data RAID 1/0 200 | JDEAPP1 - D\ Server
JDE Application Server
Operating System (Windows
JDE-APP1-0S RAID 1 50 | JDEAPP1 - C)\ 2008 R2) installation
LUNto install JDE Enterprise
JDE-Batch1-Data | RAID 1/0 200 | JDEBATCH1 - D:\ | Server for batch processes
JDE Application Server for
batch Operating System
(Windows 2008 R2)
JDE-Batch1-0OS RAID 1 50 | JDEBATCH1 - C:\ | installation
Operating System for SQL
SQL-0S RAID 1 50 | JDEDB1 - C:\ Server 2008 R2
SQL Server 2008 R2
SQL-Install RAID 1/0 200 | JDEDB1 - D:\ installation
SQL-Data RAID5 400 | JDEDB1 - HA install SQL Server MDF Filed
SQl-Log RAID 1/0 400 | JDEDB1 - EA Install SQL Server LDF Files
Backup for SQL Server Data
SQL-Backup RAID 1/0 1000 | JDEDB1 - G\ files
SQL Server TEMP DB
SQL-TEMP RAID 1/0 150 | JDEDB1 - I\ installation

Creating Storage Pools and RAID Groups

To create storage pools and RAID groups, perform the following steps:
1.
2,

Login to the EMC Unisphere to create storage pools.

To create Storage Pool, click Storage >Storage Configuration > storage pools > Pools tab and the

click Create. The Create storage pool pop-up window appears.

a. Ensure that the Storage Pool type is Pool.

b. Enter an appropriate name for the storage pool name in the text box.

c. Select appropriate RAID group from the drop-down list.

d. Select the required disks from the disk selection popup window and the click OK.

To create LUNs from the storage pool, right-click on the desired storage pool. A pop window Create

LUN appears. In the General tab of Create LUN pop-up box.

a. Click General tab of the Create LUN window. Enter the required LUN size in the LUN
properties text box.

b. Enter the name for the LUN in the LUN Name text box.
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c. Ensure that the Database LUNs (SQL Server data) are selected as Highest Available Tier and
Application LUNs are selected as Lowest Available Tier in the Tiering Policy.

4. To associate LUNs to the host, Navigate to Hosts > Storage Group and the click Create, A pop-up
window Create Storage Group appears.

a. Enter an appropriate name in the Storage Group Name text box; click OK and then click Yes to
confirm. Click LUNSs tab, a pop-up window Storage Group properties appears.

b. Select the LUN from the respective SPA / SPB and click Add in the Available LUNs to add the
selected LUNSs. In the Show LUN drop-down list select the option All instead of Not in other
storage groups. The host is attached to Storage Group when the Nexus 5548 zoning
configuration is completed.

Note  The Host ID which is typically O for the first LUN attached to the storage group and this Host Id should
match with Cisco UCS Manager Service Profile > Create Boot Policy > LUN ID for SAN boot as shown
in Figure 30.

Figure 30 Storage Group Host ID
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5. To create RAID Groups, click Storage >Storage Configuration > Storage pools > RAID Groups tab
and click Create. A pop-up window Create storage pool appears.

a. Ensure that the selected Storage Pool type is RAID Group.
b. Select the required disks from the Disk Selection popup window and click OK.

6. To create LUNs from the storage pool, right-click the desired storage pool. A pop window Create
LUN appears. In the General tab of Create LUN pop-up box.

a. Ensure that the selected Storage Pool type is RAID Group.
b. Enter the required LUN size in the LUN Properties text box.
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¢. Enter the name of the LUN in the LUN Name text box.

Configuring the Nexus Switches

Note

To configure the Nexus 5548 Switch, perform the following steps:

Setting up the Nexus 5548 Switch

To setup the Nexus 5548 switch, perform the following steps for Cisco Nexus 5548 Switch A
(tk5-SS21-n5548-a):

1.

© e N & e B~ w N
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After the initial boot and connection to the serial or console port of the switch, the NX-OS setup
should automatically start.

Enter yes to enforce secure password standards.

Enter the password for the admin user.

Enter the password a second time to commit the password.

Enter yes to enter the basic configuration dialog.

Create another login account (yes/no) [n]: Enter.

Configure read-only SNMP community string (yes/no) [n]: Enter.
Configure read-write SNMP community string (yes/no) [n]: Enter.
Enter the switch name as rk5-SS21-n5548-a Enter.

Continue with out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter.
MgmtOIPv4 address: 10.104.108.xxx. Enter.

MgmtOIPv4 netmask: 255.255.255.0 Enter.

Configure the default gateway? (yes/no) [y]: Enter.

IPv4 address of the default gateway: 10.104.108.xxx Enter.
Enable the telnet service? (yes/no) [n]: Enter.

Enable the ssh service? (yes/no) [y]: Enter.

Type of ssh key you would like to generate (dsa/rsa): rsa.

Number of key bits <768-2048>: 1024 Enter.

Configure the ntp server? (yes/no) [n]: Enter.

Enter basic FC configurations (yes/no) [n]: Enter.

. Would you like to edit the configuration? (yes/no) [n]: Enter.

Make sure to review the configuration summary before enabling it.

22,
23.

24,

Use this configuration and save it? (yes/no) [y]: Enter.

You may continue configuration from the console or using SSH. To use SSH, connect to Mgmt0 IP
given in step 11.

Log in as user admin with the password entered above.
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To setup the Nexus 5548 switch, perform the following steps for Cisco Nexus 5548 Switch B
(rk5-SS21-n5548-b):

1.

© S8 N & e B W N

N N =S wm o o= o o o o= o
= e © e N e a B2 e b =2o

After the initial boot and connection to the serial or console port of the switch, the NX-OS setup
should automatically start.

Enter yes to enforce secure password standards.

Enter the password for the admin user.

Enter the password a second time to commit the password.

Enter yes to enter the basic configuration dialog.

Create another login account (yes/no) [n]: Enter.

Configure read-only SNMP community string (yes/no) [n]: Enter.
Configure read-write SNMP community string (yes/no) [n]: Enter.
Enter the switch name: rk5-SS21-n5548-b Enter.

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter.
MgmtOIPv4 address: : 10.104.108.xxx Enter.
MgmtOIPv4netmask: 255.255.255.0 Enter.

Configure the default gateway? (yes/no) [y]: Enter.

IPv4 address of the default gateway: 10.104.108.xxx Enter.
Enable the telnet service? (yes/no) [n]: Enter.

Enable the ssh service? (yes/no) [y]: Enter.

Type of ssh key you would like to generate (dsa/rsa): rsa.

Number of key bits <768-2048>: 1024 Enter.

Configure the ntp server? (yes/no) [n]: Enter.

Enter basic FC configurations (yes/no) [n]: Enter.

. Would you like to edit the configuration? (yes/no) [n]: Enter.

Note = Make sure to review the configuration summary before enabling it.

22,
23.

24.

Use this configuration and save it? (yes/no) [y]: Enter.

You may continue configuration from the console or using SSH. To use SSH, connect to MgmtO IP
given in step 11.

Log in as user admin with the password entered above.

Enabling Nexus 5548 Switch Licensing

To enable appropriate Nexus 5548 switch licensing, perform the following steps for both Cisco Nexus
5548 A - (rk5-SS21-n5548-a), and Cisco Nexus 5548 B - (rk5-SS21-n5548-b) separately:

1.

s @« N

Type config t to enter into the global configuration mode.
Type feature lacp.
Type feature fcoe.

Type feature npiv.
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5. Type feature vpc.
6. Type feature fport-channel-trunk.
1. FCoE feature needs to be enabled first before enabling npiv.

Verification: Figure 31lists the enabled features on Nexus 5548 (show feature | include enabled)

Figure 31 Features Enabled on the Nexus 5548
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Creating VSAN and Adding FC Interfaces
To create VSAN and adding FC interfaces, perform the following steps for both Cisco Nexus 5548 A -
(rk5-SS21-n5548-a), and Cisco Nexus 5548 B - (rk5-SS21-n5548-b) separately:
1. Type config t to enter into the global configuration mode.

Type vsan database.

Type vsan16 name JDE.

Type vsan 16 interface fc1/21-24.

Type y on the Traffic on fc1/21 may be impacted. Do you want to continue? (y/n) [n].

Type y for fc1/22, fc1/23 and fc1/24 interfaces.

S e B W DN

Verification: Figure 32 lists port fc1/21-24 under vsan 16.

Figure 32 Set VSAN ID on Nexus 5548
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Configuring Ports 21-24 as FC Ports
To configure the ports 21-24 as FC ports, perform the following steps for both Cisco Nexus 5548 A -
(rk5-SS21-n5548-a), and Cisco Nexus 5548 B - (rk5-SS21-n5548-b) separately:
1. Type config t to enter into the global configuration mode.

Type slot 1.

Type interface fc 1/21-24.

Type switchport mode F.

L I

Type no shut.

Verification: As shown in Figure 33, the command “show interface brief” should list these interfaces as
FC (Admin Mode F).

Figure 33 Enable FC Mode on Nexus 5548 Ports

h interface brief

Lewin
Trunk

Creating VLANs and Managing Traffic

To create the necessary VLANS, for example, VLAN 809 and managing data traffic for example, VLAN
810 - data traffic, perform the following steps for both Cisco Nexus 5548 A - (rk5-SS21-n5548-a), and
Cisco Nexus 5548 B - (rk5-SS21-n5548-b) separately:

1. Type config t to enter into the global configuration mode.

From the global configuration mode, type vlan809 and press Enter.
Type name MGMT-VLAN to enter a descriptive name for the VLAN.
Type exit.

Type vlan810.

Type name Data-VLAN.

N e o & w N

Type Interface ethernet1/17-18 (make sure to choose the Ethernet interfaces where Fabric
Interconnects are connected).

8. Type switchport mode trunk.
9. Type switchport trunk allowed vlan 809,810.
10. Type exit.

Verification: The command “show vlan” lists the VLANSs and interfaces assigned to it. Or, the command
“show run interface <interface name>" will show the configuration for a given interface or port channel.
Figure 34 lists the executed command.
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Figure 34 Show VLAN on Nexus 5548
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Creating and Configuring Virtual Port Channel (VPC)
To create and configure the VPC, perform the following steps for both Cisco Nexus 5548 A -
(rk5-SS21-n5548-a), and Cisco Nexus 5548 B - (rk5-SS21-n5548-b) separately:
1. In the global configuration mode, type vpc domain 100.
Type role priority 1000.
Type peer-keepalive destination 10.x.x.x. (This IP is the rk5-SS21-n5548-b Management IP)
Type int port-channel 100.
Type switchport mode trunk.
Type switchport trunk allowed vlan192, 809-812.
Type vpc peer-link.
Type int ethernet 1/4 (peer link port).

© ® N o g B w N

Type switchport mode trunk.

-
e

Type switchport trunk allowed vlan 192, 809-812.

-
-—

Type channel-group 100 mode active.

-
N

Type Exit.

-
[

Type int port-channel 101.

-
=

Type switchport mode trunk.

-
a1

Type switchport trunk allowed vlan 192, 809-812.

-
4

Type vpc 101.

-
~

Type Exit.

-
(=

Type int ethernet 1/3.

-
©

Type channel-group 101 mode active.

N
S

Type switchport mode trunk.

N
-

Type switchport trunk allowed vlan 192, 809-812.

N
N

Type Exit.

N
[

Type int ethernet 1/3.
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24. Type channel-group 119 mode active.

25. Type switchport mode trunk.

26. Type switchport trunk allowed vlan 192, 809-812.
27. Type Exit.

Verification: “show vpc” command will list the VPC properties with VPC peer-link status as “success”
and Consistency status as “success.”

rk5-5S3521-n5548-a# show vpc

Legend:
(*) - local vPC is down, forwarding via vPC peer-link
vPC domain id : 100
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive

Configuration consistency status: success

Per-vlan consistency status : success

Type-2 consistency status : success

vPC role : primary

Number of vPCs configured : 10

Peer Gateway : Disabled

Dual-active excluded VLANs : -

Graceful Consistency Check : Enabled

vPC Peer-link status

id Port Status Active vlans

1 Pol00 wup 1,192,194,809-812

vPC status

101 Pol01 up success success 1,192,194,809-812

When you perform the VPC configuration on Cisco Nexus 5548 B - (rk5-SS21-n5548-b) and execute
“show vpc” will display the following :

rk5-5521-n5548-b# show vpc

Legend:
(*) - local vPC is down, forwarding via vPC peer-link
vPC domain id : 100
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive
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Configuration consistency status: success

Per-vlan consistency status : success
Type-2 consistency status : success
vPC role : secondary
Number of vPCs configured : 12

Peer Gateway : Disabled

Dual-active excluded VLANs H—

Graceful Consistency Check : Enabled

vPC Peer-link status

id Port Status Active vlans

1 Pol00 up 1,192,194,809-812

vPC status

id Port Status Consistency Reason Active vlans
103 Pol103 up success success 1,192,194,8
09-812

SAN Boot Configuration

In the present deployment, the Cisco UCS Servers are booted from SAN (EMC VNX5300). With boot
from SAN, the OS image resides on the SAN and the server communicates with the SAN through a host
bus adapter (HBA). The HBAs BIOS contain the instructions that enable the server to find the boot disk.
After power on self test (POST), the server hardware component fetches the boot device that is
designated as the boot device in the hardware BOIS settings. When the hardware detects the boot device,
it follows the regular boot process.

Modifying Service Profile for Boot Policy

In this setup, vhba0 and vhbal are used for SAN Boot and the other two configured HBA's for example,
vhba2 and vhba3 are for JD Edwards installation. Storage SAN WWPN ports will be connected in the
boot policy as shown below:

vhbaO__ _17 =" Storage Port SP-B6 Primary Target — 50:06:01:6e:3e:a0:05:47
1
L-- Storage Port SP-A6 Secondary Target — 50:06:01:66:3e:a20:05:47
vhbal__ == - Storage Port SP-B7 Primary Target - 50:06:01:6f:3e:a0:05:47

- Storage Port SP-A7 Secondary Target — 50:06:01:67:3¢e:a0:05:47
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To modify the Service Profile for boot policy, perform the following steps:

1.

S

Login to the Cisco UCS Manager. Click Servers tab > Policies > Boot Policies and the click Add. A
pop-up window Create Boot Policy appears.

Enter the name as JDE-BootPolicy in the Name text box and in the Description text box enter for JD
Edwards and ensure that the check box Reboot on Boot Order Change is checked.

Add the first target as CD-ROM, as this will enable you to install Operating System through KVM
Console.

Click Add SAN Boot on the vHBAs section; in the Add SAN Boot pop-up window, type vHBAO and
select the type as Primary and click OK. This will be the SAN Primary Target.

Click Add SAN Boot Target to add a target to the SAN Boot Primary in the vHBAs window. In the
Add SAN Boot Target pop-up window, type 0 in the Boot Target LUN. Enter
50:06:01:6e:3e:20:05:47 in the Boot Target WWPN and select the type as Primary and then click
OK.

To add another target to the SAN Boot Primary, click Add to add another SAN Boot Target in the
vHBAs window; in the Add SAN Boot Target pop-up box, type 0 in the Boot Target LUN; type
50:06:01:6f:3e:a20:05:47 in the Boot Target WWPN and ensure that the type selected is Secondary
is already selected and greyed out .and click OK.

Note  These WWPNSs are from storage SPBO / SPAO ports (please refer Figure 31: San Zoning Configuration).

1.

10.

Similarly for the SAN Secondary, Click on Add SAN Boot in the vHBAs window; in the Add SAN
Boot pop-up window, type VHBA1 and select the type as Secondary and then click OK.

Click Add SAN Boot Target to add a target to the SAN Boot Secondary (VHBAL1) in the vHBASs
window. In the Add SAN Boot Target pop-up window, type 0 in the Boot Target LUN. Enter
50:06:01:66:3e:a0:05:47 in the Boot Target WWPN and select the type as Primary and then click
OK.

To add another target to the SAN Boot Secondary, click Add to add another SAN Boot Target in the
vHBAs window; in the Add SAN Boot Target pop-up box, type O in the Boot Target LUN; type
50:06:01:67:3e:a0:05:47 in the Boot Target WWPN and ensure that the type selected is Secondary
which would have already been greyed out and click OK.

Click Save Changes to save all the settings. The Boot Policy window in Cisco UCS Manager is as
shown in the Figure 35.
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Figure 35
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1.

To add this boot policy to the Service Profile, click Servers tab > Service Profiles > root

>SP-JDEHTMLI. Select the Boot Order on the right pane and click Modify Boot Policy. A pop-up
window Modify Boot Policy appears. Select the newly created Boot Policy JDE-BootPolicy and
click OK. WWPN's (vVHBAO & vHBA1) of the blade server will be published only after the Boot
Policy is attached to Service Profile and the blade server is re-booted.

WWPNSs for the second pair of HBA's (VHBA2 and VHBAZ3) are not associated to the boot policy. These
are visible in Nexus 5548 after the OS installation

Update the other service profiles as done with the boot policy JDE-BootPolicy to boot from the SAN
after creating necessary LUNs / Storage groups in Storage array and Zones in Nexus Switches. The other
service profiles are SP-JDEAppl, SP-JDEDepMgr, SP-JDESQL and SP-JDEBatchl.

Creating the Zoneset and Zones on Nexus 5548

Figure 36 shows the zoning configuration. This is the recommended configuration and the steps to create
the zoneset and zones are described below.
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Figure 36 SAN Zoning Configuration

B200 HBA wwpn

vHBAQ: 20:00:ed:25:h5:20:00:0e
vHBAL: 20:00:ed:25:b5:b0:00:0e
vHBAZ: 20:00:ed:25:b5:a20:00:0f
vHBA3: 20:00:ed:25:h5:b0:00:0f

EMC VNX wwpn

SPAO: 50:06:01:66:3e:a0:05:47
SPAL:50:06:01:67:3e:a0:05:47
SPBO: 50:06:01:6e:3e:a0:05:47
SPB1:50:06:01:6f:3e:a0:05:47

To create the zoneset and zone, perform the following steps for Cisco Nexus 5548 Switch A -

(rk5-SS21-n5548-a):

1) Identify Storage and Server WWPNs
rk2-n5548-a# sh flogi database

INTERFACE VSAN FCID PORT NAME NODE NAME
fc1/21 16 0x700006 20:1d:54:7f:ee:3a:4f:40 20:10:54:7f:ee:3a:4f:41

fc1/21 16 0x700007 20:00:ed:25:b5:20:00:0e 20:de:00:25:b5:00:00:0f
fc1/22 16 0x700008 20:1e:54:7f:ee:3a:4£:40 20:10:54:7f:ee:3a:4f:41

fc1/23 16 0x7000ef 50:06:01:6e:3e:a0:05:47 50:06:01:60:be:a0:05:47
fcl/24 16 0x7001ef 50:06:01:66:3e:20:05:47 50:06:01:60:be:a0:05:47
fc1/25 3 0x2b000c 10:00:00:00:c9:9d:12:d8 20:00:00:00:¢9:9d:12:d8
fc1/29 3 0x2b0002 20:41:00:05:9b:77:4b:00 20:03:00:05:9b:77:4b:01
fc1/29 3 0x2b0005 20:00:00:25:b5:04:01:0e 20:00:00:25:b5:00:00:0e
fc1/29 3 0x2b0007 20:00:00:25:b5:04:01:0c 20:00:00:25:b5:00:00:1d
fc1/29 3 0x2b0009 20:00:00:25:b5:04:01:0a 20:00:00:25:b5:00:00:1c
fc1/30 3 0x2b0000 20:42:00:05:9b:77:4b:00 20:03:00:05:9b:77:4b:01
fc1/30 3 0x2b0006 20:00:00:25:b5:04:01:0d 20:00:00:25:b5:00:00:0d
fc1/30 3 0x2b0008 20:00:00:25:b5:04:01:0b 20:00:00:25:b5:00:00:0c
fc1/31 3 0x2b0003 50:0a2:09:83:9d:93:40:7f 50:0a:09:80:8d:93:40:7f

Total number of flogi = 14.
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Note: The storage and servewr WWPNs are marked in bold.

2) Create zone and zoneset

rk2-n5548-a# conf't
Enter configuration commands, one per line. End with CNTL/Z.
rk2-n5548-a(config)# zone name jde-html1-vhba0 vsan 16
rk2-n5548-a(config-zone)# member pwwn 20:00:ed:25:b5:a0:00:0e
rk2-n5548-a(config-zone)# member pwwn 50:06:01:6¢:3e:a0:05:47
rk2-n5548-a(config-zone)# member pwwn 50:06:01:66:3e:a0:05:47
rk2-n5548-a(config-zone)# zoneset name jde-n5k1 vsan 16
rk2-n5548-a(config-zoneset)# member jde-html1-vhba0
rk2-n5548-a(config-zoneset)# zoneset activate name jde-n5k1 vsan 16
Zoneset activation initiated. check zone status
rk2-n5548-a(config)# sh zo
zone zone-attribute-group zoneset
rk2-n5548-a(config)# sh zoneset active vsan 16
zoneset name jde-n5k1 vsan 16

zone name jde-htmll-vhba0 vsan 16

* fcid 0x700007 [pwwn 20:00:ed:25:b5:20:00:0¢]

* fcid 0x7000ef [pwwn 50:06:01:6e:3e:a0:05:47]

* fcid 0x7001ef [pwwn 50:06:01:66:3e:a0:05:47]
rk2-n5548-a(config)# copy r s
[HHHHHHEHHHHHHHE A ERA] 100%

To create the zone configuration for Cisco Nexus 5548 B (rk5-SS21-n5548-b), follow the steps as
described for Nexus 5548 A (rk5-SS21-n5548-a). These steps are defined as below.

1) Identify Storage and Server WWPNs

rk2-n5548-b# sh flogi database

INTERFACE VSAN FCID PORT NAME NODE NAME

fcl/21 16 0xb20008 20:1e:54:7f:ee:3a:4e:80 20:10:54:7f:ee:3a:4e:81
fcl/22 16 0xb20006 20:1d:54:7f:ee:3a:4e:80 20:10:54:7f:ee:3a:4e:81
fcl/22 16 0xb20007 20:00:ed:25:05:b0:00:0e 20:de:00:25:b5:00:00:0f
fcl/23 16 0xb20lef 50:06:01:6£:3e:a0:05:47 50:06:01:60:be:al0:05:47
fcl/24 16 0xb200ef 50:06:01:67:3e:a0:05:47 50:06:01:60:be:a0:05:47
fcl/25 3 0x15000c 10:00:00:00:c9:9d:£2:d9 20:00:00:00:c9:9d:£2:d9
fcl/29 3 0x150002 20:41:00:05:73:a2:66:80 20:03:00:05:73:a2:66:81
fcl/29 3 0x150005 20:00:00:25:05:04:02:0e 20:00:00:25:b5:00:00:0e
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fcl/29 3 0x150007 20:00:00:25:b5:04:02:0c 20:00:00:
fcl/29 3 0x150009 20:00:00:25:b5:04:02:0a 20:00:00:
fcl1/30 3 0x150000 20:42:00:05:73:a2:66:80 20:03:00:
fcl/30 3 0x150006 20:00:00:25:b5:04:02:0d 20:00:00:
fcl1/30 3 0x150008 20:00:00:25:b5:04:02:0b 20:00:00:
fcl/31 3 0x150004 50:0a2:09:83:8d:93:40:7f 50:0a:09:
fcl/32 3 0x150003 50:0a:09:84:9d:93:40:7f 50:0a:09:
Total number of flogi = 15.

2) Create zone and zoneset

rk2-n5548-b# conf t

Enter configuration commands, one per line. End with CNTL/Z.
rk2-n5548-b (config)# zone name jde-htmll-vhbal vsan 16
rk2-n5548-b (config-zone) # member pwwn 20:00:ed:25:05:00:00:0e
rk2-n5548-b (config-zone) # member pwwn 50:06:01:6f:3e:a0:05:47
rk2-n5548-b (config-zone) # member pwwn 50:06:01:67:3e:a0:05:47

rk2-n5548-b (config-zone)# zoneset name jde-n5k2 vsan 16

rk2-n5548-b (config-zoneset) # member jde-htmll-vhbal

25
25

05:

25
25

80:
80:

:b5:
:b5:
73:
:b5:
:b5:
8d:
8d:

rk2-n5548-b (config-zoneset) # zoneset activate name jde-n5k2 vsan 16

Zoneset activation initiated. check zone status
rk2-n5548-b (config)# sh zoneset active vsan 16
zoneset name jde-nb5k2 vsan 16

zone name Jjde-htmll-vhbal vsan 16

* fcid 0xb20007 [pwwn 20:00:ed:25:b5:b0:00:0e]

* fcid 0xb20lef [pwwn 50:06:01:6f:3e:a0:05:47]

* fcid 0xb200ef [pwwn 50:06:01:67:3e:a0:05:47]
rk2-n5548-b (config)# copy r s
O M O OB
rk2-n5548-b (config)#

00:
00:
al:
00:
00:
93:
93:

Create the zones for the other blades in both Nexus switches. This can be verified by executing

zoneset active vsan 16” command in the Nexus switch.
rk5-5SS21-n5548-a# sh zoneset active vsan 16
zoneset name jde-nb5kl vsan 16
zone name jde-htmll-vhba0 vsan 16
* fcid 0x700007 [pwwn 20:00:ed:25:b5:a20:00:0e]
* fcid 0x7000ef [pwwn 50:06:01:6e:3e:a0:05:47]
* fcid 0x7001lef [pwwn 50:06:01:66:3e:a0:05:47]

zone name Jjde-depmgrl-vhbal vsan 16

* fcid 0x70000a [pwwn 20:00:ed:25:b5:a0:00:0c]

11

00
00

:1d
:1lc
66:
00:
00:
40:
40:

81
0d
Oc
7f
7f

show
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* fcid 0x7000ef
* fcid 0x7001lef

zone name jde-

* fcid 0x70000c
* fcid 0x7000ef
* fcid 0x7001ef

zone name Jjde-appl-vhbal
[pwwn 20:00:ed:
[pwwn 50:06:01:
[pwwn 50:06:01:

* fcid 0x70000b
* fcid 0x7000ef
* fcid 0x7001lef

zone name jde-batchl-vhbal0 vsan 16

[pwwn 20:00:ed:25:b5:
[pwwn 50:06:01:6e:3e:
[pwwn 50:06:01:66:3e:

* fcid 0x700011
* fcid 0x7000ef
* fcid 0x7001lef

Host and Storage Connectivity

Note

[pwwn 50:06:01:
[pwwn 50:06:01:

dbl-vhbaO vsan

[pwwn 20:00:ed:
[pwwn 50:06:01:
[pwwn 50:06:01:

be:
66:

16
25

6e:
66:

vsan 16

25:
6e:
66:

3e:
3e:

:b5:
3e:
3e:

b5:
3e:
3e:

al:
al:

al:
al:
al:

al:
al:
al:

al:
al:
al:

05:
05:

00:
05:
05:

00:
05:
05:

00:
05:
05:

47]
47]

Ob]
47]
47]

09]
47]
47]

17]
47]
47]
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To establish the Host connectivity at the EMC VNX5300 array, perform the following steps:

Connecting Storage to the Host
Since the zones are configured in the Cisco Nexus switches with the Host HBA WWPNs, they will

appear in the EMC VNX5300—"Host connectivity status.”

To connect storage to the host, perform the following steps:

1. Login to the EMC Unisphere, click Hosts 'Connectivity Status under Host management on the right

side of the window. A pop-up window Connectivity Status appears.

2. Under the Host Initiators Tab, the vHBA WWPNSs of the associated blade is available.

vHBAO and vHBA 1of the blade will appear for the first time before any OS install on that blade. After
a successful OS installation, the vHBA2 and vHBA3 will appear and is used for the application.

3. When one of the HBA initiator is selected, click Register. A pop-up window Register Initiator

Record appears.

4. Select the Initiator Type CLARiiON Open and Failover mode as Active-Active

mode(ALUA)-failovermode 4. Define the hostname (JDEHTML1) and IP address which would be

allocated to the JD Edwards HTML Server.

5. Similarly register the other vhbaWWPN with the same host and IP address. Select same Failover

Mode as Active-Active mode(ALUA)-failovermode 41.

6. To associate the LUN for this blade, associate LUN to the already created Storage group. For the JD
Edwards HTML Server, the storage group created is html1-install-lun. To do this, click
Hosts>Storage Groups (html1-install-lun) > Connect Hosts; this will open Storage group properties
pop-up box > Hosts tab. Locate the JDEHTMLI1 from the available hosts section and Click OK.

Associating host to the Storage Groups (JDEHTMLI1) is shown in Figure 37.
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Figure 37 Storage Group—Host Association
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Storage connectivity for the other blades can be established by following the same steps as described
above.

Microsoft Windows 2008 R2 Installation

After making sure that the Boot LUN has been made visible to the host, Microsoft Windows 2008 R2
can be installed. For details on installing Windows 2008 R2 operation system on B-Series server, please
refer to:
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/b/os/windows/install/2008-vmedia-instal
L.html

EMC PowerPath Setup

For the present Oracle JD Edwards implementation, PowerPath Version 5.5 (Build 289) is installed, as
host-based software that provides automated data path management and load-balancing capabilities for
EMC VNX5300 connected to Cisco UCS servers. The Naviagent installation is done first
(NaviHostAgent-Win-32-x86-en_US-6.29.6.0.35-1) and then the PowerPath executable
(EMCPower.X64.signed.5.5.b289) is installed post OS installation. Naviagent and Powerpath can be
installed on the other blades using the same steps.

To install Naviagent on Windows 2008 R2, perform the following steps:
1. Login to the blade server and execute NaviHostAgent-Win-32-x86-en_US-6.29.6.0.35-1.exe
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2. Accept the default options for Installation Requirements and Install Folder.
3. Verify the Pre-Installation Summary
4. Post Installation, Add the IP address of the target system, as shown in Figure 38.

Figure 38 Storage Group—Add IP Address of Target EMIC System

\}! Navisphere Agent 6.29.6.0.35 '

Add Privileged User(s)

Config File:
IC:'I,Prograrn Files (x36)\EMC\Navisphere Agentiagent. config

Restore Default Choose.. |

Please enter the ip address{es) of the system(s) you are targeting.

Systermn MWame 1 :Ixxx.xxx.xxx.xxx

Systern Mame 2; I L K 0K

Systermn Mame 3:|

Systermn Mame 4:|

Systerm Narme 5

To add more than 5 new entries please use the following utility
[T Launch ©iProgram Files (BENEMCINavisphera Agentiagentconfiginit.exe

5. Click Done when the successful installation message is displayed.

6. Restart Naviagent.

1. Login to the EMC Unisphere, click Hosts 'Connectivity Status and verify that the Host is registration
is moved from manual (U) to automatic.
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Figure 39 EMC Unisphere—Connective Statuw Manual to Automatic Host Management

&7 P00 102200267 - Connectivity Status

o Storage Group 12 enabled

|Host Intistors | Mirrorview Initistors | SAN Copy Initiators

Initiator Name &

7— G Celerra_vax-5300-c5 [10.104.108 188; Fibre; Manuslly registered)
= istered; Host Agent not reachable or connection registered manually or with Unispher

connection registered manually or with Unisphers

Host Agent not reachabl,

5= FNMO01 12200267 - Connectivity Status

«" Storage Group is enabled

Host Init@tors | MirrorView Initistors | SAM Copy Initiators

Initiator Mame £ Storage Groups |Registered .Logged In SP - port Type |Attributes

Celerra_vnx-5300-cs [10.104.108.183; Fibre ~filestorage
jdegkesxl [10.104,109.51; Fibre; Manually recSG-ESx1
=3 IDBAPPL [10.104,109.43; Fibre] DiG-4PP1
BJD BATCHL [10,104,109 46; Fibre] SG-BATCHL
[10.104.109.42; Fibre] SG-DB1
PMGR [10.104.109.45; Fibre; Manually SG-DEPMGR1
SG-HTMLL

[ Create... || Edit...

Refresh ALL | | Refresh J

| oK |!__Q_anc:e| |! Help |

To Install PowerPath on Windows 2008 R2, perform the following steps.
1. Login to the blade server and execute EMCPower.X64.signed.5.5.b289.exe

2. Choose the Installation Language and Click on Install (It would install Microsoft Visual C++ 2005

Redistributable libraries)
Select No on AX Series Clariion option.
Add username and Organization on Customer Information Screen.

Choose the Installation directory with Installation type as Typical and click Install.

LU

from Server to Storage.
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Figure 40 Confirmation for PowerPath Installation

Administrato indows" system32cmd.exe
Microsoft Windows [Uersion 6.1.76601

Copyright <(c? 2ZBE? Microsoft Corporation.

C:sUserssAdministratorpowermt display dev=all
Pzeudo name=harddisk2
CLARiiON ID=FNMBA1822080267 [SG-HTHML11
Logical device ID=BB6A16084C3A298AFCTF7?5ARA158E111 [jde—htmli-lunl
state=alive; policy=CLAROpt; priority=0; gueued-10sz=0;

P B firray failover mode:

portispathBstgtB@~lund
portispath@stgtli~lund
port2spath@stgtB~1und
port2spathBstgti~lunB
portIspathBstgt®slund
portIspathBstgtislund
portdspath@stgt@~1lund
portdspath@stgti~lunf

bl o Gt BN N e

cltBdB
cltld@
c2t@df
c2tid@
c3tBdBd
citlidB
c4t@df
cdti1d@

Interf.

All rights reserved.

—— 1,0 Path

active
active
active
active
active
active
active
active
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When the steps for all JD Edwards deployment servers are completed, the connectivity status on EMC
Unisphere looks as shown in Figure 41.
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Figure 41

& FNMD0102200267 - Connectivity Status

Connectivity Status of Registered Servers

" Storage Group is enabled
Host Initiators | Mirrorifiew Initiators | SAN Copy Initiatars
Initistar Name A Starage Groups Registered Logged In SP - port
7= B Celerra_vnx-5300-cs [10.104.108 188; Fibre; Manually registered] ~filsstorsas
- (18 ide-esxi [10.104.109.51; Fibre; Manually registered; Host Agent noMons Assigned
=B ICEAPPL [10.104.109.43; Flbre DG-APPL
= B8] SRR L el E ol s S Epa-H L U L Yes Tes A-5
|- & 20:DE:00:25:B5:00:00:0C:20:00:E0:25 B5:A0: 00: 04 Yes Tes B-6
|- & 20:DE:00:25:B5:00:00:0C:20:00:E0:25 B5:40:00:09 Yes Tes A6
|- & 20:DE:00:25:B5:00:00:0C:20:00:E0:25 B5:40:00:09 Yes Tes B-6
|- & 20:DE:00:25:B5:00:00:0C:20:00:E0:25 B5:80:00:04 Yes Tes -7
|- & 20:DE:00:25:B5:00:00:0C:20:00:E0:25 B5:80:00:04 Yes Tes B-7
|- & 20:DE:00:25:B5:00:00:0C;:20:00:E0:25 85:80:00:09 Yes Tes -7
gk Yes Yes B-7
B} I0EBATCHI [10.104.109.46; Fibre]
B - Rs) i oL LR R R [ JuRR L H Yes Tes A6
|- &® 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5: A0:00: 08 Yes Tes B-6
|- & 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5:A0:00:17 Yes Tes A6
|- & 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5:A0:00: 17 Yes Tes B-6
|- &® 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5:B0:00: 08 Yes Tes -7
|- &® 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5:B0:00: 08 Yes Tes B-7
|- &® 20:DE:00:25:B5:00;00:08:20;00:ED; 25:B5:B0:00:17 Yes Tes -7
ST 2 L R0 Yes Tes B-7
Bl JDEDB1 [10.104.108.42; Fibre — e |
[ & 20:DE:00;25:B5:00: 00:00 1 20:00:E0:25 85 A0: 00: 08 Yes Tes A6
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:A0: 00: 08 Yes Tes B-6
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5: 40:00:0D Yes Tes A6
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:40:00:0D Yes Tes B-6
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:80:00:08 Yes Tes -7
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:80:00:08 Yes Tes B-7
|- & 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:80:00:00 Yes Tes -7
L 4 20:DE:00:25:B5:00:00:00:20:00:E0:25 B5:80:00:00 Yes Tes B-7
< ) IDEDEPMGR [10.104,109.45; Fibre; Manually registered; Host AgentSG-DEFMGRL
|- & 20:DE:00:25:B5:00: 00:0E: 20:00:E0:25 B5: 40: 00:0C Yes Tes A6
|- & 20:DE:00:25:B5:00: 00:0E: 20:00:E0:25 B5: 40:00:0C Yes Tes B-6
|- & 20:DE:00:25:B5:00: 00:0E: 20:00:E0:25:B5:80:00:0C Yes Tes B-7
Yes Tes -7
- - e
Fi20:00:ED 25 BE:A0:00; OE Yes Tes A6
|- & 20:DE:00:25:B5:00; 00:0F:20; 00:ED;: 25:B5: A0:00: 0 Yes Tes B-6
|- & 20:DE:00:25:B5:00; 00:0F: 20; 00:ED;: 25:B5: A0:00: OF Yes Tes A6
|- & 20:DE:00:25:B5:00; 00:0F: 20; 00:ED;: 25:B5: A0:00: OF Yes Tes B-6
|- & 20:DE:00:25:B5:00; 00:0F: 20; 00:ED;: 25:B5:B0:00: 0 Yes Tes -7
|- & 20:DE:00:25:B5:00; 00:0F: 20; 00:ED;: 25:B5:B0:00: 0 Yes Tes B-7
|- & 20:DE:00:25:B5:00; 00:0F: 20; 00:ED;: 25:B5:B0:00: OF Yes Tes -7
L & 20:DE:00:25:B5:00: 00:0F:20; 00:ED;: 25:B5:B0:00: OF Yes Tes B-7
4 >
Refresh ALL Create...
ok || Cancel Help

Oracle JD Edwards Installation

The Installation of Oracle JD Edwards (JDE) 9.0.2 suite on Windows 2008R2, with SQL Server 2008R2

as the RDBMS is described in the following sections.

Pre-Requisites

e Please refer to the latest JDE MTRs for the most up-to-date information regarding the pre-requisites
for your install.

e The latest patches for SQL Server 2008R2 and Windows Server 2008R2 were used in this effort

e VisualStudio 2008 SP1 was used as the compiler, in order to compile JDE business functions
(application logic)

e All the required JDE software was downloaded from Oracle eDelivery and Oracle UpdateCenter

e Network connectivity between all the machines involved.

General Installation Requirements

The following are the general requirements before installing the JDE Enterprise Server.
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e Make sure the Disk space is sufficient enough for the installation
e Database Server Software has to be installed in JDE Database Server

e Database client software has to be installed in other JDE Servers like Application Server and
Deployment Server.

e Make sure enough temporary disk space is available for the installers and wizards.

JD Edwards Specific Installation Requirements

The following are some of the requirements to be considered for JD Edwards installation:

e Itis strongly recommended that installation be performed by running installers using the 'run as
administrator' option.

e Visual Studio 2005sp1 runtime libraries should be installed on deployment server.

JD Edwards Deployment Server Installation Requirements

The following are of the requirements specific to JD Edwards Deployment:

¢ Installation of JDE Deployment server for JDE version 9.0

Installation of Application update 2 for 9.0 JDE applications
¢ Installation of JDE Deployment server tools version 8.98.4.6
¢ Installation of JDE ServerManager for 8.98.4.6

¢ Installation of Microsoft VisualStudio 2008 SP1

¢ Installation of Microsoft Windows SDK v6.0A

JD Edwards Enterprise Server Installation Requirements

The following are the requirements specific to JD Edwards Enterprise Server:
¢ Installation of JDE Enterprise server tools version 8.98.4.6
¢ Installation of Microsoft VisualStudio 2008 SP1
¢ Installation of Microsoft Windows SDK v6.0A

JD Edwards Database Server Installation Requirements

The following are the requirements specific to JD Edwards Database Server:
¢ Installation of SQLServer 2008R2 binaries in Database Server machine

¢ Installation of JDE 9.0 databases in Database Server machine.

JD Edwards HTML Server Installation Requirements

The following are the requirements specific to JD Edwards HTML Server:
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e Installation of JDK or jrockit jrockit-jdk1.6.0_29-R28.2.2-4.1.0 in Web Server machine before
doing the Web logic server installation.

¢ Installation of Oracle Weblogic 10.3.5 in web server machine.
e Installation of Oracle HTTP server
e Installation of JDE HTML server 8.98.4.6

JD Edwards Port Numbers Installation

The following port numbers are used for WLS, JDE, HTTP ports:
e WLS:7503-7581
e JDE Enterprise Server:9700
e HTTP:7777
e SQLServer:14501

The following steps describe how to install Oracle JD Edwards on Cisco Unified Computing System
(Figure 42).
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Figure 42 JD Edwards Installation Workflow

JD Edwards Installation Workflow

W v W A 4
Deployment Enterprise Database * Install
Jaerver Server Server Weblogic
+ Install ¢ Install ¢ |nstall Server 10.3.5
Deployment Platfarm Platfarm * |Install Cracle
Server CDs Pack CDs Pack CDs HTTF Server

Deployment —
Server

Perfarm P
Entert

JD Edwards Deployment Server Install

The steps to install the JD Edwards Deployment Server are described below.

Update all JDE machines with latest Windows 2008R2 patches and security fixes, since Microsoft
routines issues hot fixes and patches that might positively impact security and performance.

Contrcl Panel Home Windows Update

Check for updates

Change ssttings Downloading updates...

Ve e hisor @’ - .

Restore hidden updates Downloading 99 updates (261.9 MB total, 9% complete)

Uipdates: fraquanthy asked

aoemians
Most recent check for updates:  Today at 8:28 AM
Updakes were installed: Newer
You recetve updates: FFor Windows and other products from Microsoft Lipdate

The Deployment server is used as a repository for JD Edwards installation and upgrade software and data
artifacts. This section shows the steps to install the JD Edwards deployment server. The installation steps
described are specific to the JD Edwards 9.0.2 application suite used in conjunction with JD Edwards
tools release 8.98.4.6.

Download the Deployment Server binaries from Oracle eDelivery into a windows folder and extract the
zip files in place using tools like Winzip or 7zip.
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Perform the steps below, as referenced from Oracle solution ID: Document 1310036.1

Download the installer for the database and the installer for the .NET Framework from Microsoft. In
addition, you must follow these directions to download a program from Oracle that runs the two
Microsoft installers, passing them parameters that EnterpriseOne needs to run properly.

Step1  On your Deployment Server, download the Microsoft SQL Server Express 2005 SP3 Installer using these
steps:

1. Go to the Microsoft Download Center: http://www.microsoft.com/downloads.

2. In the search field near the top of the screen, enter SQL Server 2005 Express Edition SP3 and click
the magnifying glass icon.

3. Click on the link titled SQL Server 2005 Express Edition SP3.
4. Next to the file called SQLEXPR.EXE, click the Download button.

5. Save the file to your Deployment Server in this location: <dep_svr_install_dir>\OneWorld Client
Instal\ThirdParty\SSE.

Step2  The .NET Framework contains new Windows files that applications such as SSE can use. Oracle highly
recommends that you install at least version 4.0 of the Microsoft NET Framework. For this procedure,
you should download the installer to the Deployment Server as described below.

1. Go to the Microsoft Download Center: http://www.microsoft.com/downloads.

In the menu bar at the top of the screen, click on Downloads A-Z and type N and NET
Click on the link titled Microsoft .NET Framework 4 (Web Installer).

Next to the file called dotNetFx40_Full_setup.exe, click the Download button.

L R

Save the file to your deployment server in this location: <dep_svr_install_dir>\OneWorld Client
Install\ThirdParty\SSE.
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Step 3

Step 4

Step 5

Step 6
Step 7

Oracle JD Edwards Installation

The DotNetSSESetup.exe program runs the .NET Framework and SSE installers. Locate and download
the EnterpriseOne DotNetSSESetup.exe and related file called settings.ini from E-Delivery using this
part number and description:

1. V24818-01 JD Edwards EnterpriseOne Tools 8.98.4.2 - Microsoft SQL Server 2005 Express SP3
Local Database Installer for Deployment Server and Development Client

2. Place the SSE 2005 SP3 installer SQLEXPR.exe and the .NET Framework 4 installer
dotNetFx40_Full_setup.exe onto your Deployment Server in this directory:
<dep_svr_install_dir>\OneWorld Client Install\ThirdParty\SSE.

Edit the settings.ini file in this directory: <dep_svr_install_dir>\OneWorld Client
Instal\ThirdParty\SSE The settings.ini file contains settings for installing the .NET Framework and
SSE. For completeness, these settings include those for .NET Framework 2.0/SSE 2005 prior to SP3 and
for NET Framework 4.0/SSE 2005 SP3.

In the settings.ini file, uncomment the settings for the set of installers that you will be using, and
comment out (by adding a semicolon at the start of the line) the settings for the set of installers that you
will not be using. Note: Only one set must be uncommented, and only one set must be commented out.

Save the settings.ini file.

Execute the DotNetSSEInstaller Installer with Run as Administrator option.
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Run the DotNetSSESetup.exe as administrator.
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Step9  After the above step completes successfully, download the appropriate SQL Server JDBC driver for SQL
server 2005 SP3 from MSDN and put it in a folder called JDBC. Next, execute the RunInstaller in Admin
mode from the deployment server disk1 folder.

G’Och. = Computer » Local Disk (C:) = DepSwr = diskl =

Organize » [T Open  New fokder

:
g
D

8 Computer
£, Local Dk (C2)

Step10  Choose the directory for installing the deployment server as well as the directory that contains the
SQLServer driver. Wait for the deployment server installer to finish.

Wait for the deployment server to finish installing successfully.

Step 11 Install Visual Studio C Runtime libraries using the vcredist.exe (download the appropriate one for your
platform from msdn) for VisualStudio 2005 SP1.

T Libearies Sdministrstor |k. Computer
Fuolder (Foider i Syshem Folder
| System System
y Nabwrork - Conknol Paned i1 Recycle Bin
| System Folder System Folder }" Systesn Fokder
X Echuar s
Deployment Server Domenioads
['EQ 3 bytes | Fils folder | Fia folder
Chesnaps Asktart B Aok Aget - Wi 3255 _UIS-6.2
Sharteut 9.6.0.35-1
20008 Treitadirrvahen Self<Extractor
[ T Wrdoveslipd ke AQeNE I x4
| | l] Sekf-Extracting Cabret
Mcrosoft Corporation

Step12 Click Yes to install.
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Administr sbor i | Cormpater
& System Folder (R 5y cte Folder
™ Coritrol Panel _..,- Recycle Bin
Sysbem Folder "l System Folder
%
Microsoft ¥isual C++ 2005 Redistributable (x86) HEEBR Diowrdoads
l File folder

Pleats iead the follwing boense sgresment. Press the PAGE DOWHN key
o see the rest of the agreement.

MICROSOFT SOFTWARE LICENSE TERMS -
MICROSOFT VISUAL Ce+ 2005 RUNTIME LIBRARIES
These license terms are an agreement between Microscit Corporation
[of bazed on whete you bve, one of s alfliates) and you. Pleass read

+ |them They apply bo the software named above, which inchades the

¢ |media on which you received it il any. The tems alto spply to any
Micazolt
" updales,
" supplements,

® Intemet-basad sernces, and

" suppoit servicas

for this saftwans, unless other beims accompany those tems. If 5o,

thaoze benme: appily.

By using the software, you sccept these tems, I you do nol sccept = |

o you accept all of the terms of the preceding LWRW?"M
choose No. Install will close. To install pou must accept this agreement.

Yes I HNo I

Tools Upgrade on the Deployment Server

After the deployment server install finishes successfully, do a tools upgrade to 8.98.4.6. Download the
appropriate tools release (8.98.4.6 deployment server in this case) from the Update center and run the
installer as an administrator.
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1. Install the chosen tools release for the deployment server (8.98.4.6 in this case).

== JD Edwards Install Manager

ORACLE
JD EDWARDS ENTERPRISEONE

Install:

Warkstation Install

2. Click Next.
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4 Client Workstation Setup

Welcome to the JD Edwards® | Enterpnizeline Chent
inztallation program.

F—
JD Edwards . . . .
. - The Tool: Release installation program cannot update shared files if the files are
Enter prise OUne in wze, Before continuing, please cloze any open applications.

Client Install

Click Mest to continue or Cancel bo quit,

IF you would like to know more about the zetup process, chck the Help buttan,

ORACLE In the following setup screens, click Help to obtain a mare detailed descrption
of the zetup screen ar itz options.

< Back Cancel Help

3. Click Finish to complete the tools upgrade.

Installing the Planner ESU

Download the appropriate planner ESU from Oracle update center onto the deployment server and unzip
the contents. Run the executable as an administrator.
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1. Sign in using the JDE user then click Next.

:'-_J- Client Workstation Setup Package Selection

JD Edwards

Client Install

Thiz package requires an Enterpriselne Uzer and pazsword 20 it can
apply the update.

EnterpriseOne

User ID

Passward I

ORACLE’

2. Click Finish.

:'-_J- Client Workstation Installation Setup Type

JD Edwards

EnterpriseOne

< Back I Mest » I

Cancel

Help

—Select Setup Type
&

R

Client Install
Install Path: IE:\JDEdwards\ESDD _I
Dirive | Space Available | Space Required |
[=]a% 101910 MB B3 MB
ORACLE’
< Back I Finizh I Cancel | Help

3. Wait for the installation of the planner to complete.

Oracle JD Edwards Installation
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4. Run the Special Instructions for the planner. First open a windows cmd prompt in administrator

mode.

7 Plarweer it Sperund Dieibaisiunin - Wanbioms Budeireet [updis ev

@ 3% [ P 00 mrbcahPlar v T L i ostrutrs Wt Soens
e Pevates | g B Sugpesind Shes = ) Wl

8 Paver Upsdate Soecal It I I
W T b protect pour security, irberret Explores Furi restricted thes welbpae from surers s
Nole; ‘When you deploy the Flanrar Updste usng Changs dssstant

Special Instructions for All

> : é]
N et tipkorer v
E—
ych
==
P o Tashbiar
\‘J X [iear s P b St My
o Fmscrve from i int
‘ S Server Corfigr
Propee
7.0 His Murages ate to thi
Dneevios. e Prinoers SV E
‘.wﬁh—ah—d-ﬁw
sty e
) S T St son Ares
il Confgurann whelps el St naernd 1
— STALL.d1
,_; Buats Sonioak (SEBCY B,
S |
LR T Wik Security
i ch prise o o] Ve Ed uego Pl

5. From the cmd prompt, change the directory to the scripts directory of the planner ESU.

T Administrator: Command Prompt

icrosoft Windows [Uersion 6.1.76881
Copyright (c)> 2089 Microsoft Corporation. All rights reserved.

CzslserssAdninistratoried CinIDEdwards<E78@8plannersPackage~JL1856@N\Scripts

6. Run speciallnstrs.bat.

= Administrator: Comenand Pronipt

icrosoft Windows [Uersion 6.1.768@1]
Copyright <c> 2889 Hicrosoft Corporation. ALl rights reserved.

CxulzerssAdniniztratordcd C:sJDEdwa E9B8 plannersPackage JL18560Scripts

2 JDEdwardz“E ] JPackage JL18568Scripts XSpeciallns

7. Choose S for SQL server.
= Administrator; Command Prompt - Speciallnstrs

ALl »ig reserved.

C:ulgerssAdrninistratorred CinJDEdwards~E988wplannersPackage~JL18568 Scripts

G2 DEdwards~EFBE~plannersPackage \JL1B568 \Scrip iallnstrs
Are wou running with Local Oracle or 5L Server {0s808
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Administrator: Command Prompt - Speciallnstrs

<2 rows affected?

-I.I'pd.ating data claszsz for LDAP tables

(3 rows affected)

Deleting Data Source template record for Product Packaging

B rows affected)

;Jelet.ing records from FBBA? that are not ALL

(3164 vouws affectad)
(3 rows affected)
<@ rows affected?

<38 rows affected)
Press anyg ki to continue . .

Oracle JD Edwards Installation

8. Run the R98403XB XJDE0002 report which copies the control records from the shipped XML
database into the local planner databases since the ESUs are shipped with an XML database, starting

with Apps 9.0.

9. First edit jdbj.ini in the OC4J webclient deployment on the deployment server.

P - [ - Compuinr < ool k1) - Kol = 300 - Sy = OCH) = o = homa =l

g ¥ Gpeh *  BEL e okl

W
- Pt
B wien

B Compter
& ocdteh ()

g Mintcet

10. Comment out as 400 and Oracle drivers with #.

Fio Edt Format Yew Help
# 10BC drivers

:Th‘|s defines J08C drivers and JDBC specific settimgs.

[I08]-I0BC DRIVERS

#ORACLE=Oracle, jdbe, driver, oraclebriver

#454 00=com. 1bm. 35400, access. AS400IDBCEr fver
SOLSERVER=com.microsoft. sqlserver. jdbc, SqLServeroriver
#oB=CoM. 1bm. db2. jdbe. app. pe2oriver

[I08] -oRacLE]

ths~tnsnames. ora
Joej -LOSS%
dbcTracestalse

[I0E]-SERVER]
dbcsComversionTolerantetrue

# connection pool settings
*

# These are used only when J2EE connection pooling 45 not available.

IDB] -CONNECTION POOL]
dbcPooling=false
minConnect Jons1
maxConnect{one5
initialconnect jon=1
po0lGrowE hel

connect fonTimeout =1800000
cleanPoolInterval=600000
maxsize=50

al

11. Increase connectionTimeout in jdbj.ini to 3600000.
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] dbj - Motepad [-[O0x]
File Edit Format ‘iew Help
[ J0BC drivers =

# This defines 1DBC driwers and 10BC specific sertings.

[IDEj-IDBC DRIVERS]

WORACLE=0racle. jdbc. driver.oracleoriver

#AS400=com. fbm. 35400, access. AS4003DBCOr fver
SOLSERVER=com.microsoft. sglserver. jdbc. SGLServeroriver
[#UDB=CoM. ibm. db2. jdbc. app. DEZDr iver

[IDEj-ORACLE]
‘ths=tnsnames.ora J

[IDBi-LOGS]
jdbcTrace-talse

[10Bj -SERVER]
dbcsConversionTolerant=true

# connection pool settings
I

# These are used omly whem J2EE connaction pooling 15 not available.
&

[1DBj -CONNECTION POOL]

JdhcPooling=false

iminConnection=1

maxconnection=5

initialconnection=1

poolGrowth=1

connectionTimeout=3500000

cleanPoolInterval=00000

maxsize=50 -

Kl i 7}

12. Run report R98403XB, which copies control records from the shipped XML database into the local

planner databases. First open ActiveConsole in admin mode.

Pitmtz A

Emicneent  [oern

Pl r.u..

[ ] cacel | ostens = |
-

Copgre O 2003 1008, Ceach indier ity allhaies. AllSghes resenmd.
Crscim i 8 regeitres Budems of Cesch Comporuson sndsor #1
alhadey OFwet narmaps My b Fademaris of Baer respeiive penery

13. Sign in using the JDE user credentials.

14. Open the batch versions by typing BV in the fastpath window.
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M B vew Took Aphsons
e P o] 3

Fed 1
Fari Dsigr:  Mara) Fibarrg
= gu' ENEHTRSE0TE L-H-l:aﬂll Toidd A8 My ATdeF
v o gl afon Do pamng
v ol Pepadt Minagerrent
F o) S A B B0 T4
¥ ] Wipridoe Wanggemind
o ] Visew Direplinrrepnl

15. Type R98403XB in the batch application search window and click Find.

€ I Fie Edt Preferences Form Row Window Help

v + b x @ |
Soncl Fi-;, | copy Jl e G Hg: Dﬁ_ g ]um w Avalla. BIOLE.. [@intemet |
Bafch Application ] 2 [

Read Only Report (1) —

16. Select the “copy control tables to planner environment” version.

@ Batch versions - [Work With Batch ¥ersions - Available Yersions]
@ ) Fie Edt Prefersnces Form Row Window Help

[H[=] E3
=18 x|

J«@\+E€aﬁlx§&:‘e$

K2 ‘Lmks
Aol OLE It t
Select Find Add  Copy Del. Close Seg. New. Dis. Abo v Al @ @nEmE

Batch Application |R98403XB

—

|Repnrt- Load XML Data to Table

Read Only Report (Vik)

Version Version Title User Mt::&d Security Description
MIDEDDDT Load Data Dictionary Glossary frorn XML to Table JOE 5172008 1 iMedium Security
#IDEO0D2 ontrol Tables to planner environment Bi1 hedium S rity
XJDEOD30 Language Update - Copy System Contral Tables JDE 5/1/2008 1 Med\um Security
¥JDEOO31 Language Update - Copy Data Dictionary Tables JDE 6/1/2008 1 EMemum Security
¥JDEOD32 Language Update - Copy Central Objects JDE 5/1/2008 1 iMed\um Security
¥IDEOD33 Language Update - Copy Contral Tables JDE 5/1/2008 1 iMedium Security

3

Find records [Row:2

#

17. Set the processing options for the selected version of the UBE.
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@ Batch Yersions - [Work With Batch Yersions - Available Yersions]

& ) File Edt Preferences Form Row  Window Help ;Iilll

v B O+ B @ Ox 2 &S & WK

Select Find Add  Copy Del.. Close Seq.. Mew.. Dis.. Abo

J Links w Awaila.. [8]OLE [#) Intermnet

Batch Application |R984U3><B IRepDI‘t- Load XML Data to Tahle

Read Cnly Report (YIk) I

Version Version Title User Last Security

Modified Description

¥JDEDOD1 Load Data Dictionary Gloseary from ML to Table JDE 5712008 1
»JDEOODZ2 ol Tahl i 5

iMedium Security
diu ity

‘what's This?

¥JDEOO30 Language Update - Copy System Ce————— ; 211720081 edium Security
¥IDEDO31 Language Update - Copy Data Dictic Grid i JDE 5A/2008 1 edium Security
¥IDEDD32 Language Update - Copy Central Ob Cell 3 JDE 8720081 edium Security
*JDEOD33 Language Undate - Copy Control Tat_ Calimn x 5142008 1 iMedium Security

Diata Selectian

Export 3
Import 3
Farmat 3

Diata Sequencing
Properties

Version Detal

|RUW.2

18. Enter the path to the planner data folder, which contains the planner ESU folder and enter target
environment.

ns - [Work With Batch ¥el

@ I Fle Edit Prefersnces Form Row Window Help =181

v B + B @ xs&%'ﬁ#'@uunks
Select Find Add  Copy Del . Close Seq.. Mew.  Dis.. Abo o @OLE'" @Inlemel

Batch Application IREEADSXE Environments |Advanced|

Read Only Report (1) IN R984034 appends data from ML data o the target table,
Option 5 cantiols how duplicate data is treated in the target table (replace
of preserve).

Option & will clear the target tabls, then copy dats fiom <ML

Version Version Title Description
1. Enter the ML D'ata Path. [If the report is IO\ plarnerdatat) L1 B560)

called from another process, the XML Path will

JDEDO01 Load Data Dictionary Glossary from XML to Tab  be passedin]

%JDEDD3N Language Update - Copy System Control Table 2 Enter the name of the Target Enviranment ta
JDEDD3 Language Update - Copy Data Dictionary Table: copliebhisic 11 e eboitn celleafion

another process, the Target Enviranment will
»JDEOD32 Language Update - Copy Central Objects be passedin

%JDEOD33 Language Update - Copy Control Tables
3. or Enter the name of the Target Data Source l:l
to copy the table to.

Help | x Cancel |

® & M
‘mn.. : | m'Hl_nmms w Submit [BJOLE . [3)itemet
{Submt |
~ Promgt Far
W Data Salecso ™ Diats Sequenting
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- E“LWCI wDispl. [$]OLE . [#]Imemet
Repor 0 ACCBEE
w ™ OSAlnerface Name
£ To Printer
" Exph b CEV

19. Select On Screen for the report destination.

20. After the report completes, check for any errors.

s - [Work With Batch Yersions - Available Yersions]

C‘) File Edt Preferences Form Row  Window  Help

Oracle JD Edwards Installation

Select Find Add Copy Del. Close Seg.. Mew. Dis

J~/ B o+ & @ x = L & Aﬁ”mks v fwaila.. [BOLE.. [Bintemet

Y, Download Complete

Version Version Title

¥IDEDOO1 Load Data Dictionary Glossary from ML to Tab ko e

Transfer rate: 11EKE#Sec

Batch Application IRBS&DBXB IRepnrt- Load XML Data to Table
Read Cnly Report (k) N Download complete [CIE1=]
b

.,

Download to: -SR98403<B_xJDENDDZ_D120228 TO74508761.pdf..

Open Open Foider | [ Ciose |

XJDEO030 Language Update - Copy System Control Table: [~ piase this dialog bo when download completes
¥IDEDO31 Language Update - Copy Data Dictionary Tables

¥IDEDO32 Language Update - Copy Central Objects

¥IDEDO33 Language Update - Copy Caontrol Tables

Description

iurn Security

um Security
iurmn Security
iumn Security
iurm Security

Rowr2
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2 —— —
11 RGB403XE JUDEOQ02.D120228 TOTASDB76L pof - Adobe Resder L A " S N T o 0
File Edit “iew ‘Window Help X
Y [ i o [ i
BaE8E] . ace=]]|HB|e2]E
Rt Worldwide Company WD 74646
NIDE00Q2 g
Repart - Load XML Data to Tahle Page- 1
Target Environment Name: IDERLAN Proof/Update Mode: UFDATE
Copy Mode: REPLACE
Clear target data? X
XML Data Path  c:VDEdwards'E300'plazner'data JL18360
Droduet  Object Target Crate Clear ML Target Before Target Afer Mezsage
Code Name Data Source Table  TargetData Count Count Count
H9S  FOO04 Control Tables Local N N 1 5926 597 Success
HYS  FO00S Control Tables Local N N 1 47525 47536 Success
HI0 Fa000 Control Tables Local N N 1 18,160 18161 Success
H90 F3001 Control Tables Local N N 2 15464 13465 Suecess
H90 F907IS System Local N N0 0 200 Success
H30 F90730 System Local N N 1 0 1 Success
HI5  F3200 Data Dictionary Local X N 51 §7.159 87216 Success
H9s F9202 Data Dictionary Loeal N N 4 45311 49559 Success =
HIS  F9203 Dats Dictionary Local N N 51 83654 89711 Success

This completes the JD Edwards Deployment Server Installation.

Installing the Enterprise Server

In our setup, the JDE Enterprise server and JDE database server are on different machines. The platform
pack software pertaining to these two JDE servers has to be installed separately onto these two machines.
Download the relevant platform pack software from Oracle eDelivery and extract its contents by
unzipping the zip files. Please note that all zip files must be extracted in place within a folder as
sub-folders disk1,disk2 etc.

1. After extracting the zip files, go to subfolder disk1, right-click RunInstall and run as admin.
waes ]

I@fj = Computse « WPP1-DATA () = Drtepraebma = dekd =
Srpwin v ol Gpen e hokder

i Pt L. M | oot e | rvee
L Cedg ket HITNATHIAM i ol
i Ptk 0w WO RS Sehup inioematon
B Hcent Macer Enp Y 112000 X5 PH Wiriows Babc Fis
0 mki W08 B S St
v U
J;_:ﬁ:-u" g 112008
i B smpnit WiifRos
B T 1200
(E) st ot a1z
M Compnter (B sovgmeriiis w1300
s vocel Sk (21}
s WP DATA (D]
i e,

2. Click Next.

3. Choose the directory where the JDE Enterprise server binaries will be installed.

r Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage



= B3

Click Mext to install "JD Edwards EnterpriseOne Windows Platfarm Pack” to this
directary, or click Browse ta install to a different directory.

© 1D Edwards EnterpriseOne Platform Pack Installer

JD Edw

Directory Mame:;
|DMDEdwardsiESOD

Platform Pack

Browse |

ORACLE’

Installshield

= Back Cancel

4. Select Install EnterpriseOne.

Ifyou are planning to upgrade EnterpriseOne, please backup your databases and
files.

JD Edwards Wauld you like to install or upgrade EnterpriseCne?

Platform Pack % |nstall EnterpriseOne

" Upgrade EnterpriseCne

ORACLE’

Installshield

= Back Cancel

5. Select Custom install.

Oracle JD Edwards Installation
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© 1D Edwards EnterpriseOne Platform Pack Installer H=

Chaoose the installation type that best suits your needs.

" Typical
-* The pragram will he installed with the suggested canfiguration.
. & Recommended for most users.

Platform Pack

=3 The program will be installed with the features you choose.
,‘Lﬂ Recommended for advanced users.

InstallEhield -

= Back | Mext = | Cancel |

6. For the Oracle JDE DIL environment, only a development database is provided, so do not select ES
Production. The database components are not chosen since the database is installed on a different

SErver.

© 1D Edwards EnterpriseOne Platform Pack Installer H =

Select the features for "JD Edwards EnterpriseOne Windows Platform Pack” yau
would like to install:

=-Product Installation

EW JD Edwards EnterpriseOne - Enterprise Server
----- v EnterpriseOne Foundation
----- ¥ ES Frototype
----- IV ES Pristine
S o uction
- A ¥ ES Development
IEEI---I_ JD Edwards Enterprise0One - DB Server
----- ™ Svstern Database
-1 Prototype Databases
m ----- ™ Pristine Datahases

™ Production Databases

Platform Pack

----- " Development Databases

InstallEhield -

= Back | Mext = | Cancel |

7. The database name and database type are specified next. The Default password is used.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage
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© 1D Edwards EnterpriseOne Platform Pack Installer (- [T =]

Datahase and Security Options

Datahase Type: =
JD I [i\.-’\.’.rll ds ISQL*Ser\fer LI
EnterpriseOne
Platform Pack Database Server Mame:
[JDEDEH

Secure Password: {for database users)
The secure password must canform ta your domain security rules. The
secure password cannat be longer than 10 characters.

I

Re-type your password:

I

ORACLE Mote: Ifyou do not change the default value (DEFAULT), the system creates

a password far each user that is the same as their user ID. Far example, if a
user |D iz JDE, then by default the system creates a passward of JDE for
that user.

I]

InstallZhield

= Back | MNext = | Cancel |

8. The database instance name is left blank; use the Default instance.

Please type the name of the database Instance you wantto configure the

Enterprise Server to use. Note: Leave blank if you intend to use the default
. instance.
JD Edwards

EnterpriseOne | DB Serverinstance Name
Platform Pack

9. Provide the maximum number of users that was previously specified in the INI configuration.

© 1D Edwards EnterpriseOne Platform Pack Installer -
Please enter the number of concurrent users that will be using this system:
_ |3000

JD Edwards

EnterpriseOne Will any of the following be used by the EnterpriseOne system?
- Sales Order Processing

Platform Pack - Configurator
- Journal Entry
- Job Cost
- Advance Pricing
- Purchase Order
- Inventory
* Yes
" No

ORACLE"

The selections used for installing the enterprise Server are summarized next.
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© 1D Edwards EnterpriseOne Platform Pack Installer

Please read the summary information belov.

JD Edwards EnterpriseOne Wind Platform Pack will be installed in the
JD Edwards following location:
EnterpriseOne D\DEdwards\E800
Platform Pack with the following features:
JD Edwards EnterpriseOne - Enterprise Server
EnterpriseOne Foundation
ES Prototype
ES Pristine
ES Development

for a total size:

7116.3 MB
ORACLE
© 1D Edwards EnterpriseOne Platform Pack Installer (- [T =]

Flease read the summary information below.

The InstallShield Wizard has successfully installed JD Edwards EnterpriseCne
JD Edwards Windows Platform Pack. Choose Finish to exit the wizard.

EnterpriseOne
Platform Pack

The Enterprise server was successfully installed.

Installing the Database Server

To install Microsoft SQL Server 2008R2, refer to:
http://msdn.microsoft.com/en-us/library/bb500469%28v=sql.105%?29.aspx

The Oracle support for solution document “64bit_ MSSQL_EnterpriseOne_PlatformPack_WorkAround”
was applied next.

1. The PlatformPack binaries used for the Enterprise server were copied onto the database server and
the Runlnstall executable was run as admin on the database server.
T
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O 1D Edwards EnterpriseOne Platform Pack Installer M= B3

Welcome to the InstallShield Wizard for
JD Edwards EnterpriseOne Windows Platform Pack

The InstallShield Wizard will install JO Edwards EnterpriseCne Windows Platform
Fack on your computer.
To continue, choose Mext.

JD Edwards EnterpriseOne Windows Platform Pack
Oracle LISA, Inc.
whitw.oracle.com

Platform Pack

2. Select the Installation directory. This is the directory where all the database files will be placed by
the installer. The log files will then be placed on the appropriate LUN.

© 1D Edwards EnterpriseOne Platform Pack Installer [_ O] =]

Click Mext to install "JD Edwards EnterpriseOne Windows Platfarm Pack” to this
directary, or click Browse ta install to a different directory.

Directory Name:
FAJDEdwards\ES00

Platform Pack Erowse |

3. Select the Install EnterpriseOne option next.

© 1D Edwards EnterpriseOne Platform Pack Installer (- [T =]

Ifyou are planning to upgrade EnterpriseOne, please backup your databases and
files.

Wiould you like to install or upgrade EnterpriseOne?

Platform Pack % Install EnterpriseOne

" Upgrade EnterpriseOne

4. Select Custom install.
© 1D Edwards EnterpriseOne Platform Pack Installer M= B3

Choose the installation type that best suits your needs.

" Typical

-* The pragram will he installed with the suggested canfiguration.
Recommended for most users.

JD Edwards
EnterpriseOne
Platform Pack

= The program will be installed with the features you choose.
Recommended for advanced users.

5. Select the database server components other than production databases.
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© 1D Edwards EnterpriseOne Platform Pack Installer H =

Select the features for "JD Edwards EnterpriseOne Windows Platform Pack” yau
would like to install:

=-Product Installation

[~ JD Edwards EnterpriseOne - Enterprise Server

----- ' EnterpriseOne Foundation
----- " ES Prototype

----- ™ ES Pristine

[ ES Production

----- " ES Development

Platform Pack

----- ¥ Systern Database
¥ Prototype Databases

m ----- ¥ Pristine Datahases

----- ™ Production Databases

----- il Development Datahases

InstallShield -
= Back | Mext = | Cancel |
6. Select the default password.
© 1D Edwards EnterpriseOne Platform Pack Installer E =
Datahase and Security Options
: Datahasze Type: =
i ; ; ISQL*Server LI
I;I.alt.fnrm l;..ack ) Database Server Mame:
JJDEDEY

Secure Password: {for database users)
The secure password must conform ta your domain security rules. The
secure password cannot be longer than 10 characters.

|

Re-type your password:

I

m Mote: Ifyou do not change the default value (DEFALULT), the system creates

a pasaword for each user that is the same as their user ID. Faor example, ifa
user D iz JDE, then by default the system creates a passwoard of JDE for
that user.

=

InstallEhield -

= Back Cancel |

7. Enter a System Administrator (sa) password for the Installed SQLServer Instance on the database

server.
© 1D Edwards EnterpriseOne Platform Pack Installer M= B3
Database Instance
JD Edwards Please selectthe database server instance.

EnterpriseOne

|JDEDB |
Platform Pack

Flease enter the sa password for the instance above:

-

8. Select the scripts directory and the database directory.
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Flease enter the fallowing information referring to the datahase instance you want
touse.

Flease enter the directory where you want to put your database scripts:
FAJDEdwards\WS5QLScripts

Platform Pack

Erowse |

Flease enter the directory where you want to create your MSSGL databases:
FAJDEdwardsiM33aL

Erowse |

InstallEhield -

= Back

Cancel
© 1D Edwards EnterpriseOne Platform Pack Installer E =
Flease read the information below.
The installer will create the following:
- Scripts directory: FlJDEdwards MSSOLScripts
) - Database directory: FJDEdwards'MSSOL
Platform Pack
InstallShield -
= Back Cancel |
9. Click Next.
© 1D Edwards EnterpriseOne Platform Pack Installer M= E3

Please read the information below.

The installer will create the following:
- Scripts directory: FAJDEdwardsMSSQOL'Scripts
- Database directory: F\JDEdwards MSSQL

Platform Pack

Oracle JD Edwards Installation

10. A summary of selected options is displayed below. Click Next to start the installation.
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© 1D Edwards EnterpriseOne Platform Pack Installer

_|CIf x

Flease read the summary information below.

JD Edwards EnterpriseOne Windows Platform Pack will be installed in the
following location:

Enterpris FAJDEdwardsiEZ00
Platform Pack with the following features:

JD Edwards EnterpriseOne - DB Server
Systermn Database
Frototype Databases
Fristine Databases
Development Datahases

for a total size:
222901 MB

InstallEhield -

= Back

Cancel |

© 1D Edwards EnterpriseOne Platform Pack Installer

= B3

Flease read the summary information below.

The InstallShield Wizard has successfully installed JD Edwards Enterprisetne
Windows Platform Pack. Choose Finish to exit the wizard.

Platform Pack

InstallEhield -

The database platform pack is successfully installed. The Oracle solution ID 848317.1
"E900_SQL2008_Post_Installation_Batch_File_Install" was applied.

Installation Plan

1. Open the JDE admin console on the Deployment Server by using run as admin.
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2. Login as JDE in JDEPLAN env.
3. Go to GH961 from Fastpath.
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4, Select Custom installation plan and Prompt For Values.
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5. Select the processing options (2 for verbose mode).
M Processing Options

Prompt Mode |Pmcess Model Default Model Status Ch: 4 | 4

Enter a0 for Silent Mode. This mode will only show the data entry forms.
Enter a 1" for Additions Prompt Maode.  This mode will prompt for the
addition of multiple servers. This is the default mode.

Enter a2 for Werboze mode.  Thiz Mode will direct you through the
process with a series of Prompt forms.

Frompt Mode

Help 3¢ Cancel

6. Enter 1 in the Installation box.

Oracle JD Edwards Installation
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M Processing Options
Prompt Mode Process Mode |Default Model Status Ch: 4 | 4

Enter a 1" if pou are adding servers to your exizting zetup. This will step
through the process of adding different tppes of servers [Deployment,
Enterprize, Data, J&5] to your existing configuration.

Enter a ' or leave blank if not adding servers to your existing zetup. This
is the default.

Additional Servers l:l

Thiz value must alwayps be a '1* for the Installation process.

Installation

Help | 3¢ Cancel |

1. Select 1 at runtime.

M Processing Options

Prompt Modei Process Mode Default Mode IStatus Ch: ¢ | ’l

-
Enter one of the following values for each default Options:

' - Do not take defaults and do not prompt.

1" - Prompt for defaults option at runtime.

‘2" - Always take defaults without prompting. This iz the default

Default D ata Source Information
Default Environments
Default 0ata Load
Default Advanced Parameters

Default Languages 1 .'_l__l

Help | 3¢ Cancel |

8. Select the values.
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M Processing Options
Process Model Default Mode Status Change |Comp|eti 4 | 4

Enter the Detail Status for the line to be changed to when the following
actions are taken:
Mark &z Complete must always be B0

Disable

Enable

= =
o o

Help | 3¢ Cancel |

9. Select 2 for the Finalize and Validate plan.

M Processing Options
Default Model Status Change Completion |Rep|ication 4 | 4

After defining a plan, there are several processes which can be run. For
each of the processes, enter one of the following values:

‘0" - Do not automatically rn,

1" - Prompt to be run.

'2" - Run automatically

Finalize Plan. The default for this process iz '2'
to run automatically.

Walidate Plan. The default for thiz process iz '2' -
to run automatically. -

Help 3¢ Cancel

10. Add Custom installation plan.

& Custom Installation Plan - [Work with Installatson Plans]

. Ele £k pref Eow Window Help
v B o+ | @ = 1 & & W
| Eelet Find  Add ||;e| Close Seq. New. Dis. Auo_.l"m ¥ Evwd ot [Sinemat

11. Enter a name and a description for the custom plan.

Oracle JD Edwards Installation
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& Custom Installation Plan - [Installation Planner]

S Ek Edt Proforerces Form Widow e =181 x|

v 5 Btg_ M| ks w Deplo.. [BIOLE.. [3)imemet

Narne FATINSTALL

Descrigtion |C1sca WCS-bare metal instal]

Status [ro In Planning
Install Type:

[ & Install  Upgrade € | Gaftware Update (ASLIESLY) ‘
Release:

{ To Relgase E300 ‘

o Custom Installation Plan - [Work with Installation Plans] IH[=]

&) Fle Edt Preforences Row Window Help

g 2l
]aal-n F'%d ;u n!u.. Glose Sog. v of nﬁ_]”m VG GRS (g

= ) Plan Information

@ Location = E3

Aplan must be associated with a location. I you would like to
define 3

press select

F B s 3€ concal

12. Enter a location and click OK.

@ Custoem Installation Plan - [Location
€ Fle Edt Preferences Window Mep

| o Lo & 2 |uns vom. @ote.. Gumema
(fee]
Locaton |cisco
peseraten [ciscomaa
Location Code —
Parerd Location I

< | x &

l_ﬂd - a”uﬂm woup. FOE. [Fntemet
o]
Lacation [ciseo
Description |cisco nia
Locaion Code |
Parent Locaion I

13. Enter the details for the various JDE servers.
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& Custom Installation Plan - [Deployment Server Revisions]
O Ee Edt Preferences Form Window Help =181 x|
g Btg_ bl Ium w e [BOLE..  [Finemet
Machine Usage l’ﬁ_ Deployment Sarver Location Cizco
Machine Name W Primary Uger I:IUE
Description [septoyment svf
Retease B
Host Type F It NT
Wiorketation - rterprise | Data | bl | crvstar | o |
Primasy Deployment Server ||_
Servar Share Path fesoo

14. Enter the Deployment Server share path and description.

15. Enter the Enterprise Server installation path and description. Also enter the name of the deployment

SErver.
& Custom Installation Plan - [Enterprise Server Revisions] [_ ][]
@ 1 Fle Edit Preferences Form ‘Window Help R

Js/xﬁ?@

0K Can.. Dis.. Aho

JLmks w window [$]OLE .. []Internet ‘

machine Usage IZD Enterprize Servar Lacation Cisco
Machine Name JDEAPP Primary User HDE
Description |Enterpnse server

Release ES00
Host Type a0 Intel WNT

Wiarkstation Deployment - Data | HTML | Crystal | Chls I
e~
Fort Mumbar 6015

Logical Machine Mame IJDEAF‘FW

Databaze Type |5— SOL Serverj ODBC
Server Map Data Source IJDEAFP1 - 900 Server Map
Installation Fath ID'UDEdWardsleHDD\ddp

Deployment Server Mame D EDEPMGR] ﬂ

16. Confirm the default datasource information.

& Custom Installation Plan - [Work with Installation Plans]

@i Fle Edk Preferences fow Window Help

v 4 x # & & W
|so1m Find  Add Q: Cloas Beg. New Dl )&o”um vz e o

8 Plan Information
& 20 PITINSTALL(Cist0 UCE-bare mital inatall)

& vata Source

Ifyou are using JOEdwards standards, you can lake the
defaults. Otherwise press CK, fo define datasource
infarrnation.

Iﬂmnmm|

17. Verify the installation information for the HTML server. Input the ports, server URL and installation
path.
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ustom Installation Plan - [HTML Server Revisions]

Release IEg[n]
Host Type Iﬁn Intel NT

1= B

JElle Edt Preferences Form  Window Help =121

v | X & e J )

Links
J e w Window [S]OLE ..  [#]Internet
Ok}

Wachine LUsage |3n Javaspplication Senver [Lacation Cisco

Machine Mame IJDEHTMU Primary User LDE

Description I.JDE JAS

Warkstation IDemnvment |Entemr\se |Date ‘Cwsta\ |CMS I

Frimary HTML Server

1
Protocal lr

Server URL Ihﬂp'mdehtmm 7501
Hitp Port 7501
Default Lagin Irjdersewleﬂhtml login

Installation Path ID Wraclewiddlewareluser_projectsidamainsiE1_JAS

Deployment Server MNarne

Save record |

18. Verify the database specific installation plan information.

) Custom Installation Plan - [Wirk with Tnstallation Plars]

) Fie Edet Preferences Row Window Help
v B o+ @ ox
Setoct Find  Add  Del.. Close ¢

Flan Information
% () PITINSTALL{Cisto UCS-bare metal instal)

B »ﬁ“""‘“ v Epand B0 Bintemet

@ Data Server

Ifyour database resides on @ seperate server, press OK 1o
dedine your data server To select an exsting data server
Hiyou do notwaritto dafine & data s
skip.

goiect | swp | 3¢ conca |

19. Enter a machine name and datasource type.

& Custom Installation Plan - [Data Server Revisions]
B B Preforences Form Window el ETES)
I Tl Btg_ IE?]unla w wingow [BIOLE .. [Firemet
'_l‘.‘a.'hlneusane l?ﬁ_ Data Server Lacation Cizco
Mathing Name poecer Frimary User 0E
Diescrigtion o8 server
Release Ea00
Host Type o et
withstation || Depioyment | Enterrise -HT'-‘_ | crystar | ews |
I Data Source Type: ._ﬂ I

20. Verify all data sources.
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stom Installation Plan - [Data Source Revisions]

ile Edit Preferences Form  Window Help

Oracle JD Edwards Installation

o]
=151

J-/x&k@

0K Can. Dis.. Abo

JLmks w Advan.. [8]OLE .. [#]Internet

Data Source Mame
Bata Bolrce Uze

Data Source Type

IData Dictionary- 800
DB Local Data Source

—

SGL Serverf ODBC

[T JDBNET Data Soutce?

Data Class 5] Data Dictionary
Platfarrm NTSVR INT Server
Database Server Name |JDEDEM

‘ SOLMBDEOLEDE. | Oracle. | DEZ0SM00 | DEZUBE | Access | Logical | Lacal Oracle

Object Owner ID
Datahase hlame
Database Instance

0ODBC Data Source MName

D080

[soEs0a

IJDEDEM

21. The Data Dictionary data source configuration displays. The platform,server name and datasource

type are accurate.

22. The Object Librarian data source configuration displays. The platform,server name and datasource

type are accurate.

stom Installation Plan - [Data Source Reyisions] [_ 1Ol <]
) File  Edit Preferences Form  Window Help =i 5'|5|
ARENE
inks w Advan OLE Internet
J OK |Can.. Dis.. Aba B ]
[

Data Source MName
Data Source Use

Data Source Type

[owject Librarian - a00

=
—
=

Local Data Source

SGL Server! ODBC

[T JOEHET Data Source?

DataClass Ohject Librarian
Platform MNTSVR MT Server
Database Server Name [1oEDB!

‘ SaUMEREOIERE. | oracle | pezosuon | oBaube | mccess | esical | Lacal Oracle

Ohject Owner 1D
Database Name
Datahage Instance

QDBC Data Source Mame

aLang

(IEE

[1oEDB!

Save record

=

#

23. The System data source configuration displays. The platform,server name and datasource type are

accurate.
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@ Custom Installation Plan - [Data Source Revisions] H =
i:‘ Ele Edit Preferences Form MWindow Help =181

v i x & 8

Links
J B i w Advan.. [@]OLE.. [&]Internet
Ok

Data Source Mame |System - 900

Data Bource Jse DB Lacal Data Source

Data Source Type S SGL Server/ ODBC I~ JBBHET Data Source?

Dotz Class k] Systemn
Flatforrn NTSVR NT Server

Database Server Name |JDEDEI1

‘ BOUMEDEGLEDE | oracle. | DEz0sMon | 0B2UDE | Accese | Logical || LocalOracle
Object Owner ID SY800

Datahase hame |JDEEIUU
Database Instance I
0ODBC Data Saurce Name |JDEDEI1

Save recard |

24. Select the Default Environments and Default Data Load options to configure valid environments and
loading relevant environment data.

& Custom Installation Plan - [Environment Selection]

e Edt Preforences Mindow el

=180 |
] v 9; n‘g_ M‘f]um w Displ.. [BOLE.. [3intemnet
. | [Defaull Enviranments)
o configura all vakd your box
evironments.

¥ Dafault Data Load

pBOnS default for loading cadbee Otherwise,

X Diata Load bewty
override the data load oplons.

25. The Business Data data source configuration displays. The platform,server name and datasource
type are accurate.
@ Custom Installation Plan - [Data Source Revisions] [_]C]
C) Ele Edit Preferences Form Window Help

=181

o X il @JLmks
J S i e w Advan... [S]OLE .. [&]Internet

Data Source Mame |Eusmess Data - TEST

Data Source Use DB Lacal Data Source
Data Source Type S S0L Serveri ODBC

Data Class 2] Business Data
Platform MNTSVR NT Server

Database Server Mame |JDEDEH

[T JDBNET Data Soutce?

‘ SOUMEDE OLEDE | Orecle | DEZosmeog | oEubE | Acese | Logical | Local Oracle
Ohject Owner ID TESTDTA

Datahase Name |JDE7DEVELOPMENT
Datahase Instance I

0ODBC Data Source MName

[1oEDB1

=

L

26. The Central Objects data source configuration displays. The platform,server name and datasource
type are accurate.
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stom Installation Plan - [Data Source Revisions] E =
JElle Edt Preferences Form  Window Help =151 %
o X il X JLmks
J e w Advan... [S]OLE .. [&]Internet
o]
Data Source Mame |Cemra\ Ohjects - DVA00
Data Source Use DB Lacal Data Source
Data Source Type I SGL Serverf ODBC I™ | |DBRET Data Soutce?
Data Class i Central Objects
Flatfarrm NTSVR NT Server
Database Server Mame |JDEDEM
‘ SOLMBDEOLEDE. | Oracle. | DEZ0SM00 | DEZUBE | Access | Logical | Lacal Oracle
Object Owner ID DVa00
Database hame |JDE7DVEIUU
Database Instance I
0ODBC Data Source MName |JDEDEM
Save record | :‘_::i: ‘
2]. For the central objects datasource, verify that the following checkboxes are selected.
@ Custom Installation Plan - [Advanced Set-Up] [_[O]
@ 1 Fle Edit Preferences Window Help _ 18] x|
VAR . B J
Links
e w Displ.. [SJOLE ... [3]Internet
IC | Clustered [T LOB Data Type Support
¥ Unicode

& Decirnal Shift
¥ Use Julian Dates
¥ Supportfor Locking Updates

[~ OCM Data Source

¥ Use Tahle Owner

[~ ABr400

I~ RN Eal

BLOB Suppart

rrEtted Yot o

28. The Control tables data source configuration displays. The platform,server name and datasource

type are accurate.
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FE

& Custom Installation Plan - [Data Source Revisions] H=

@ | Flle Edit Preferences Form ‘window Help =151 %
v X oF K JLlnks

J G b w Advan.. [@]OLE.. [&]Internet
oK

Data Source Mame
Data Bource Use

Data Source Type

ICnmmITahles - Test
DB Local Data Source

—

SGL Serverf ODBC I IDBHET Data Source?

Dotz Class T Control Tables
Platforrr TSR INT Server
Database Server Mame IJDEDB1

‘ BOUMEDEGLEDE | oracle. | DEz0sMon | 0B2UDE | Accese | Logical || LocalOracle

Object Owner ID
Datahase hame
Database Instance

0ODBC Data Saurce Name

TESTCTL

|JDE7DEVELOPMENT

IJDEDEH

Save recard

29. The Versions data source configuration for DV900 displays. The platform,server name and

datasource type are accurate.

stom Installation Plan - [Data Source Re:

ns]

@1 Fle Edt Freferences Form Window Help

v o x & e J
Links
J N e B w Advan.. [@OLE .. [#]Internet
Data Source Name IVersmns - bvano
Data Bouree Use DB Local Data Source
Data Source Tipe 5 SOL Server/ ODBC = IDEMNET Data Boutce?.
Data Class [/ Wersions
Platfarm NTSVR NT Server
Database Server Mame IJDEDE‘\
- SOUMBDECLEDE. | Oracle. | DEZoSM00 | GBZUDE | mocess | Logical | Lacal Oracle
Ohject Owner ID D300
Datahase Name [1DE_Dvaon
Database Instance I
ODBC Data Source MName IJDEDE‘\

30.

Click No. Do not install another location.
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CiFle Ed Proferonces Row Window Help

v B O+ @ x © & & 8
Gelect Find A3 Del. Close S0 Lev Dis. Apo |"'"'°' i Expsed [ OLE = W) etemet
= ‘3 Plan Infoematon

1 ) PETINETALL(Cisc0 LGS Dare matal mstall)

@ Location

Would you like b0 add another Location

ol sy have mose Bhan ong location that 15 separated by &

AN, Iyou would like b define an additional iocation, press

Yes. You can define addifional locaons al a laber ime. Other
wige press Mo bo continue.

31. The plan is finalized.

@ Curstom Installation Plan - [Work with Installation Plans]

@i Fle Edt Froferences Row Window Heb

- 4 X f & L3
B LR A B »«lzo“""""s B e e

= =i Plan information
3 PITINETALL{Cigen UCE-bare mgtal install

The plan has bien finalized. Press OK o conSnue,

« o |

Oracle JD Edwards Installation

32. The Planner Validation Report, R9840B runs and shows all records have been validated

Fie D Vew Took Apphostons e

e

[ Ik allation Fan
F-4 -
Prbg e
= o ETl 2 gl [BoE . [Bsemet
= | i lom || s wou Bote
wdt
2 j. [T —— - Oultad S A EiE
&3
= G o] I™ CiAmatacn tame
 To Prntee
o B CBY
J3at recria |
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TN . ST W Lo\ @ i)
File Edit Wiew “Window Help Ed

BoBe=|® ® ] [eo ]| BIE | @ 8] W
i

Comment Share

W mem
Installation Flanner Validation Page 1

—— el Sptcason o Mo Pt
Il o owm e Venio e T Vo Rt
Tuk 5 e s S s te
Locato i Lo [ = Pr——
f— [
o R
SQLSERVERODBC,

Installation planner validation finished successfully.

Installation Workbench

1. Execute the custom plan previously created. Sign into JDEPLAN on the deployment server, choose

GH961, Installation workbench and prompt for values.

# 0 (s e
Fe Bt Vew Took Apokcatens Fep

||t |
L °f x fal

Marsi Do Mo Pitaring o Fan

= ) Eniarprisatine Lie Cyow Tocis | Ay Fcies = L) Syviem natatn Tao
L bl ton Devplcprment 3 Trpxatinntasnn Plen
] 21 Curmm imautuscn s
& 2 System Aoerssiraton Tooks 21 Ad-on Bervers Fian
: L Visrkaom Wanagermart

4 2 Vil Dvromiirpersbst

o
Tuk R Dt S e o
it

2. Enter 1 for the unattended workbench mode.
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M Processing Options
Process |

Enter the new Plan Detail Status
Enter a 1" for Unattended ‘Woaorkbench Mode or

a 'l for Attended Mode. The default is 11* far
Unattended tode.

Help 3 Cancel

3. Search for available plans.

@ installation Workbench - [Work with Inst allation Plan]
&I Fle Edt Preferences Window Help =1®] x|

,se‘llul &l‘id Ql:;e sg... Nﬁ og ’:E.]um VES RS Dk

Plan Status Date User
Plan Hame Description Siatus Description Upeated 0

4. Select the previously created custom plan.

v | B x & & 8
| golect] Find Gloso Seg.. Hew.. Dis.. Ago||™® ¥ Dol BIOLE.. [intemet

Plan Status F

5. For the unattended workbench mode, all workbenches are completed without any intervention since

no task breaks were set.

@ Installation Workbench - [Congratulations]
Edt Preferences Form Window Help =|& x|

&
Firish Db, Ao nks w Finish  [B)OLE .. [Fintemet

Installasion Flan completed successtultd
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@ installation Workbench - [Work with Installstion Plan]

€ iFle Edt Preferonces Window Help =181.x]

.Be‘ﬁtt F% g:ﬂ sg__ Uﬁ nﬁ.. ,:slum w Displ. [BIOLE.. [Bintemet

Plan Statusg r

The plan status has changed from validated to installed.

Change Assistant

Download the Change Assistant from Oracle updateCenter onto the Deployment Server.

JD Edwards EnterpriseOne and World
Change Assistant - Version 3.0

spphcaton. Change Assntant slows £ tors, Thit spp 8 4 g Bee 13 hels mansg mur
-

Fiations inciuste o bowiny

+ Diafict Catimgory for s#atiiing Spacic defects Sch 44 mamory ind perfomancy concerms

© W W B0 300 v D e 1 38 080 For Dees Dapbayment of packages

+ Iedvarscod Saareh nciuting. Dase Ringes, Sritem Cocs Seaiches s umple Obiect Selecten

Setrcriptions
+ Mot Chamge comaansg cuen packages 1o SuperTeded
+ Whogy lond Dirwmloadiong (1145051 e

shews s wetion

+ imgact ORI MAIMaNeS T ITOCT ANaSIS IO 388N
+ Vsl LIDC sl Ghrsscary Cmmpuars (55800 Mitomalid oS0035 1) Lsclite T Atoenated Soecial insinucssn
+ Bupert Ior depiting Orachs Businets Azcabistors e J0 [dwieds [aterprisecins

* Erhanced JOBC drer suport

+ JD¥ 1.8 Buapat

Itsing Changs Asistart

) i 3 pdate 14 for 30 LJRE 1 810_20) Ba w rom 2 Ty S
CHARge ASSIIR are 12 DR AEALABENS WhAN reduire T 11 B varsion Of e JRE

e, E, C and wpced

) Enang
MR 10 =4t 3 3 8 abeL w134, OF Corfegarion Asdsatint

Installing the Change Assistant

Install the change assistant on the deployment server.

Name = | Date modfied | Type | sze |
)i 18c 2/19/2012 10:07 AM P Feider
| Servertnagar Z{20/20125:34 AM  Fde Folder
b winChent fzofzo12

AM File folder

1 vizezs-01
1 v1zez9-01

1, vizez0-01

Downloading deploymenttools.jar

s vize31-00
|1 1243200
[ viz4s3-01

Name: ElJarFilelnstaller CLISTOMER
Publisher: Oracle USA, Inc.
From: hitps: ffupdatecanter oracke. com: 443

Raad 2,54 of 4.4M (57%)
LU =]

Installing the Baseline ESU

1. On the Deployment Server, sign into the change assistant using your Oracle support credentials and
drill down under search for packages>JD Edwards>Electronic SoftwareUpdate>9.0>9.0 baseline
ESUs. Choose the unattended mode and click OK.
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Oracle | ID Edwards EnterpriseOne and World Change Assistant =]
Fle Edt Vew Package Heb A

Change Assistant (JDEDEPMGR)

1) Mews and Links

(2 Yiew SARJBUG Details

@8 Search for Packages

£ My Queries

=G D Edwards

& Configurations

£ Electronic Softnare Updates

9.0Fix Current
9.0 Performance and Memory
asset LFecycle Management
Business Services

Distribution

Francials

Homebuider Management
Human Resources
Manufacturing

payroll

Project & Govt Contract Accounting
Project Management

Real Estate

Time and Labor

BP Sets

RARRPRLLPRIVRVRLRD 2
q
3

ESLs since Update 2 (9]
G Inling Yisual Assist
G ERPB.O
-G Localizations
G Planner Esls
=

14{2010) Mo Localzations

& Year End
& EnterpriseOne Tools Releases
-0 0 Friwards Wrld Dovwnlnacs.

=] | @8 advanced Search | 7 telp ) 9.0 Baselne EsUs (1) |

x|u-|a s

Results 54 of 54

[ Unettended [V Backup [ Create OV Praject and Package Assembly,

[ Name | Description | type | Platform | Release |  Status | Dep...|Base..[#of..|  Date size
A iss ESU_ILIS706_L{24/12 Electronic So... CLIENT a0 Downloaded  Yes  Yes 155 JanZS, 2012 3MB
A sz ESU_IL18423_12/13/11 Electronic So.,.. CLIENT 2.0 Downloaded  Yes  Yes 158 Dec 14,2011 1MB
CEME Downloaded  Yes  Yes 680 Decs, 2011 3MB

e e s e e
[Fox ‘ X Cancel ‘ Dowrloaded  Yes  Yes 540 Now 23, 2011 | 4 MB
Congr Retun the selected parameters Downloaded  Yes  Yes 188 Novo, 2011 ZVB
Downloaded \Yes  ¥es 1273 Augd,Z0i1  SMB

Downloaded  Yes  Yes 388 Jun 15,2001 ZME

i beiIzlon 2! Downloaded \Yes  ¥es 1141 Apr15,2011 |3MB
Meme:  [drectDepioy o0 Baseine Downoaded Yes  ¥es 7S Apr7, 201l 3MB
e Dowrloaded  Yes  Ves 78 Aprs, 2011 3ME
Downoaded  Yes  ¥es | 2334 AprE, 2011 1SME

« X |54 Packages Selected |

Path

Select ol

Enviranment Description

sk
Spec Merge:

= .
D £500 Pristine Environment Pso00

4 I’-_l_I

= I I ]

R to the bakch; 5+

[ Hamber

[eea] b 1] ] &

2. Wait for the ESUs to be downloaded and applied.

-G EnterpriseOne Tacls Releases
55 10 Frwarr Wi Derinde

| 3D Edwards EnterpriseOne and Worl M= E
Fle Edi View Package Hep
Change Assstant (JDEDEPPIGR) =] | @@ advanced search | (71 tielp 2 9.0 Baseline ESUs (1) |
1 News and L
8, View SAR/BUG Details v % | ("4 '| & '| Z] '| B I Results 54 of 54 ? »‘
- @ Search for Packa
® e s e L T e e e e = |
4 e TR P = = Complsted  Yes  Yes 157 Jan 25,2012 308 b= ]
B Eduerds B Change Assistant Deployment Summary E
@ Configurations Complsted  Yes  Yes 160 Dec 14,2011 118
£ Eectoric Sftnare Updtes Wy Complated  Yes s 691 DecB, 2011 3MB
-& 8.10 G\ L
3 i TRYS5_90_ESU_Baseline ! Ld Complsted  Yes  Yes 392 DecB, 2011 5B
e ﬂ’ Complsted  Yes  Yes 542 Mov23, 2011 41MB
@ a2 - Complsted ~ Yes  Yes 190 Nov9, 2011 2B
@69 z Complsted  Yes Yes | 1278 Aug4,2011 5B
-& 9.0 s -
S o :I Complsted  Yes  Yes 0 Jun 15,2011 2MB
G 9.0 Perfomance and Memry Complsted s Yes | 1143 Apri9,2011 3B
& Asset Lifacycle Management Complsted  Yes ¥es | a7%8 Apr7, 2011 3B
- 1L12083 - ot Run
g9 business Services ) Complated  Yes Yes 30 AprS, 2011 3HB
i R JL15573 - tiot Run
8 i () w1573 Completed  Yes ¥es 2397 Apr5,2011  1SMB i
& Financials (F) JL14664 - Hot Run = == =
& Homebuiider Management
& Human Resources () 216357 - tiot Fun
-G8 Manufacturing
G payroll (3 JL18T06 - Mot Run
CE Project & Gov't Contract Accounting (B 1L11935 - Hot Run
CE Project Management
& Real Estate (%) L12914 - Not Run
G2 Time and Labor
5 7% 113739 ek i =l
@
& EsUs since Update 2 (9/14/2010) Ho Localzations @t | @ | Xoos |
¢ Inline Yisual Assist
-& ERP 8.0
& Localzations
& Planner ESUs
& e —
& Year End

(including dependzn

Advanced Search

o 2] ]G]
[ '€ Erterprisacne; Deployment server | E900 || @ andhiman@cisco.com || (1) cUsTOMER || (@) CUSTOMER
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! Change Assistant Deployment Summary [ [
(=TT
TRY5_90_ESU_Baseline ﬂ’
@ JLIT2017 - Siccesded %5

€2 IL13564 - Succesded

{2 12849 - Succeeded

€ 12533 - Succesded

2 12483 - Succeeded

€ 11703 - Succeeded

2 12252 - Succeeded

€2 IL18803 - Succesded

D 12179 Succeeded

€2 12053 - Succesded

[ Show Details | i Start | @ Fause

The baseline ESU application finished successfully. Apply the special instructions for the baseline
ESUs. Some special instructions pertaining to localizations for specific countries might not be needed
for your install, so it is essential to read through the special instructions.

UL2 Install

The Oracle-JDE DIL kit requires the JDE application level to be set at 9.0 update level 2, so UL2 is
applied to the installed base application. The UL2 file was downloaded from eDelivery and extracted
through winzip. The RunlInstall.exe is opened using run as admin.

8 ot e HURNOSATI  Sen Informston i
L e [ HURNO LA e =

oG UG e 1w
b Lo o P BRI ATIIN St Infuemation [T}

B et IO ILIAN  HTML Dot I}

) ratabanag WA RAM fon "

 Oractos MDA G ™

e WM 2R Vet Dt e

. R0 o sopkaton am

2] tene LT 2w Sebg bt o

1. Select UL2.
:'-_J- JD Edwards Install Manager E

ORACLE’
JD EDWARDS ENTERPRISEONE

Install:
9.0 Update 2 Installation

2. Click Next.

r Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage



4 Client Workstation Setup

Client Install

ORACLE’

Oracle JD Edwards Installation

Wel to the JD Ed 1s€ | E ise0ne Client
installation program.
F—

The Application Update - ULZ2 installation program cannot update shared files if
the files are in use. Before continuing, please close any open applications.

Click Mext to continue or Cancel to quit.

1f you would like to know more about the setup process, click the Help button.
In the following setup screens, click Help to obtain a more detailed description
of the zetup screen or itz options,

< Back I Mext » I Cancel Help

3. Click Next after the disk check completes.

« Client Workstation Installation Setup Type

Client Install

ORACLE’

 Select Setup Type
&+ uL2
uLz
Install Path: |E:\JDEdwards\ESDD _I
Dirive | Space Available | Space Required |
SCh 71001 MB 810 MB

< Back I Finizh I Cancel Help

UL2 is installed.
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:'-_J- ID Edwards Install Manager x|

ORACLE’
JD EDWARDS ENTERPRISEONE

Install:
9.0 Update 2 Installation

Installation Complete E3

% JD Edwards Installation Succeeded!
o

Thank you for installing Application Lpdate - ULZ2,

4. Perform the software update after signing into the Active console on the deployment server and
apply UL2 to the chosen environments.

Fle £t Proiweces Fom Row Wede e al® 5]

[ B ot o o2 o 5 [ vomm e G

Installing the Server Manager

1. Download the Server Manager binaries from Oracle eDelivery onto the Deployment Server.
Right-click the smmc_setup executable from the disk1 folder, which is created after unzipping the
contents of the zip file downloaded from eDelivery.
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1 Favortes —_
L

[y ——
B Foncat Facws
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W ot
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dhward:
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Gt mafed T e
ZEOENZ SN e ke
IONITIE RSN S formatns 1

Welcomue to the InstaliShield Wizard for JO
1 L Console

E Server nag g

T VoW nstal O Mannager Manspe:
| Conacle oy ¢

Managament Totaniris, chocse e
Cansale 0 Ehwiret ol vl WS Minibgphiral ondin

O ncIDE w8
Filp iwwen Oraci oM

R

2. Select the install location for the Server Manager.

2 1D Edwards® Server Manager Management Console =

Click Mext to install "JD Edward=® Server Manager Management Console” to this
directory, or click Browse ta install to a different directory.
JD Edwards
EnterpriseOne
Server Manager
Management
Console

Directary Mame:
Chjde_hame

Erowse |

ORACLE’

= Back | INext = I Cancel

3. Enter the admin password for the Server Manager.
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O 1D Edwards® Server Manager Management Console [_ [ =]

Server Manager
Management
Console

ORACLE’

Enter the passwaord for the jde_admin user. Enter passwoard twice to verify,
User name cannot be changed.

Admin User: dee_admin
Enter Admin passward: |m-m-m

Re-Enter Admin passward: Im-m-m

= Back | [Next = I Cancel

4. Select the port number.

2 1D Edwards® Server Manager Management Console =l

Server Manager
Management
Console

ORACLE’

Enter the value of a port numhber to be used by the Management Console.
This port number cannot be in use by any other application. Validation will
not oceur, you must ensure that the port provided is not in use for the
Management Console to startup successiully.

Management Console HTTP Port: |aggg

= Back Cancel

5. Click Install on the Summary page.
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Installing the

£ 1D Edwards® Server Manager Management Console [_[o] =]

Flease read the summary information helow.
JD Edwards® Server Manager Management Console will be installed inthe
following location:

Server Manager Clide_home

Management with the following features:

Console Management Console local deploy
for 3 fotal size:

950 MB
ORACLE’
= Back | Install I Cancal
6. Click Finish.
2 1D Edwards® Server Manager Management Console [_ O] ]

Server Manager
Management
Console

ORACLE’

Flease read the summary information below.

The InstallShield Wizard has successfully installed JD Edwards® Server
Manager Management Consale. Choose Finish to exit the wizard.

Readme file content{location: Cljde_homelreadme td):

# Oracle JD Edwards|EnterpriseOne

# Server Manager

# Management Consale

#

Installation lacation: Chjde_home

Installation log files are in: Chjde_homelogs falder.
Management consale URL: hitp: i JDEDEFPMGR:8989/manage

¥ Launch Management Consale Application in browser.

The Server Manager is installed.

HTML Server

The Weblogic (WLS) 10.3.5 binaries were downloaded from Oracle eDelivery and the Weblogic Sever

Oracle JD Edwards Installation

was installed on the HTML server. Please refer to the link below to install Oracle Weblogic Server 10.3.5
http://docs.oracle.com/cd/E21764_01/doc.1111/e14142.pdf

After installing the WLS, the following steps were performed to create a cluster on WLS and deploy JDE

HTML server on it.

A domain was created. The admin server port was configured to be 7501 (default).
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n Middleware Configuration Wizard

Creating Domain

Progress:

100%

Preparing...

Extracting Domain Conkents. .,

Creating Domain Security Information. ..
Saving the Domain Information. ..
Staring Domain Information, ..
String Substituting Domain Files
Performing OS5 Specific Tasks...
Performing Post Domain Creation Tasks...
Domain Created Successfully!

Domain Location: Di\Oracle\Middlewareiuser_projectsidomainsiEl _JAS
Admin Server URL: http: /fIDEHTMLL: 7501

ORACLE’

Start Admin Server

Configuring the Cluster

1.

{ZHome Page - E1_JAS - WLS Console -

GO~k e

dows Internet Explorer

Sign into the admin console using the user and password configured during WLS installation.

[_[=]

tal?_rfpb=truce:_pageLabei-| ac

B[4 x| [Feng

3|

Fle Edit Wew Favortes Tools Help

S Fevoritss | g% @) Suogested Sites = | Web Sics Gallry ~

€ Home Pags - E1_JAS - LS Consols:

% v B) - L0 o - Page~ Safety - Tooksv @~

Change Center
view changes and restarts

Click the Lock & Edit button to modify, add or
deliet ikems in this domain.

Lock & Edi

Release Canfiguration

Domain Structure
E1_15

- Environment
“Deplayments
“Services
~Security Realms
- Interoperabilty
Diagnostics

« Search the configuration

o Use the Change Center

« Record WLST Scripts

+ Change Console preferences

+ Manitor servers

Dane

How do1... g

ORACLE weblLogic Server® Administration Cansole

&) Home Log Cut Preferences

Home

Home Page
Information and Resources
Helpful Tools
= Corfigure applcations
= Corfigure Gridkink for RAC Data Source
= Recert Task Status

u Set your console preferences
Domain Configurations

Domain

+ Domain

Environment

o Servers

o Chusters

+ Wirtual Hosts

o Migratable Targets

o Coherence Servers

Coherence Clusters

o Machines

Work Managers

+ Startup And shutdown Classes

Welcome, weblogic ‘ Comected to: E1_JAS

General Information

= Common Adwiristyation Task Descriptions
= Read the documentation

= Ask a question on My Gracle Support

= Oradle Guardian Overview

Services Interoperability
« Messaging

a M5 Servers

o WIC Servers

« Jok Connection Pools
= Store-and-Forward Agernts

=I5 Madules Diagnostics

= Path Services « LogFies

= Bridaes * Diagnostic Modules
+ Data Sources o Diagrostic Images
o Persistert Stores o Request Performance
« ML Registries o archives
* ML Entity Caches o Context
+ Forsion INDI Providers o sump
« Work Contexts

o iCOM

Charts and Graphs

[T T [ [ [ [ Trusted shes | Pratected Mode: Off Fa- R -

2. Go to Environment>Cluster>Lock&Edit>New. Name the Cluster E1C1.
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% 10.104.109.41 - Remote Deskiop Connection i
reate a New Cluster - E1_JAS - WLS Const

indows Internet Explorer

Oracle JD Edwards Installation

@?j ) w [i€] e/ fidehtmis 7501 fconsolefconsole.portal?_nfpb=true_pagelabel=CoreClusterCreateCluster
S Favortes | % @] sugmested sies = ] Web sies Galery +

8 Create aNew Cluster - E1_1A5 - WS Console | i

ORACLE Weblogic Server® Ad

Change Center

ration Console

&) Home Log OLE Preferences

Record Help
Yiew changes and restarts HSMTRFE S 3 DL U SEE

o pending changes esist, Click the Release

Create a New Cluster
Configuration button to sllow athers ko edit the
domain,

oK | | | cancel
Lock & Edi

Cluster Properties

Release Canfiguration

The following properties wil be used to create your new Cluster
T * Indicates required fields
15 -
= Environment “What wauld you ke to name your new Chuster?

*Name:

Messaging Mode:

~Deployments
~Services Unicast Broadcast Channel:
~Seruriy Bralns 2

How do 1. 5] Multicast Address:

« Configure st
orfigure dusters Multicast Po

o Assign servers to clusters
« Configure server migration n a cluster

ok | || cancet
+ Configure cross-cluster replication o | S—

<l

Cluster0

Clusters use messagin for sharing session, oad balancing and Failover, JM, and ather infarmation between cluster members. Clusters can use either Unicast or Muicast messaging. Mulicast s a simple broadcast
technology that enables muliple anplications to subscribe ta 3 aiven IP address and pork rumber and isten Far messages, but requies hardware configuratian and support, Uizast dos not have these requrements,
What messaging mads shouid this cluster use?

Unicast

233.182.00

7001

3. Click OK.

G D R e Tok e

88 Sy o Chamrs -1 - W3 Corale | 1
ORACLE Weblogh Server® ssmisisration Canssle
Chasge Conter 1) ome Log Out Frafererces (] Bwcord e

pe e [
Pancing changes st Thary weat be sctiestsd. =
e T © Cuatar oustmd ey

Wekome, meblogic | Corrected 1z £1_1A%

Shong 1101 f | Fravous | st

[ |

S Lta 1 L Fravican | st

4. Click Activate Changes and then click Machines.

ORACLE Weblogic Server® Aamisisration Consele

Change Center ) ome Log Out Frafermrces [ 5o e

i Vo sy # hatrs ey o Pk
Hensagen

Clck the Lack & £ bautton bo modly, #d o

Wektme, meblog | Ccrrctnd = 11_1W

i

Shorg 10 0o 0 Fravis [ Nest

Sowrgta 0ot 0 Pravus | Nast

5. Enter the cluster node name.
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SHRACLE Wabloghe Sarver® Administisson Conssle

D o Ly, Profmmces [ A s Wekcome, mebag | Corraciad 2 11_1a8

“hange Conter Lo
|-— it o ey of O sty of Mk, DI s5mmars of S shdiare Vameniry o Yarvars
o g changes st ik the e Create & e Server.
Corfur st 1 3 ko ot L o e
k| | | | | o
o 8 6
Server Fraperies
prmery— * bbestes et okl
1148 2
[ WO i i i P e
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Fsbem St 8|
b e ooy " Ve, creste s new chsber far this serves,

6. Select a machine from the list.

SHRACLE Wabloghe Sarver® Administison Conssle

“hange Conter 18 rime gt Profermeces [ tncord ey | a Wk, mebdogic |Corrastad ta: 11_IAS
e e vt o S — hrtaren VL ey of Sy WCER
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e T i T .
o e e
P E
 trercrrent
P
o e - P
iy sl Targets. N
actinas o g Sarve ot comgue (] o b o s 1
Soni @ | oy
ok Maragers o Chusten E1Ch ] 5 ot o s of Wbl S i, 1 s th e
St et P Casons i 5
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1.

Sign into the Server Manager and click Create a Managed Instance of type HTML server. Use the
port configured in the previous step.

o ——

ORACLE 10 Edwards EnterpriseOne

B =B - e - Pegee sawre Teck- -

Marageerd Dashtnand B DEHTALL | CUDE HOME | B
A

s ogutas an e ot ot S p— e ol
Conta e o s A2, 5] o o S Spmcl s 1k e
p— ———— o °
Vatarc Trpe Tt Propestos Contrmation o,
Serves Grwwps [cmma =]
Intancs tasser [EV_IAS_CT]
1208 Server [Crncie Ve e e, 1508, Do E1 JIAE, Chaster: EVCH, Borve. Vo1 5]
e )
Seltmars Companmet [bmiemeore oo, Sarve 88041 10353011 08_94 ]
r—pr——|

The JDV900 environment was entered.

st & Haraged

wards EnterpriseOne

armgerserd Dashteard B DENTALI | CADE AR | B

Create/Register A Managed instance

Pas gt Cortrusta
wwea Trw [ — ot et
FhuMar
Soststrep tvrsament (D
rede hasee () [ GLOBALNODE
e — T
PaihCodes (0 [(EVIODY
Delimdt trrraserst (5[R0S0
Betout mote 5 FALL
[e— =
_—

8. Click Create Instance.
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ORACLE 10 Edwards EnterpriseOne

Create/Register A Managed instance

Concel | Craste inatanca

Oracle HTTP Server Installation

The Oracle HTTP server is installed on the JDE HTML server.
Please refer to the links below to install Oracle JRF and Oracle HTTP server:
ADF/JRF: http://www.oracle.com/technetwork/developer-tools/adf/documentation/index.html

Oracle HTTP Server: http://docs.oracle.com/cd/E23943_01/doc.1111/e14260/overview.htm

Creating a JDE User

1. Create the JDE user by signing into the DEP900 environment on the deployment server.

_ ORACLE
JD EDWARDS ENTERPRISEONE

User ID: IJDE
Password: Iﬁ*
Enwironment: IDEPQDD
Rale: I*ALL
Ok I Cancel Options ==
Legal Info -

Copyright @ 2003-2008, Oracle andiar its affiliates. All rights reserved.
Oracle is a registered trademark of Oracle Carporation andfor its
affiliates. Other names may be trademarks of their respective owners.

2. Fastpath to P980001.

Fle 0 Ve Took dppkcatios e

L |

& "1
ety S ey

x 1 FiepaManapement
» o Sriters Asarsainen Tosth
= L Woorktom ianagemant
SRR ——

3. Click Add.
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@ Pa0001 - [Work With System Users]

€ Be Et preforences Wodow beb

AP A

[nad]
System User 1 ﬂ
System Data
Usar Source
4. Add the JDE user and set the password.
@ P00t - [System User Revisions] [_ 1ol =]
@ File Edit Preferences Window Help =& x|
v | x & 8 J
% |eom, oo Links w Displ.. [8]OLE .. [8)Internet
OF.
Systemn User IJDE
Data Source [pEFALLT
Password Im
Password Verify I“”l
Save record i

#

Oneworld user JDE is created.

@ Pan0001 - [Work With System Users]

) ||Ll|lm w Displ.. [BOLE.. [Finbemet

k 2]
System Data
User Source

5. Fastpath to POSOWSEC.

FaaPab [FROSET |

Lt EvbarpsrGre it Cycin Tosts 41y ok
n

=28 v o
BE

7. Perform the configuration for the system user mapping and password management.
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E Bt Prafwrsnces Form Wrdow e al® ]
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Installing the OneWorld Client

Use the shared location for client installation binaries on deployment server to install client on another
machine.

IEaJ.lhﬂ-llk-Ilm- Opun .-I-
W R

Gagaeae v @ Opn Bem NE Trobieihont compatiskty
e ey Fun meh graphecs prosanios [ * 1 i
W et b Fast Ly ¥ pazen
B Dombanis ™ e
W Reern P ki Buslratall @ Scan For thewati
) B ThedParty | s el e
i it Seupnr_ T ATn I, -
o Documents Sehap %40
o Music Moy Gesdi G L
i Pty WL, o 1B
B videen winLd, o’ T
L] i, B
8 Computer Qcumm|  Chsheana 158
& Sebem ic3 ] ek Lo Deleta 3 1B
| Poderigd, Fararne 13 4B
S Meswork @] ot Propatias 1iB
-1 FL ]
Inanidensaer i

1. Select Workstation Client.

o]
Thistburty
T L Saapn
Dotuments ap,
ol M Shcomapdar,
il Pretures wina,
[ Lo wiba
——
o Compuntr SErd
[ 3T Bikdaer
Poscriga,
L @] o
A nmannge,
g

2. Click Next.
The DV90OFA package is chosen.
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ﬁ Client Workstation Setup Package Selection g

Fleaze select a package to install. Filters OM |

Mame | Diescription | Fath Eodel Build Date

JDE dwa rds C:'m Development full package & D300 Mon Sep 22 00:00:00 200:
EnterpriseOne § JPSI00FA  Pristine full package & PS400 Man Sep 22 00:00:00 200;
Client Install s JPY00FA  Prototype full package & 300 Mon Sep 22 00:00:00 200:

Chent Werklaton Setap Progeess Tt

B Froduction Digects “Wioh Dewnlaprressd ©
e Work Floss Modelsr
Baa W DeanbapiTessd ©
Bl et (o (e P v D0 5 o W

Full Package Build

1. Fastpath to the Package and Deployment Tools menu after opening Active Console and signing in
as JDE (GH9083).

[ otdrb s ]}
o Ui tow lock fpokaiors e
FastPath  [GiH300) =]

& "1
ety o vy
= Lt ErepriasOng Lite Cyie Tooks A My Roles.
5 L Appis anon Devmiopmesnt
« I FivparManagemere
5 3 Srwiem Agmerveranon Toom

2. Select Package Assembly.

[t 0o mumpsirs e e i
Be G Yew Tk fookenes e
L |

& o x o
Mares Cosgr Marss Flbwerg el R
-t EndrnaaOne Lite Cyte Tooks | AR My Roies. = o Pathage ared Daphoymant Tooks
= o Appis atar Dewslopment 3 Busness Sencces Axsemsly
S Repnuanagement 31 Pakiage Aasorrity
= LI Svler Agmirsskaton Topin 3 Puikage Bute
e ——— O3 Putiage g [Aapbcaton PIEOT, Form WiSDIL_version LIOEQDO!
& L Viwew Darvpioant 2 Deplowment Maraonng

D maching ideratcaton

2 Machese Grous iomSLabon

3 Pacicage Busgbisey

B Push Package nstatason Fossuts
= L Product Packaging

3. Click Add to create a new package assembly.

B 1010430045 - Remote Dwskiog Cosesson — — ——— (o 5

= Paiag

. anh
e DV svekapirossd 1l pichings K1 - Cugskayesd
% W CVRIDLCE!DAAO0 s L] foll iy 01}
5 W EVBIOLCEMERerL b 1)
W DVBORICS VRN afler A2 fullphoy 07} - Domplopre
A W CVIODLC B phop
5 @ LIS 0 Plannws EBU_DVION
= 1 LIFS00 0 Plars EE
5 W ALIBSEDN 0 Plasews ESU_FTIOC)

5 W UL 0 Lpgate 1_PY900)

4. Click Next.
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5. Enter a package name, description and pathcode.

formation]
Mindow_Help
[-d '@J»

J Ok Can. Nel Dis. Abs Links w Next  [SJOLE.. [3)internet

To begin, enter basic information about your package.

Give the package a unique name, a meaningful deseription, and the Path Code with which it s associated.

Express Option

 Director

© Express

Package Name e E—

Description [rurog

Path Cade. [ovano

6. Click End.

[ e
EdtPreferences

[Package Component R

Form Window  Help

=l

J«
oK

*x &
Can.. Fre. bed End Dis. Abo

JLmka w SetD.. [3)OLE [3)nternet

Fackage Name DvanouCss
Path Code Dvano

1ull pkg

@ Filll I | Build Mabile Client Packane
© Update I¥ Build Business Senvices

Farent Fackage: |

Default( E900)

m

-

Fan Default(ESO0)
-+ > Datahase

Default(Central Objects - DY300)
Objects

No Features Selected

@l Festies

Default

ﬂ— B

Disconnected Databases ()

-, Eal
=) Mohile Glient Database(s)

Ll

Build Business Senices

in,

1. Click Activate.

WCES Ay
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8. Click Define

e you rabecl 0 b e compreas.

9. Select a client, the server build, and share specs.

ckage Assembly - [Package Build Location]
fle Edit Preferences Form Window Help

44 @ @ & W
Links
Toos_|| JQan.Erev. NextDis.. AguJ v Preo.. @oLe. @memer
Form

You have selected the following package 1o build. To begin, indicate ifyou are building this package for the client andior a semver.

The Express Option determines ifyau go through the Package Bulld Director of right 1o the Build Revisions farm

Package Name [pvanoucss ull pg
Path Code pay

~Build Le ~Express Opt
¥ Client ¢ Director
¥ Berver(sy © Exprass

[¥ Share Specs

Shared Location Central Objects - DVanD B

[l

r — 0 ]

10. Right-click to see a list of available enterprise servers.

i 0 L B B &8
| et 1 v 5 o . s -ls_!L"'"""" Bos - B

oo P i B 0 Wi vos weoukd bha 10 Dl s Daciag for 3 Satal Sadecl Toe SEreRrs vou wiSh 10 basdel for iy Boubde-choing on e srw

B SV R ‘-MD-“ I_._
CEPI - Ligic JCEAPF] - 900 Gatest Mg
JOERFF - RTE JOEAPF) - D00 Batead Wag
JOERPF - AP1 JOEAPF) - G0 Batead Wig
JOEBATCHI JOEBATCHI - 900 Biteai Bap
JOEBATCHI - Ligie JOEBATCHI - 900 Bitesi Bap
JCEBATCHI - HTE JOEBATCHI - 900 Bitedi Bap
(JOEBATCHI - 5P JOEBATCHI - 900 Batwai Bip
LOCAL Plini - 98
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11. Select an enterprise server

] =] W =
| » B = &‘Eﬂ- |4‘ U.!M'M'M'

v P i e O W YOO Wl o 10 b B PO IaEH 16T 3 TR Salec T BETERTE vOu WABN 10 b for By essble-riang on he spe

2
B e e —

JOERFF - Litit JOEAFF - 900 Bifebi M
JDENFF - RTE JOEMFF| - 900 Bifehi i
JDESFF - WAP1 JOEMFF - 900 Bifebi Mi
JCEBATCHI JCEBATCH| - 900 Bivebi Map
CEBATCH - Ligpe JCEBATCH| - 900 Bivehi Mg
LCEBATCHI - HTE JOEBATCH| - 900 Sivehi Map
JCEBATCHI - AP JOEBATCH| - D00 Bivehi Bap
LOCAL Plafi - 900

12. Click End.

[
Edt Preferences Form Window Help

l‘z‘J«xgaai@
Abo

0K Can.. Prev. Mexi End Dis

Package Build Re

5]

JLmKS v Eeviz. [SOLE.. [#)Internet

about EnterpriseOne]

Package Name Dva00UCss full pkg
Path Cade Dvann

[V Cliert

¥ server(s)

[¥ Share Specs

Shared Lacation Central Objects - DYA00

_ Business Function Options | Comprassion Gptions |

m

¥ Build Specification Options
& All Specification Tables Stop-Build Option |m— Continue Build on Al Errars
 Individual Specification Tables I~ Replace JOEIN
I ASVRDTL. I DOTABL I JDEBLC
I | ASYRHDR I BETHRL I FOTEXT
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The full package build usually takes between four to six hours to finish. Deploy the successfully built
package on the enterprise server.

The previous sections detailed the approach taken for installing JD Edwards 9.0.2 on a physical N Tier
Microsoft Windows environment. The benchmarking effort required the use of a weblogic cluster with
an Oracle HTTP server front-end to load balance the users among the various cluster nodes. It is very
important to check the Oracle support documents for information regarding the latest support statements
in the various JDE MTRs as well as to check for recently released patches.

Oracle JD Edwards Performance and Scalability

Workload Description

The Oracle JD Edwards (JDE) Day in the life (DIL) kit is an attempt to capture how a typical customer
interacts with the JDE system during the course of a typical day. The DIL kit accomplishes this with a
set of scripts for 17 interactive applications as well as a set of JDE reports (UBEs) which processes a
specific set of data which is part of the DIL database. Due to the availability of this standard set of scripts
and UBEs, various hardware vendors, including Cisco have endeavored to characterize JDE
implementations on their hardware platform to deliver a value proposition for prospective customers.
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The DIL kit interactive application workload skews more towards SRM applications which feature
prominently in the application workloads used by the large JDE customer base in the mid-scale
manufacturing industry segment. The UBE workload is also representative of the type of reports that
would be run by customers in this segment, though it does incorporate reports that cater to a larger
audience of customers.

The DIL workload incorporates a good mix of applications ranging from multiple line item Sales Order
and Purchase Order entries, coupled with light weight applications like supplier ledger enquiry.
Similarly, the UBEs range from long running MRP processing and General Ledger Post reports to the
short running Company constants and Business unit reports.

The LoadRunner scripts for the JDE interactive applications that the DIL kit incorporates measure the
response times for certain key, representative transactions and these are incorporated in this whitepaper.
The UBE performance is measured in terms of the total time taken to generate the report, as measured
by timings within the JDE logs for those UBEs.

Test Methodology

The interactive and batch version of the JDE E1 DIL kit was run to capture the end-user response time
variation and Batch execution rate with important system characteristics such as CPU, memory, and I/O
across the test system. All four components of the JDE E1 deployment-HTML server, Enterprise Server
for interactive user, Enterprise Server for Batch and Microsoft SQL database server-were monitored
through Microsoft Windows Performance Monitor (PerfMon), a Microsoft Windows monitoring tool.
EMC NAR files were also generated and analyzed to measure the IOPs generated on VNX5300.

Test Scenarios

Cisco invested considerable time and effort to test and execute a broad range of JDE applications
scenarios to ensures that running the JDE DIL kit against a hardware configuration, closely mimics how
a potential customer would use such a scenario. The documented response times and the best practices
to deploy Oracle JDE El server would give customers a good indication on how they could expect such
a configuration to perform when deployed in their production environments

Cisco endeavored to truly stress the hardware configuration, as well as provide customers with scenarios
which provide a mix of interactive and batch processes running concurrently. Cisco devised various
scenarios to test and record the impact of running a mixed batch workload would have on the interactive
performance of JDE applications, since batch processes are typically resource hungry, thereby impacting
the responsiveness of JDE interactive applications.

The elaborate test scenarios executed for JDE deployment on Cisco Unified Computing System are as
follows:

1. Interactive Scaling: Scaling of JDE interactive users from 500 to 7500 concurrent users.

2. Individual UBEs: Execution of individual long running UBEs on JDE E1 Server for batch/UBE
processes.

3. Only Batch: Execution of batch/UBE processes on JDE Enterprise Server without interactive apps.

4. Interactive with Batch on same physical Server: Concurrent execution of interactive users and mix
of batch processes on a JDE E1 server for interactive apps. In this scenario, the interactive and batch
applications ran on the same server and the response times for interactive applications were
recorded. The number of interactive applications was capped at 1000 users and various batch loads,
ranging from low to high UBE's were run to measure the impact of Interactive application response
times.
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5. Interactive with batch on separate physical Servers: Concurrent execution of interactive users on
JDE E1 Server for interactive apps and a mix of batch/UBE processes on JDE E1 Server for
batch/UBEs. In this scenario Interactive applications and UBEs were configured to run on separate
servers, and observations on the scaling characteristics of this scenario were recorded. Around 5000
concurrent Interactive users were run on the Enterprise server with a mix of UBEs running on a
separate Enterprise server.

Interactive Workload Mix

The JDE E1 DIL kit is a set of 17 scripts that include Oracle SCM, SRM, HCM, CRM, and Financials
applications.

Table 2 shows the transaction mix used for the JD Edwards interactive test with the JDE E1 DIL kit.

Table 5 Workload Mix
Oracle Application Percentage Weight
Financial Management System 20
Supplier Relations hip Management 24
Supply Chain Management 49
Customer Relationship Management g
Human Capital Management 2
100%

Interactive with Batch Test Scenario

In this scenario, Multiple LoadRunner configurations were created wherein the formulation and
submission for execution of various short running UBEs, as listed in Appendix A were configured.
These scenarios differed in the number of concurrent submissions of these UBEs as well as the frequency
with which they were submitted. The scenarios reported encompass three different workloads,
represented herein by the rate of report creation per minute.

For interactive and batch on same server, the first test iteration had a distribution of 67 UBEs/minute
which were executed and completed for the duration of the LoadRunner run. In the second test iteration
the rate of report creation was bumped up to 161 UBEs/minute and finally scaled to 305 UBEs/minute.

For interactive and batch on a separate server, the first scenario had a distribution of 73 UBEs/minute
and completed for the duration of the LoadRunner run. In the second scenario the rate of report creation
was bumped up to 151 UBEs/minute and finally scaled to 361 UBEs/minute.

In addition to the short running UBEs, four long running UBEs were part of each of the three test
scenarios. The long running UBE processes chosen to be a part of the scenarios provided a sustained,
database intensive load, thereby providing a reliable way for the test to measure interactive application
performance during a period of high resource utilization.

Interactive workload Scaling

The test scenario for Interactive Scaling was executed to determine the variation in end-user response
time in the event of increasing interactive users from 500 to 7500 concurrent users. The system resource
utilization such as CPU, memory and disk IO was captured across all the three tiers i.e. HTML Server,
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JDE E1 Server and SQL Database server. To successfully scale to 7500 concurrent users, the physical
memory of HTML and JDE E1 server installed on Cisco UCS B200 M2 server, was scaled from 96 GB
(12 X 8 GB DIMMs) to 192 GB (12 X 16 GB DIMMs).

Figure 43 shows the weighted averaged response time for 500 to 7500 interactive users.

Figure 43 Oracle’s JDE E1 DIL Kit lllustrating Weighted Average Response Time for Interactive
Users
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As illustrated in Figure 43, JDE E1 deployment on a Cisco UCS blade server infrastructure scales
exceptionally well, with an almost flat response time of less than 0.2 second while scaling from 500 to
5000 concurrent users. At around 7500 concurrent users, weighted average response time is around 0.23
seconds, but is below the required threshold of 0.5 seconds for a DIL Kit benchmark.

User Response Time

User response time was captured at the LoadRunner Controller for all 17 interactive JDE E1 DIL test
scripts. The five important JD Edwards applications measured using the JDE E1 DIL Kit were:

¢ Financial Management System (FMS)
¢ Supplier Relationship Management (SRM)
e Supply Chain Management (SCM)
e Customer Relationship Management (CRM)
e Human Capital Management (HCM)
The transaction mix for these applications is detailed in the Workload Mix section of this document.

Figure 44 shows the weighted average response time for all 17 JDE E1 DIL kit scripts and for the five
JD Edwards applications.

Oracle JD Edwards on Cisco Unified Computing System with EMC VNX Storage g



I Oracle JD Edwards Performance and Scalability

Figure 44 Oracle’s JDE E1 DIL Kit Weighted Average Response Time
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As detailed in Figure 44, the total weighted average response time for interactive user tests was always
below 0.25 seconds during the scalability from 500 to 7500 concurrent users.

CPU Utilization

The HTML server and Enterprise Server were deployed on two discrete Cisco UCS B200 M2 Blade
Servers and Microsoft SQL database server was deployed on a Cisco UCS B250 M2 Blade Server.

Figure 45 illustrates the average CPU utilization across the 3-Tier JD Edwards Technology Stack.
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Figure 45 JDE E1 CPU Utilization
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The maximum CPU utilization for JDE Enterprise Server was around 53 percent for 7500 interactive
users.

CPU utilization was observed to be higher on the application tier than on the database tier. The database
tier was around 18 percent for 7500 Interactive users which was relatively low as compared to HTML
and JDE E1 Server.

The maximum CPU utilization recorded on HTML server was around 45%. This was on the expected
line as multiple JVM instances configured with Oracle Weblogic Server and clustered through Oracle
HTTP Server were running on a single Cisco UCS B200 M2 Server.

CPU utilization across all tiers gradually increased, as presented reflecting the linear scalability of the
workload.

Memory Utilization

Memory utilization for the test with 500 to 7500 Interactive users across the 3-Tier JD Edwards
technology stack is illustrated Figure 46.

The physical memory of JDE E1 and HTML servers deployed on Cisco UCS B200 M2 server, was
increased from 96 GB memory to 192 GB memory to successfully run 7500 concurrent interactive users.
Memory utilization on the Enterprise Server ranged from 13 to 91 GB, and on the HTML server memory
utilization was approximately 12 to 145 GB. The Microsoft SQL database server deployed on the Cisco
UCS B250 M2 Blade Server with 384 GB of memory was utilized ranging from 21 to 96 GB for a user
workload of 500 to 7500 concurrent Interactive users.
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Figure 46 JDE E1 Memory Utiliaztion
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Observations

e Memory utilization on JDE HTML Server was relatively high with maximum of around 145 GB for
7500 users. This was due to the fact that for 7500 concurrent users, around 30 JVM instances with
heap size of 3 GB each were configured in Oracle WebLogic. These instances were load balanced
through Oracle HTTP Server which was installed on the same HTML Server.

e For lower user loads, the Enterprise Server configuration was set so that memory scaled linearly, but
as higher user loads were introduced, the JDE E1 configuration was further optimized through JDE
E1 kernel processes to provide ample memory for running additional JDE E1 processes such as UBE
processes.

I/0 Performance

The EMC VNX5300 was configured as the storage system for each of the three components of the JDE
E1 deployment: HTML server, JDE El server, and Microsoft SQL database server. The Cisco UCS
servers were booted from the SAN (EMC VNX5300), which allows unleashing of the full capabilities
of Cisco UCS statelessness. Cisco UCS stateless configuration allows migration of Cisco UCS service
profiles from a failed physical server to a standby server.

The Cisco UCS service profiles are logical representations of server configurations and infrastructure
policies. Service profiles include all the firmware, firmware settings, and BIOS settings for server
deployments (for example, definition of server connectivity, configuration, and server identity). Using
service profiles, administrators can automate provisioning and increase business agility, enabling
provisioning of server, network, and storage resources in minutes instead of days.

The Cisco UCS Manager, with its API, can also be configured for automated service profile migration
during physical server hardware failure.
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Figure 47 illustrates total disk I/O performance captured with the help of EMC NAR files, during the
scalability test for 500 to 7500 JDE E1 interactive users.

Figure 47 JDE E1 Average IOPs on VNX5300
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Observations

e The number of I/O operations per second (IOPS) generated on EMC VNX5300 scaled linearly,
reflecting the gradual increase in the user count.

e The IOPS count on the HTML and Enterprise Servers was very low.

e The response time observed from the EMC generated NAR files was less than 5 ms for the duration
of the test.

e The VNX5300 is capable of handling a higher number of IOPS than reflected in this graph. The
IOPS shown are a result of what was driven by this JDE DIL kit workload

Individual UBEs

Batch processing is another critical activity in Oracle JD Edwards environment and it was important to
test and determine the execution time for long running UBE processes. In real-world JD Edwards
deployments, several long running UBEs are run after business hours, and they must complete within a
fixed duration of time since they are end of day reports and should not spill over to the following day
affecting interactive users. The performance characteristics of these UBEs are summarized in Table 6,
with a brief description of what the reports do and what dataset they operate on. These long running
reports ran on a fixed set of data with a standard set of processing options against the JDE DIL database,
as described below.
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Table 6 Long Running UBE Execution Time
Time
UBE Taken Description
(mm:ss)

R43500 33:53 This Purchase Order Print UBE processed records in F4311 table (Purchase Order Detail File) with
a status code of 280 in one business unit. 255,481 records were processed using this data range

R3483 28:02 This MRP UBE processed 50,000 records in F4102 using one business unit. This is a night only
process.

R31410 25:46 The Work Order Processing UBE acts on the document invoice numbers in the Work Order Master
File, F4801 and 28,751 records processed with the data selection

R42565 15:43 This UBE processes document invoice orders located in the F4211 table which is the Sales Order
Detail File.

For the given data selection the number of records in F4211 were 150 rows and 47,436 rows in the
F42119 table which is the Sales Order History table.

R42520 12:59 The Print pick Slips Batch process acted on shipment numbers in tables F4201 which is the Sales
Order Header File and F4211 which is the Sales Order Detail File using a next status code of
between "520" And “540”, thereby processing 37,154 records.

R4981 10:33 The freight update UBE acts on shipment numbers in the Shipment Header table, F4215 using a
next status of 70 one business unit. 800 records processed using this data selection criterion.

R09801 10:18 This General Ledger post UBE acts on records located in the Batch Control Records table, FO011
the data selection used a batch status "A" and batch type "G." and processed 990,099 records.

R31802a 09:19 The Manufacturing Account Journal UBE acted on document invoice numbers in the Work Order
Master File, F4801 with a status code of "95." and processed 1,501 records for our data selection
criterion.

R42800 08:53 This Sales order update report acted on rows with a status code of 620 and within one business
unitin the F4211 table. This data selection resulted in the processing of 12,900 rows

Only Batch Execution

There are customers who run only JDE Batch processing for many business functions and it was
imperative on Cisco to test and provide enough information for such customers to make an informed
decision regarding their deployment of JDE on Cisco UCS. For such customers a test scenario was
configured wherein, high volume of short running UBEs as well as four long running UBEs were
executed, and the impact of running this test scenario was measured in terms of CPU and memory
consumed on the Enterprise and Database server. This test scenario revealed that in the absence of a large
number of concurrent interactive user loads, the JDE system can handle a lot more throughput in terms
of UBE completions/minute.

The test successfully achieved 546 UBEs per minute. The average IOPS measure on the EMC VNX5300
was around 3800. It would be a good strategy for real-world JD Edwards customers, to schedule very
high volume of UBEs during those non-peak hours when minimal interactive users are logged in to the
JDE system.

Figure 48 illustrates the CPU and memory utilization on JDE Enterprise Server and SQL Database
during the execution of Only Batch Processes.
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Figure 48 Resource Utilization for Only Batch Execution
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Interactive with Batch on same Physical Server

This scenario was executed to determine the effect on interactive user response time when a mix of short
and four long running UBEs are executed in parallel, on the same JDE Enterprise Server.

The number of interactive applications users was fixed at 1000 users and various batch loads, ranging
from low, medium and high were executed to measure the impact on Interactive application response
times. The list of short and long running UBEs executed are detailed in Appendix A

User Response Time

As shown in Figure 49 the weighted average response time for 1000 concurrent interactive users was
below 0.2 seconds for a batch load ranging from 67 UBEs per minute to 161 UBEs/min. No degradation
of response time for UBE concurrent load of up tol61 UBE per minute was noted. Response time
increased marginally to 0.193 seconds for high UBE load of 305 UBEs/min, thus demonstrating the high
performance capability of Cisco UCS B200 M2 server making it one of the best fits for JDE Enterprise
Server deployment.
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Figure 49 Weighted Average Response Time for 1000 User Interactive and Batch on Cisco UCS
B200 M2 Server
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CPU Utilization

Similar to previous test results, the HTML server and Enterprise Server were deployed on two discrete
Cisco UCS B200 M2 Blade Servers. The Microsoft SQL database server was deployed on a Cisco UCS
B250 M2 Blade Server.

Figure 50 illustrates the average CPU utilization across all the 3-Tier JD Edwards Technology Stack.
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Figure 50 JDE E1 CPU Utilization for Batch and Interactive on the Same Server
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Observations

The maximum average CPU utilization for JDE Enterprise Server was around 30% for 1000 users with
high batch execution rate of 305 UBEs per minute.

The average CPU utilization on the database tier for low and medium UBE load was almost similar to
previous test results at around seven to eight percent. Though it increased marginally to around
10.5percent for high batch workloads.

I/0 Performance

Figure 51, illustrates the average IOPs recorded on EMC VNX5300. As mentioned earlier, EMC NAR
files were analyzed to record the average IOPs for JDE deployment. There was minimal 10 activity for
HTML and Enterprise Server and SQL Server LDF and MDF files were the major contributor to the total
10Ps.
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Figure 51 Average IOPs on EMIC VNX5300 for Batch and Interactive on the Same Server
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Observations

The average IOPS generated on EMC VNX5300 for 1000 interactive users with no batch load was
around 258 IOPS and it scaled to a maximum average of 2860 IOPS for 1000 users at a batch load of
305 UBEs per minute. This demonstrates that significant I/O activity was generated during concurrent
batch and interactive user execution.

The response time observed from the EMC generated NAR files was less than five minutes for the
duration of the test.

Interactive with Batch on Separate Physical Server

As a best practice, Cisco decided to execute a test scenario which would determine the effect of
interactive user response time when executed with a mix of short and four long running UBEs, with JDE
interactive server and JDE Batch Server deployed on two separate UCS B200 M2 Servers. The SQL
Database was deployed on Cisco UCS B250 M2 server, was common to both JDE interactive and batch
servers, thus maintaining same database schema for interactive and batch processes.

The number of interactive applications users was fixed at 5000 users and various batch loads, ranging
from low, medium and high were run to measure impact on Interactive application response times.

Details on workload mix are elaborated under the section titled Interactive with Batch test Scenario.

User Response Time

As shown in Figure 52, the weighted average response time for 5000 concurrent interactive users was
below 0.2 seconds for a batch load ranging from 73 UBEs/min to 151 UBEs per minute. There was
minimal degradation observed in response time for UBE concurrent load of up to 151 UBE/minute. The
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high UBE load of 361 UBEs/min did have some effect on 5000 interactive user response time, which
increased to 0.257 second. This is attributed to the fact that we have a common Database server for JDE
interactive and batch server.

Figure 52 Response Time for 5000 Users With Batch on Separate Cisco UCS B200 M2 Servers

0.80
075
0.70
0.65
0.60
0.55
0.50
045
040
035 —li—Weighted Average

0.30 Response Time (seconds)

0.25 . .
0.20 B = / 5000 concurrent interactive

0.15 users
0.10
0.05
0.00 T T T 1
No UBE Load Low UBE Load Medium UBE High UBE Load
73 ube/min Load 361 ube/min
151 ubefmin

Concurrent UBE Load

seconds

CPU Utilization

The HTML server, JDE Enterprise Server for interactive apps and JDE Enterprise Server for batch were
deployed on separate Cisco UCS B200 M2 Blade Servers configured with two Intel Xeon X5690
processors. The Microsoft SQL database server was deployed on a Cisco UCS B250 M2 Blade Server
configured with two Intel Xeon X5680 processors.

Figure 53 illustrates the average CPU utilization across all four JD Edwards tiers.
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Figure 53 JDE E1 CPU Utilization for Interactive With Batch on Separate Cisco UCS B200 M2
Servers
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Observations

Average CPU utilization on HTML Server and JDE Enterprise Server for interactive, remained almost
steady throughout the test. This was expected, as the workload on the UBE batch server was the only one
that was increased.

CPU utilization on SQL Database server increased from 12 percent with 5000 interactive users and no
UBE load to around 35 percent with the same 5000 interactive users and a high UBE load of 361 UBEs
per minute.

For low to medium batch load, the CPU utilization on JDE Batch Server varied from 10 percent to 20
percent, but at high UBE load of 361 UBEs/min the batch server was stressed with average CPU
utilization at almost 50 percent.

Memory Utilization

In this test scenario, the batch server was deployed on a separate Cisco UCS B200 M2 which had the
same physical memory configuration of 96 GB as used for the JDE Enterprise server for interactive and
batch Server. Figure , illustrates the memory utilization for batch load with 5000 interactive users.
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Figure 54 Memory Utilization for Interactive With Batch on Separate Physical Servers
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Observations

As the batch server was deployed on a separate server and the interactive load was constant at 5000 users,
it was an expected behavior that memory utilization of HTML Server and JDE Enterprise Server for
interactive was almost same as that of 5000 users without UBE load.

Memory utilization on the SQL Database server increased to around 96 GB with low batch load of 73
UBEs/min and remained almost same for low to high batch load.

All through the various batch loads, the memory utilization on the batch server was just 10 percent to 14
percent of the total physical memory assigned.

I/0 Performance

Figure 55, illustrates the total average IOPs measured on the EMC VNX5300 with the help of EMC NAR
files.
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Figure 55 Average IOPs on VNX5300 for Interactive With Batch on Separate Physical Servers
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Observations

The number of I/O operations per second (IOPS) generated on the EMC VNX5300 increased from
around 800 IOPs to 5600 IOPs for 5000 users with no batch to 5000 users with high batch load of 361
UBEs/min..

90-95 percent of total IOPs were generated from SQL Database Server. This is an expected behavior as
the executed UBEs significantly stressed the LDF and MDF files of the database server.

The response time observed from the EMC generated NAR files was less than 5 ms for the duration of
the test.

Best Practices and Tuning Recommendations

Oracle JD Edwards deployed on Cisco UCS with EMC Storage system was configured for medium to
large scale ERP deployment. The benchmark of JDE DIL Kit demonstrated exceptional performance for
JDE interactive users and JDE Batch processes both when executed in isolation as well as when run
concurrently. The subsequent sections elaborate on the tuning parameters and best practices incorporated
across hardware and software stack.

System Configuration

All the tests were executed using Cisco UCS B250 M2 as the Database server whereas the Enterprise
and HTML servers were deployed on Cisco UCS B200 M2 servers.
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Interactive and batch loads were split into two separate Cisco UCS B200 M2 machines for the scenario
which had 5000 interactive users running concurrently with the batch process mix. For a lower load of
Interactive users, both batch and interactive users were run on the same Cisco UCS B200M2 machine
which hosted the JDE Enterprise server.

The memory on the Cisco UCS B200 M2 machines hosting the Enterprise and HTML servers was
upgraded to 192 GB (12 * 16 GB DIMMs) for the high watermark 7500 Interactive user test. The
memory operating speed remain to the maximum at 1333 MHz.

As the JDE Enterprise server running with high interactive users involves very high context switching,
the CPU frequency of the JDE Application server and HTML Server was set to maximum. This can be
achieved by setting the power plan on Microsoft Windows 2008 R2 to High Performance.

All the Cisco UCS Blade Servers were attached to a BIOS policy. BIOS policy is one of the features of
Cisco UCS Service Profiles which enable users to incorporate similar BIOS settings all across the
deployed servers. This helps a consistent configuration and the Administrators do not need to interrupt
the boot process on each server to alter the BIOS setting. The BIOS policy configured for JDE
deployment is elaborated below.

Figure 56 BIOS Setting s for CPU Performance
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Figure 57 BIOS Settings for Physical Memory Performance
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Microsoft SQL Server 2008 R2 Configuration

Several Settings were changed on SQLServer 2008 R2 to reflect the high load that the RDBMS was
handling. Some of the important tuning parameters are elaborated below:

e The Maximum Degree of Parallelization was set to 1 so as to eliminate the CXPACKET wait times
when running a large number of Interactive users.

e The tempdb files were placed on a SSD LUN and split into multiple files.

e The number of disks allocated to the log LUN was adjusted to meet the IOPs requirements
determined during trial runs. The details of LUN Configuration for entire deployment are found in
Table 2. (LUN Configuration for JD Edwards deployment).

¢ The minimum and maximum amount of memory available to the SQL Server instance was adjusted
to fully leverage the 384 GB of high speed memory available on the UCS B250 M2 machine.

e The number of worker threads in the SQL Server instance was increased up to the levels seen during
trial runs. This was adjusted in accordance with the low, medium and high load executed on JDe
deployment

e The log LUNs were separate from the data LUNs and storage tiering was used on the data LUN that
hosted the most used data files.

e The large amount of memory available to SQL Server ensured that the number of read requests to
the SAN diminished rapidly over time due to caching at the SQL Server

For more details on Disk layout and LUN layout for the SQL Server deployment, please refer Table 2.
LUN Configuration for JD Edwards deployment & Figure 6. JD Edwards Disk Layout on EMC
VNX5300.

WebLogic Server Configuration

The JRockit Java Virtual Machine (JVM) was used along with WebLogic 10.3.5. A vertical cluster of up
to 40 JVMs was created and Oracle HTTP Server was used to load balance the load among the various
nodes of the vertical cluster

Some of the important configuration details for the WebLogic Server are listed below:

e For optimal performance, about 250 JDE interactive users were hosted per cluster node/JVM.
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e The minimum and maximum heap size for each node was set to 3 GB.

e The garbage collection policy was set to gencon since the pattern of object creation and destruction
on the JDE HTML server indicated that a large number of short lived objects were created and
destroyed frequently.

e The nursery size was set to 512 MB.

e The number of 'gcthreads' was set to 6, java flight recorder was switched off for formal runs, and a
minimum TLA size of 4k was chosen, with the preferred size being 1024 kb

JD Edwards Enterprise Server Configuration

The JD Edwards tools release 8.98.4.6 was used with JD Edwards application release 9.0.2. The number
of interactive users per callobject peaked at around 18/callobject kernel.

Some of the important configuration settings for JDE initialization files are detailed below
e JDE.ini
— Kernel configurations:
— Security kernels 60
— Call Object kernels 400
- Workflow kernels 30
— Metadata kernels 1
e [JDENET]
- maxNetProcesses=40
- maxNetConnections=8000
- maxKernelProcesses=1000
— maxNumSocketMsgQueue=400
- maxIPCQueueMsgs=200
- maxLenlInlineData=4096
- maxLenFixedData=16384
- maxFixedDataPackets=2000
— internalQueueTimeOut=90
e [JDEIPC]
— maxNumberOfResources=3000
- maxNumberOfSemaphores=1000
- startIPCKeyValue=6000
- avgResourceNameLength=40
- avgHandles=200
— hashBucketSize=53
- maxMsgqMsgBytes=5096
- maxMsgqEntries=1024
- maxMsgqBytes=65536
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- msgQueueDelayTimeMillis=40
e jdbj.ini

- JDBj-CONNECTION POOL

— minConnection=5

— maxConnection=800

— poolGrowth=5

- initialConnection=25

- maxSize=500
® jas.ini

- OWWEB

- MAXUser=500

— OWVirtualThreadPoolSize=800

- JDENET

- maxPoolSize=500

Conclusion

This Cisco Validated Design demonstrates how Cisco UCS servers along with the latest EMC VNX
storage technologies, form a highly reliable, robust solution for Oracle JDE Edwards implementation.

Enterprise Resource Planning (ERP) has been around for many decades and has provided agile IT
practices to the Business. Organizations that have used the ERP Packages have immensely benefitted by
streamlining their back end processes to improve management and improve ROI.

ERP being a business critical Application, takes a long time to implement and test; there is always a
concern to move to newer technologies or experiment with the advanced features that are available today.
Since this is a Business Critical Application, one of the most important concerns is predictability. Will
it work for us, how it will work and at what cost?

Cisco has invested considerable time and effort to test, validate and characterize Oracle JD Edwards on
Cisco UCS Platform using EMC VNX Storage, thus providing comprehensive scalable architecture and
best practices. By leveraging the best practices and lessons learned in our extensive JDE benchmark
activity, customers can confidently deploy JDE on Cisco UCS platform with EMC VNX storage and
reduce risk.

Cisco Oracle Competency Center has provided considerable information in this document by testing and
characterizing the Cisco UCS environment using the Oracle JD Edwards software stack. With the
scalability demonstrated by the test results, Cisco is confident that these astounding results will prove
that Cisco UCS and EMC VNX storage is a solid fit for any customer considering Oracle JD Edwards
as their ERP platform

Bill of Materials

The Table 7 and Table 8 give details of all the hardware and software components used in this Cisco
Validated Design.
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Table 7 Component Description
Description Part #
Cisco Unified Computing System N20-z0001
UCS 5108 Blade Server Chassis N20-C6508

UCS 6248UP 1RU Fabric Int/No PSU/32 UP/ 12p
LICfans/no SFP+

UCS-FI-6248UP

UCS 2208XP Fabric Extender/ 8 external 10Gb ports

UCS-IOM-2208XP

UCS B200 M2 Blade Server; dual Intel Xeon X5620
CPUs (2.4 GHz & 4 Cores), 16GB RAM

N20-B6625-1 / A01-X0111 / UCS-MR-1X082RX-A

UCS B200 M2 Blade Server; dual Intel Xeon X5690
CPUs (3.466 GHz & 6 Cores), 96GB RAM

N20-B6625-1 / A01-X0115 / UCS-MR-1X082RX-A

UCS B200 M2 Blade Server; dual Intel Xeon X5690
CPUs (3.466 GHz & 6 Cores), 192 GB RAM

N20-B6625-1 / A01-X0115 / UCS-MR-1X162RY-A

UCS B250 M2 Blade Server; dual Intel Xeon X5680
CPUs (3.33 GHz & 6 Cores), 96 GB RAM

N20-B6625-2 / A01-X0100 / UCS-MR-2X041RX-A

4-port 10 GE/4-port 4Gb FC/Expansion Module/UCS
6100 Series

N10-E0440

Nexus 5548up

N5K-C5548UP-FA

Nexus 5548up Storage Protocols Services License

N5548P-SSK9

10GBASE-SR SFP Module

SFP-10G-SR

10GBASE-CU SFP+ Cable 3 Meter

SFP-H10GB-CU3M

4Gbps Fibre Channel SW SFP+, LC

DS-SFP-FC4G-LW

EMC VNX Storage System

VNX5300
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Table 8 Software Details
Platform Software Type Name Value
UCS 6248 Management UCSN 2.0(3a)
UCS 6248 (O] NX-OS 2.0(3a)
Nexus 5548 up (OF] NX-0S 5.0(3)N2 (1)
EMC VNX5300 Management VNX OE for Block 05.31.000.5.008

Blade servers

Load-balancing and path fail-over

EMC PowerPath

5.5.b289

Blade servers

Unisphere Host Agent

EMC Naviagent

(supply version

used)
EMC VNX5300 Efficiency Software EMC FAST Suite 05.31.007.5.005
Blade servers (OF] Microsoft Windows 2008 R2
Database Database SQL Server 2008 R2
Application Application Software Oracle JD Edwards 9.02 9.02/ 8.98.4.6

with Tools 8.98.4.6
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Appendix A—Workload Mix for Batch and Interactive Test

Table 9 Batch Workload Mix
[ UBEname T | Deseripon [  Longishort |
R03b31 Activity Log Report Short
R0O3b155 A/R Summary Analysis Short
r0004p UDC Records Types Print Short
r0006p Business Unit Report Short
r0008p Date Patterns Report Short
r0010p Company Constants Report Short
r0012p1 AAIl Report Short
r0014 Payment terms Report Short
r0018p Tax Detail Report Short
r01402w Who's Who Report Short
r41542 ltem Ledger As Of Record Generation Short
r42072 Price Category Print Short
r41411 Select Items Cost Count Short
R31410 Work Order Processing Long
R42565 Sales Order Invoicing Long
R43500 Purchase Order Print Long
R3483 MRP report Long
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JD Edwards Enterprise One Interactive Transactions

Transaction Name Description Virtua.l Users.per transaction
for 500 interactive user workload
HO3B102E_OK Apply Receipts 50
HO4111_1_FIND Supplier Ledger inquiry 50
H051141E_Row_OK Daily Time Receipt 10
H17500E_Find Case Management Add 25
H31114U_OK Work Order Completion 15
H3411AE_Post_OK MRP Messages (WO Orders) 10
H3411BE_Post_OK MRP Messages (OP Orders) 10
H3411CE_Post OK MRP Messages (OT Orders) 10
H4113E_OK Inventory Transfer 25
H42101E_Submit_Close Sales Order Entry — 10 Line Items 125
H42101U_SubmitClose Sales Order Update 25
H4310E_Post_OK Purchase Order Entry — 25 Line Items 100
H4312U_OK Purchase Order Receipts 10
H4314U_Row_OK Voucher Match 10
H4915AU_Find Ship Confirmation — Approval only 15
H4915CE_Find Ship Confirmation — Confirm/Ship only 5
H4915CU_Find Ship Confirmation — Confirm and Change Entry 5

Appendix B—Reference Documents

e JD Edwards MTRs for Windows client, enterprise server,web server and database server
e Cisco “Hardware and Software Interoperability Matrix"“Release 1.4.3
e Oracle-JD Edwards 9.0.2 Release notes.

e JD Edwards EnterpriseOne Applications Release 9.0 Installation Guide for SQL Server on
Microsoft Windows

e JD Edwards EnterpriseOne 8.98.3 Clustering Best Practices with Oracle WebLogic Server

Appendix C—Reference Links

The racking, power and installation of the chassis are described in the install guide:
http://www.cisco.com/en/US/docs/unified_computing/ucs/hw/chassis/install/ucs5108_install.html
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Appendix C—Reference Links 1l

Cisco Unified Computing System CLI Configuration Guide:
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/1.4/b_UCSM_CLI_Con
figuration_Guide_1_4.html

Cisco UCS Manager GUI configuration Guide:
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/1.4/b_UCSM_GUI_Co
nfiguration_Guide_1_4.html

VP for Unified Storage System—A Detailed Review which is available at:
http://www.emc.com/collateral/software/white-papers/h8058-fast-vp-unified-storage-wp.pdf

EMC FAST Cache—A Detailed Review which is available at:
http://www.emc.com/collateral/software/white-papers/h8046-clariion-celerra-unified-fast-cache-wp.pd
f

EMC FAST VP for Unified Storage System —A Detailed Review which is available at:
http://www.emc.com/collateral/software/white-papers/h8058-fast-vp-unified-storage-wp.pdf

Additional information on EMC PowerPath/VE is available at:
http://www.emc.com/collateral/software/data-sheet/1751-powerpath-ve-multipathing-ds.pdf

Additional information on the VNX Series is available at:
http://www.emc.com/collateral/hardware/data-sheets/h8520-vnx-family-ds.pdf
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Disclaimer

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS
(COLLECTIVELY, "DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL
FAULTS. CISCO AND ITS SUPPLIERS DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT
LIMITATION, THE WARRANTY OF MERCHANTABILITY, FITNESS FOR A PARTICULAR
PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE,
OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY
INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING,
WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF
THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF CISCO OR ITS SUPPLIERS HAVE
BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY
RESPONSIBLE FOR THEIR APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT
CONSTITUTE THE TECHNICAL OR OTHER PROFESSIONAL ADVICE OF CISCO, ITS
SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN TECHNICAL ADVISORS
BEFORE IMPLEMENTING THE DESIGNS. RESULTS MAY VARY DEPENDING ON FACTORS
NOT TESTED BY CISCO.
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Cisco WebEXx, the Cisco logo, DCE, and Welcome to the Human Network are trademarks; Changing the
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Linksys, MediaTone, MeetingPlace, MeetingPlace Chime Sound, MGX, Networkers, Networking
Academy, Network Registrar, PCNow, PIX, PowerPanels, ProConnect, ScriptShare, SenderBase,
SMARTRet, Spectrum Expert, StackWise, The Fastest Way to Increase Your Internet Quotient,
TransPath, WebEx, and the WebEx logo are registered trademarks of Cisco Systems, Inc. and/or its
affiliates in the United States and certain other countries.
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