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About Cisco Validated Design (CVD) Program

The CVD program consists of systems and solutions designed, tested, and documented to facilitate
faster, more reliable, and more predictable customer deployments. For more information visit

http://www.cisco.com/go/designzone.
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Oracle RAC on FlexPod

Executive Summary

Data powers essentially every operation in a modern enterprise, from keeping the supply chain operating
efficiently to managing relationships with customers. Database administrators and their IT departments
face many challenges that demand needs for a simplified deployment and operation model providing
high performance, availability and lower total cost of ownership (TCO). Cisco Validated Designs (CVD)
can help you deploy data center applications in a wide range of operating environments including
mission critical workloads. This CVD describes how the Cisco Unified Computing System™ (Cisco
UCS®) can be used in conjunction with NetApp® FAS storage systems to implement an Oracle Real
Application Clusters (RAC) solution that is an Oracle Certified Configuration. FlexPod® components
are integrated and standardized to help you eliminate the guesswork and achieve timely, repeatable, and
consistent deployments. FlexPod has been optimized to run a variety of mixed workloads and while
offering flexible yet robust design configurations. Customers are generally able to accelerate their
transition with the FlexPod data center solution, which integrates disparate compute, storage, and
network components into a single architecture that scales to fit a variety of virtualized and
non-virtualized customer environments.

The key benefits of FlexPod deployments are:
e Single platform from industry leaders in networking, computing, and storage.
e Pretested, validated solution platform to reduce risk and increase efficiencies.
e Flexible IT architecture for today's needs, yet scales for future growth.
e Cooperative support model for efficient and streamlined resolution.

For more information on NetApp FlexPod architecture, visit

http://www.netapp.com/us/technology/flexpod/

Target Audience

T
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This document is intended to assist solution architects, project managers, infrastructure managers, sales
engineers, field engineers, and consultants in planning, designing, and deploying Oracle Database 11g
R2 RAC hosted on FlexPod. This document assumes that the reader has an architectural understanding
of the Cisco Unified Computing System, Oracle Database 11gR2 GRID Infrastructure, Oracle Real
Application Clusters, NetApp storage systems, and related software.

Corporate Headquarters:
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA
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Solution Overview

Purpose of this Guide

This FlexPod CVD demonstrates how enterprises can apply best practices to deploy Oracle Database 11g
R2 RAC using Cisco Unified Computing System, Cisco Nexus family switches, and NetApp FAS storage
systems. This validation effort exercised typical Online transaction processing (OLTP) and
Decision-support systems (DSS) workloads to ensure expected stability, performance and resiliency
design as demanded by mission critical data center deployments.

Business Needs

Business applications are moving into integrated stacks consisting of compute, network, and storage.
This FlexPod solution helps to reduce costs and complexity of a traditional Oracle Database 11g R2 RAC
deployment. Following business needs for Oracle Database 11g R2 RAC deployments are addressed by
this solution.

¢ Increasing DBA's productivity by ease of provisioning and simplified yet scalable architecture.

e A balanced configuration that yields predictable purchasing guidelines at the compute, network and
storage tiers for a given workload.

e Reduced risk for a solution that is tested for end-to-end interoperability of compute, storage, and
network.

Solution Overview

Oracle Database 11g R2 RAC on FlexPod with Oracle Direct NFS Client

This solution provides an end-to-end architecture with Cisco Unified Computing System, Oracle, and
NetApp technologies and demonstrates the FlexPod configuration benefits for running Oracle Database
11g R2 RAC with Cisco VICs (Virtual Interface Card) and Oracle Direct NFS Client.

The following infrastructure and software components are used for this solution:
e Oracle Database 11g R2 RAC
e (Cisco Unified Computing System
e Cisco Nexus 5548UP switches
e NetApp storage systems and supporting components
e NetApp OnCommand® System Manager 2.2
¢ Swingbench, a benchmark kit for OLTP and DSS workloads

The following is the solution architecture connectivity layout for this FlexPod deployment.

Oracle RAC on FlexPod
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I Solution Overview

Figure 1 Solution Architecture
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Technology Overview

This section describes the Cisco Unified Computing System (Figure 2).
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Solution Overview

Figure 2 Third Generation Fabric Computing
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The Cisco Unified Computing System is a third-generation data center platform that unites computing,
networking, storage access, and virtualization resources into a cohesive system designed to reduce TCO
and increase business agility. The system integrates a low-latency, lossless 10 Gigabit Ethernet (10GbE)
unified network fabric with enterprise-class, x86-architecture servers. The system is an integrated,
scalable, multi-chassis platform in which all resources participate in a unified management domain that
is controlled and managed centrally.

Main Components of the Cisco Unified Computing System

The main components of the Cisco Unified Computing System are as follows:

Compute—The system is based on an entirely new class of computing system that incorporates
blade servers based on Intel Xeon® E5-2600 Series Processors. Cisco UCS B-Series Blade Servers
work with virtualized and non-virtualized applications to increase performance, energy efficiency,
flexibility and productivity.

Network—The system is integrated onto a low-latency, lossless, 80-Gbps unified network fabric.
This network foundation consolidates LANs, SANs, and high-performance computing networks
which are separate networks today. The unified fabric lowers costs by reducing the number of
network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Storage access—The system provides consolidated access to both storage area network (SAN) and
network-attached storage (NAS) over the unified fabric. By unifying storage access, Cisco UCS can
access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and iSCSI. This
provides customers with the options for setting storage access and investment protection.
Additionally, server administrators can reassign storage-access policies for system connectivity to
storage resources, thereby simplifying storage connectivity and management for increased
productivity.

Oracle RAC on FlexPod ]



I Solution Overview

Management—The system uniquely integrates all system components which enable the entire
solution to be managed as a single entity by the Cisco UCS Manager. The Cisco UCS Manager has
an intuitive graphical user interface (GUI), a command-line interface (CLI), and a robust application
programming interface (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership (TCO), increased Return on Investment (ROI) and increased
business agility.

Increased IT staff productivity through just-in-time provisioning and mobility support.

A cohesive, integrated system which unifies the technology in the data center. The system is
managed, serviced and tested as a whole.

Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale I/O bandwidth to match demand.

Industry standards supported by a partner ecosystem of industry leaders.

Figure 3 Components of Cisco Unified Computing System
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Solution Overview

Cisco Unified Computing System
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Cisco UCS Blade Chassis

The Cisco UCS 5100 Series Blade Server Chassis (Figure 4) is a crucial building block of the Cisco
Unified Computing System, delivering a scalable and flexible blade server chassis.

The Cisco UCS 5108 Blade Server Chassis is six rack units (6RU) high and can mount in an
industry-standard 19-inch rack. A single chassis can house up to eight half-width Cisco UCS B-Series
Blade Servers and can accommodate both half-width and full-width blade form factors.

Four single-phase, hot-swappable power supplies are accessible from the front of the chassis. These
power supplies are 92 percent efficient and can be configured to support non-redundant, N+ 1 redundant
and grid-redundant configurations. The rear of the chassis contains eight hot-swappable fans, four power
connectors (one per power supply), and two I/O bays for Cisco UCS 2208 XP Fabric Extenders.

A passive mid-plane provides up to 40 Gbps of I/O bandwidth per server slot and up to 80 Gbps of I/O
bandwidth for two slots. The chassis is capable of supporting future 80 Gigabit Ethernet standards.

Oracle RAC on FlexPod
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I Solution Overview

Figure 4 Cisco Blade Server Chassis (front, back, and populated with blades)
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Cisco UCS B200 M3 Blade Server

The Cisco UCS B200 M3 Blade Server is a half-width, two-socket blade server. The system uses two
Intel Xeon® E5-2600 Series Processors, up to 384 GB of DDR3 memory, two optional hot-swappable
small form factor (SFF) serial attached SCSI (SAS) disk drives, and two VIC adapters that provides up
to 80 Gbps of I/O throughput. The server balances simplicity, performance, and density for
production-level virtualization and other mainstream data center workloads.

Figure 5 Cisco UCS B200 M3 Blade Server

Cisco UCS Virtual Interface Card 1240

A Cisco innovation, the Cisco UCS VIC 1240 is a four-port 10 Gigabit Ethernet, FCoE-capable modular
LAN on motherboard (mLOM) designed exclusively for the M3 generation of Cisco UCS B-Series Blade
Servers. When used in combination with an optional port expander, the Cisco UCS VIC 1240 capabilities
can be expanded to eight ports of 10 Gigabit Ethernet.

Cisco UCS 6248UP Fabric Interconnect

The Fabric interconnects provide a single point for connectivity and management for the entire system.
Typically deployed as an active-active pair, the system's fabric interconnects integrate all components
into a single, highly-available management domain controlled by Cisco UCS Manager. The fabric
interconnects manage all I/O efficiently and securely at a single point, resulting in deterministic I/O
latency regardless of a server or virtual machine's topological location in the system.

Cisco UCS 6200 Series Fabric Interconnects support the system's 80-Gbps unified fabric with
low-latency, lossless, cut-through switching that supports IP, storage, and management traffic using a
single set of cables. The fabric interconnects feature virtual interfaces that terminate both physical and
virtual connections equivalently, establishing a virtualization-aware environment in which blade, rack
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Cisco UCS Manager

Solution Overview

servers, and virtual machines are interconnected using the same mechanisms. The Cisco UCS 6248UP
is a 1-RU fabric interconnect that features up to 48 universal ports that can support 80 Gigabit Ethernet,
Fibre Channel over Ethernet, or native Fibre Channel connectivity.

Figure 6 Cisco UCS 6248UP 20-Port Fabric (front and back)

Cisco UCS Manager is an embedded, unified manager that provides a single point of management for
Cisco Unified Computing System. Cisco UCS Manager can be accessed through an intuitive GUI, a
command-line interface (CLI), or the comprehensive open XML API. It manages the physical assets of
the server and storage and LAN connectivity, and it is designed to simplify the management of virtual
network connections through integration with several major hypervisor vendors. It provides IT
departments with the flexibility to allow people to manage the system as a whole, or to assign specific
management functions to individuals based on their roles as managers of server, storage, or network
hardware assets. It simplifies operations by automatically discovering all the components available on
the system and enabling a stateless model for resource use.

Some of the key elements managed by Cisco UCS Manager include:
e Cisco UCS Integrated Management Controller IMC) firmware
¢ RAID controller firmware and settings
e BIOS firmware and settings, including server universal user ID (UUID) and boot order

¢ Converged network adapter (CNA) firmware and settings, including MAC addresses and worldwide
names (WWNs) and SAN boot settings

e Virtual port groups used by virtual machines, using Cisco Data Center VM-FEX technology

¢ Interconnect configuration, including uplink and downlink definitions, MAC address and WWN
pinning, VLANs, VSANSs, quality of service (QoS), bandwidth allocations, Cisco Data Center
VM-FEX settings, and Ether Channels to upstream LAN switches

Cisco Unified Computing System is designed from the start to be programmable and self-integrating. A
server's entire hardware stack, ranging from server firmware and settings to network profiles, is
configured through model-based management. With Cisco virtual interface cards (VICs), even the
number and type of I/O interfaces is programmed dynamically, making every server ready to power any
workload at any time.

With model-based management, administrators manipulate a desired system configuration and associate
a model's policy driven service profiles with hardware resources, and the system configures itself to
match requirements. This automation accelerates provisioning and workload migration with accurate
and rapid scalability. The result is increased IT staff productivity, improved compliance, and reduced
risk of failures due to inconsistent configurations. This approach represents a radical simplification
compared to traditional systems, reducing capital expenditures (CAPEX) and operating expenses
(OPEX) while increasing business agility, simplifying and accelerating deployment, and improving
performance.

Oracle RAC on FlexPod ]
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Cisco UCS Service Profiles

Figure 7 show the traditional provisioning approach.

Figure 7 Compute, LAN, SAN Provisioning via Traditional Provisional Approach
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A server's identity is made up of many properties such as UUID, boot order, IPMI settings, BIOS
firmware, BIOS settings, etc. There are many areas that need to be configured to give the server its
identity and make it unique from every other server within your data center. Some of these parameters
are kept in the hardware of the server itself (like BIOS firmware version, BIOS settings, boot order, FC
boot settings, etc.) while some settings are kept on your network and storage switches (like VLAN
assignments, FC fabric assignments, QoS settings, ACLs, etc.).

Lengthy deployment cycles

e Every deployment requires coordination among server, storage, and network teams
e Need to ensure correct firmware & settings for hardware components

e Need appropriate LAN and SAN connectivity

Response time to business needs
e Tedious deployment process

e Manual, error prone processes, that are difficult to automate

e High OPEX costs, outages caused by human errors

Limited 0S and application mobility

¢ Storage and network settings tied to physical ports and adapter identities
e Static infrastructure leads to over-provisioning, higher OPEX costs

Cisco Unified Computing System has uniquely addressed these challenges with the introduction of
service profiles that enables integrated, policy based infrastructure management. UCS Service Profiles
hold the DNA for nearly all configurable parameters required to set up a physical server. A set of user
defined policies (rules) allow quick, consistent, repeatable, and secure deployments of UCS servers.
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Figure 8 Cisco UCS Service Profiles—Integration and Management
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Cisco UCS Service Profiles contain values for a server's property settings, including virtual network
interface cards (vNICs), MAC addresses, boot policies, firmware policies, fabric connectivity, external
management, and high availability information. By abstracting these settings from the physical server
into a Cisco Service Profile, the Service Profile can then be deployed to any physical compute hardware
within the Cisco UCS domain. Furthermore, Service Profiles can, at any time, be migrated from one
physical server to another. This logical abstraction of the server personality separates the dependency of
the hardware type or model and is a result of Cisco's unified fabric model (rather than overlaying
software tools on top).

This innovation is still unique in the industry despite competitors claiming to offer similar functionality.
In most cases, these vendors must rely on several different methods and interfaces to configure these
server settings. Furthermore, Cisco is the only hardware provider to offer a truly unified management
platform, with UCS Service Profiles and hardware abstraction capabilities extending to both blade and
rack servers.

Some of key features and benefits of UCS service profiles are discussed below.

Service Profiles and Templates

A service profile contains configuration information about the server hardware, interfaces, fabric
connectivity, and server and network identity. The Cisco UCS Manager provisions servers utilizing
service profiles. The UCS Manager implements a role-based and policy-based management focused on
service profiles and templates. A service profile can be applied to any blade server to provision it with
the characteristics required to support a specific software stack. A service profile allows server and
network definitions to move within the management domain, enabling flexibility in the use of system
resources.

Service profile templates are stored in the Cisco UCS 6200 Series Fabric Interconnects for reuse by
server, network, and storage administrators. Service profile templates consist of server requirements and
the associated LAN and SAN connectivity. Service profile templates allow different classes of resources
to be defined and applied to a number of resources, each with its own unique identities assigned from
predetermined pools.

The Cisco UCS Manager can deploy the service profile on any physical server at any time. When a
service profile is deployed to a server, the Cisco UCS Manager automatically configures the server,
adapters, Fabric Extenders, and Fabric Interconnects to match the configuration specified in the service
profile. A service profile template parameterizes the UIDs that differentiate between server instances.
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This automation of device configuration reduces the number of manual steps required to configure
servers, Network Interface Cards (NICs), Host Bus Adapters (HBAs), and LAN and SAN switches.

Programmatically Deploying Server Resources

Cisco UCS Manager provides centralized management capabilities, creates a unified management
domain, and serves as the central nervous system of the Cisco Unified Computing System. Cisco UCS
Manager is embedded device management software that manages the system from end-to-end as a single
logical entity through an intuitive GUI, CLI, or XML API. Cisco UCS Manager implements role- and
policy-based management using service profiles and templates. This construct improves IT productivity
and business agility. Now infrastructure can be provisioned in minutes instead of days, shifting IT's focus
from maintenance to strategic initiatives.

Dynamic Provisioning

Cisco UCS resources are abstract in the sense that their identity, I/O configuration, MAC addresses and
WWNs, firmware versions, BIOS boot order, and network attributes (including QoS settings, ACLs, pin
groups, and threshold policies) all are programmable using a just-in-time deployment model.. A service
profile can be applied to any blade server to provision it with the characteristics required to support a
specific software stack. A service profile allows server and network definitions to move within the
management domain, enabling flexibility in the use of system resources. Service profile templates allow
different classes of resources to be defined and applied to a number of resources, each with its own
unique identities assigned from predetermined pools.

Cisco Nexus 5548UP Switch

The Cisco Nexus 5548UP is a IRU 1 Gigabit and 10 Gigabit Ethernet switch offering up to 960 gigabits
per second throughput and scaling up to 48 ports. It offers 32 1/10 Gigabit Ethernet fixed enhanced Small
Form-Factor Pluggable (SFP+) Ethernet/FCoE or 1/2/4/8-Gbps native FC unified ports and three
expansion slots. These slots have a combination of Ethernet/FCoE and native FC ports.

Figure 9 Cisco Nexus 5548UP Switch
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The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity,
and business agility, with support for networking standards. For traditional, virtualized, unified, and
high-performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

¢ Unified ports that support traditional Ethernet, Fiber Channel (FC),and Fiber Channel over Ethernet
(FCoE)

e Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

e Supports secure encryption and authentication between two network devices, based on Cisco
TrustSec IEEE 802.1AE

e Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including:

— Cisco Nexus 2000 FEX
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— Adapter FEX
- VM-FEX

Infrastructure Simplicity
¢ Common high-density, high-performance, data-center-class, fixed-form-factor platform
¢ Consolidates LAN and storage
e Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
e Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE

e Reduces management points with FEX Technology

Business Agility
e Meets diverse data center deployments on one platform
e Provides rapid migration and transition for traditional and evolving technologies

e Offers performance and scalability to meet growing business needs

Specifications at-a-Glance
e A1 -rack-unit, 1/10 Gigabit Ethernet switch

e 32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

¢ The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fiber Channel, and
Ethernet or FCoE

e Throughput of up to 960 Gbps

NetApp Storage Technologies and Benefits

NetApp storage platform can handle different type of files and data from various sources-including user
files, e-mail, and databases. Data ONTAP is the fundamental NetApp software platform that runs on all
NetApp storage systems. Data ONTAP is a highly optimized, scalable operating system that supports
mixed NAS and SAN environments and a range of protocols, including Fiber Channel, iSCSI, FCoE,
NFS, and CIFS. The platform includes the Write Anywhere File Layout (WAFL®) file system and
storage virtualization capabilities. By leveraging the Data ONTAP platform, the NetApp Unified Storage
Architecture offers the flexibility to manage, support, and scale to different business environments by
using a common knowledge base and tools. This architecture enables users to collect, distribute, and
manage data from all locations and applications at the same time. This allows the investment to scale by
standardizing processes, cutting management time, and increasing availability. Figure 10 shows the
various NetApp Unified Storage Architecture platforms.

Oracle RAC on FlexPod
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Figure 10 NetApp Unified Storage Architecture Platforms
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Unified Storage Architecture

The NetApp storage hardware platform used in this solution is the FAS3270A. The FAS3200 series is
an excellent platform for primary and secondary storage for an Oracle Database 11g R2 GRID
Infrastructure deployment.

A number of NetApp tools and enhancements are available to augment the storage platform. These tools
assist in deployment, backup, recovery, replication, management, and data protection. This solution
makes use of a subset of these tools and enhancements.

Storage Architecture

The storage design for any solution is a critical element that is typically responsible for a large
percentage of the solution's overall cost, performance, and agility.

The basic architecture of the storage system's software is shown in the figure below. A collection of
tightly coupled processing modules handles CIFS, FCP, FCoE, HTTP, iSCSI, and NFS requests. A
request starts in the network driver and moves up through network protocol layers and the file system,
eventually generating disk I/O, if necessary. When the file system finishes the request, it sends a reply
back to the network. The administrative layer at the top supports a command line interface (CLI) similar
to UNIX® that monitors and controls the modules below. In addition to the modules shown, a simple
real-time kernel provides basic services such as process creation, memory allocation, message passing,
and interrupt handling.

The networking layer is derived from the same Berkeley code used by most UNIX systems, with
modifications made to communicate efficiently with the storage appliance's file system. The storage
appliance provides transport-independent seamless data access using block- and file-level protocols
from the same platform. The storage appliance provides block-level data access over an FC SAN fabric
using FCP and over an IP-based Ethernet network using iSCSI. File access protocols such as NFS, CIFS,
HTTP, or FTP provide file-level access over an IP-based Ethernet network.
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Figure 11 NetApp Controller Storage Architecture
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RAID-DP® is NetApp's implementation of double-parity RAID 6, which is an extension of NetApp's
original Data ONTAP WAFL® RAID 4 design. Unlike other RAID technologies, RAID-DP provides the
ability to achieve a higher level of data protection without any performance impact, while consuming a
minimal amount of storage. For more information on RAID-DP, see
http://www.netapp.com/us/products/platform-os/raid-dp.html.

NetApp Snapshot technology provides zero-cost, near-instantaneous backup and point-in-time copies of
the volume or LUN by preserving the Data ONTAP WAFL consistency points.

Creating Snapshot copies incurs minimal performance effect because data is never moved, as it is with
other copy-out technologies. The cost for Snapshot copies is at the rate of block-level changes and not
100% for each backup, as it is with mirror copies. Using Snapshot can result in savings in storage cost
for backup and restore purposes and opens up a number of efficient data management possibilities.

NetApp® FlexVol® storage-virtualization technology enables you to respond to changing storage needs
fast, lower your overhead, avoid capital expenses, and reduce disruption and risk. FlexVol technology
aggregates physical storage in virtual storage pools, so you can create and resize virtual volumes as your
application needs change.

With Flex Vol you can improve-even double-the utilization of your existing storage and save the expense
of acquiring more disk space. In addition to increasing storage efficiency, you can improve 1I/O
performance and reduce bottlenecks by distributing volumes across all available disk drives.

Oracle RAC on FlexPod ]
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NetApp OnCommand System Manager 2.0

System Manager is a powerful management tool for NetApp storage that allows administrators to
manage a single NetApp storage system as well as clusters, quickly and easily.

Some of the benefits of the System Manager Tool are:
e FEasy to install
¢ FEasy to manage from a Web browser
¢ Does not require storage expertise
e Increases storage productivity and response time
e Cost effective

e Leverages storage efficiency features such as thin provisioning and compression

Oracle Database 11g R2 RAC

Oracle Database 11g Release 2 provides the foundation for IT to successfully deliver more information
with higher quality of service, reduce the risk of change within IT, and make more efficient use of IT
budgets.

Oracle Database 11g R2 Enterprise Edition provides industry-leading performance, scalability, security,
and reliability on a choice of clustered or single-servers with a wide range of options to meet user needs.
Grid computing relieves users from concerns about where data resides and which computer processes
their requests. Users request information or computation and have it delivered - as much as they want,
whenever they want. For a DBA, the grid is about resource allocation, information sharing, and high
availability. Oracle Database with Real Application Clusters provide the infrastructure for your database
grid. Automatic Storage Management provides the infrastructure for a storage grid. Oracle Enterprise
Manager Grid Control provides you with holistic management of your grid.

Oracle Database 11g Direct NFS Client

Direct NFS client is an Oracle developed, integrated, and optimized client that runs in user space rather
than within the operating system kernel. This architecture provides for enhanced scalability and
performance over traditional NFS v3 clients. Unlike traditional NFS implementations, Oracle supports
asynchronous I/0 across all operating system environments with Direct NFS client. In addition,
performance and scalability are dramatically improved with its automatic link aggregation feature. This
allows the client to scale across as many as four individual network pathways with the added benefit of
improved resiliency when Network connectivity is occasionally compromised. It also allows Direct NFS
clients to achieve near block level Performance. For more information on Direct NFS Client comparison
to block protocols, see http://media.netapp.com/documents/tr-3700.pdf.

Design Topology

This section presents physical and logical high-level design considerations for Cisco UCS networking
and computing on NetApp storage for Oracle Database 11g R2 RAC deployments.
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Hardware and Software Used for this Solution

Table 1 shows the software and hardware used for Oracle Database 11g R2 GRID Infrastructure with
RAC Option Deployment.

Table 1 Software and Hardware for Oracle Database 11g R2 GRID Infrastructure with RAC Option Deployment
Hardware Quantity
Servers
Cisco UCS 6248UP fabric interconnects 2 (configured as an active-active pair)
Cisco UCS 5108 B-Series blade chassis 2

Cisco UCS 2208 B-Series blade Fabric
Extender modules
Cisco UCS B200 M3 B-Series blade servers:

4 (2 per Blade UCS Blade Chassis)

2-socket E5-2690 2.9GHz CPU & 128GB 4 nodes for RAC used for this solution
Memory &

1 x Cisco UCS 1240 virtual interface card VIC
Network

Cisco Nexus 5548UP switches 2

Storage
NetApp FAS3270 storage controllers:

2 x 1TB Flash Cache per controller & 2 nodes, configured as an active-active pair
2 x Dual-port 10GbE PCle adapters per

controller
NetApp DS4243 disk shelves:

4 shelf total, configured with 2 shelf per

24 x 600GB SAS drives per shelf Controller

Redhat Enterprise Linux 5.8 64-bit kernel-2.6.18-308.el5
Oracle Database 11gR2 GRID 11.2.0.3

Oracle Database 11gR2 Database 11203

Cisco UCS Manager 2.1.(1a)

Cisco NXOS for Nexus 5548UP 5.0(3)N2(1)

NetApp Data ONTAP 8.1.2

NetApp OnCommand system Manager 2.1

Oracle RAC on FlexPod
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Cisco UCS Networking and NetApp NFS Storage Topology

This section explains Cisco UCS networking and computing design considerations when deploying
Oracle Database 11g R2 RAC in an NFS Storage Design. In this design, the NFS traffic is isolated from
the regular management and application data network using the same Cisco UCS infrastructure by
defining logical VLAN networks to provide better data security. Figure below, presents a detailed view
of the physical topology, and some of the main components of Cisco UCS in an NFS network design.

Figure 12 Cisco UCS Networking and NFS Storage Network Topology
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As shown above, a pair of Cisco UCS 6248UP fabric interconnects carries both storage and network
traffic from the blades with the help of Cisco Nexus 5548 UP switch. The 8 GB Fiber channel traffic
(shown in green lines) leaves the UCS Fabrics through Nexus5548 Switches to NetApp Array to boot
the Operating system from SAN environment. This is a typical configuration that can be deployed in a
customer's environment or customers can choose to boot other methods such as local disk boot as per
business requirements. Boot from SAN is a recommended option to enable stateless computing for UCS
servers. From the block diagram it looks like all 8GB FC links are blocking? As described it appears
there is no valid path to the SAN.
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Both the fabric interconnect and the Cisco Nexus 5548UP switch are clustered with the peer link
between them to provide high availability. Two virtual Port Channels (vPCs) are configured to provide
public network, private network and storage access paths for the blades to northbound switches. Each
vPC has VLANSs created for application network data, NFS storage data, and management data paths.
For more information about vPC configuration on the Cisco Nexus 5548UP Switch, see
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9670/configuration_guide_c07-54356
3.html.

As illustrated in picture above, Eight (Four per chassis) links go to Fabric Interconnect "A" (ports 1
through 8). Similarly, Eight links go to Fabric Interconnect B. Fabric Interconnect-A links are used for
Oracle Public network & NFS Storage Network traffic and Fabric Interconnect-B links are used for
Oracle private interconnect traffic and NFS Storage network traffic.

Note  For Oracle RAC configuration on UCS, we recommend to keep all private interconnects local on a single
Fabric interconnect with NIC failover enabled. In such case, the private traffic will stay local to that
fabric interconnect and will not be routed via northbound network switch. In other words, all inter blade
(or RAC node private) communication will be resolved locally at the fabric interconnect and this
significantly reduces latency for Oracle Cache Fusion traffic.

Cisco UCS Manager Configuration Overview

The following are the high-level steps involved for a Cisco UCS configuration:
1. Configuring Fabric Interconnects for Chassis and Blade Discovery
a. Configuring Server Ports
2. Configuring LAN and SAN on UCS Manager
a. Configure and Enable Ethernet LAN uplink Ports
b. Configure and Enable FC SAN uplink Ports
c. Configure VLAN
d. Configure VSAN
3. Configuring UUID, MAC, WWWN and WWPN Pool
a. UUID Pool Creation
b. IP Pool and MAC Pool Creation
¢c. WWNN Pool and WWPN Pool Creation
4. Configuring vNIC and vHBA Template
a. Create vNIC templates
b. Create Public vNIC template
c. Create Private vINIC template
d. Create Storage vNIC template
e. Create HBA templates
5. Configuring Ethernet Uplink Port-Channels
6. Create Server Boot Policy for SAN Boot

Details for each step are discussed in subsequent sections below.

Oracle RAC on FlexPod
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Configuring Fabric Interconnects for Blade Discovery

Cisco UCS 6248 UP Fabric Interconnects are configured for redundancy. It provides resiliency in case
of failures. The first step is to establish connectivity between the blades and fabric interconnects.

Configuring Server ports
1. Click Equipment.

Click Fabric Interconnects.
Click Fabric Interconnect A.
Click Fixed Module.

o &1 & W DN

Equipment | servers | Lan | san [ vm| admin |
Filter: All -

|
-
=} g Servers

-] & Rack-Mounts
Ty FEX
&P Servers
(=}l Fabric Interconnects
=] Fabric Interconnect A (subordinate)
[~} &8 Fixed Module
(=)=l Ethernet Ports

-~ =

Click Ethernet Ports and select the desired number of ports.

Right-click "Configure as Server Port" as show below.

General| Faults | Events | FSM | Statistics |

-
-aEE

<
i _di 5
-z
-oEE

=] Port 9
=l Port 1C
=l Port 11
- Port 1
=l Port 1!

Show Navigator

[ Configure as Server Port ]

Configure as Uplink Port

Configure as Appliance Port

Configuring LAN and SAN on Cisco UCS Manager

Configure as FCoE Uplink Port
Configure as FCoE Storage Port

Fault Summary
= v s 2

Overall Status: ¥ Admin Down
Additional Info: Administratively down
Admin State: Disabled

Actions

il
-

o x|

figure

Perform the LAN and SAN configuration steps in the Cisco UCS Manager as shown in the following

section.

Configure and Enable Ethernet LAN uplink Ports

1. From the Equipment tab click Fabric Interconnects.

2. Click Fabric Interconnect A.
3. Click Fixed Module.
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4. From the Ethernet Ports menu, select the desired number of ports and right-click Configure as
Uplink Port.

SRR Sorvers | Lot s | M| actein I

e = Fiter | w Export (o Prine| |1 Roke: 7 Al B Unconfigured [ Netwerk, [ Server [ FCoE Uik, B Unfied Uplek. [ Applance Sterage.
St Pt | mac [ W Role | IF Type vl Sshs |

] I ':'l | | BATFEEAS2AaE  Saever Bheyscl t e 1 Enabind
f z BATFEEAS A4S [Servr [Fhsical T Up | Enabied
gﬁm f B SRR Servar Fhyscal T T Enobled
[ ophe i “ SATREESIAE  Server Fruvsical T | Enabied
P r— 0 E E;mungs;:,n;t Server Fhopsical T it Enabled
[ T ——— 0 TFEEASIZAND  Serewr ] t e Tt Enatina
= I Fabeic Intercornect & (peimany ) f T 54T IEE 5 2A4E e Froscsl 1 Uy T Enahisd
) Froed Mo I ] SATEEEAS AR Server Fhwsical [ | ¥ Enabied
H".E 1 5 Unconfired el ' Sip Mot Pressent ¥ Deabied
1 10 Ftoesical W Sp Nk Precet |3 Demabiled
:mi i it Bheyscal e L 1 Dusbied
f 12 Fruysical T Sfp Mot Present. BEX=")

=il Pt 4 w L = e
APt i 13 Frepscal gspruhm 1 Duabied
=Pt 1 14 Iﬂm Sip Mot Present ¥ Disabled
Aot 7 I 15 Frescal T onctesere | § Dnabied
Fute 0 16 [Fhoysical S Mk Pressent  Dxiatied
G Lol g IR Fhoica tio | ¥ Enctied
| 18 Poiical t e | 1 Enabied
o — e AT
J-phain i ] Fropial Ve LY
Wt 14 1 2 Pl U ip Mk Present ¥ Deabied
W Fort 15 1 2 S Mot Pressant B Dusabled
Mt 15 Y = Fhyscal VED # Disatied
‘.EE I = Phsical ET o ¥ Dinabled
I s Phiysacal VET L ¥ Disabied
[Pt ia 1 2 Physical [T stp ik Fresent # Disabled

As shown in the screenshot above, we selected Port 17 and 18 on Fabric interconnect A and configured
them as Ethernet Uplink ports. Repeat the same step on Fabric interconnect B to configure Port 17 and
18 as Ethernet uplink ports. We will use these ports to create Port-channels in later sections.

Configure and Enable FC SAN Uplink Ports

1. From the Equipment tab, click Fabric Interconnects.
2. Click Fabric Interconnect A.

3. Configure the Unified Ports menu.

| e ————

B Jfservers | Latt| San | W | Adein| nmmlmlmlwmlm[m[m[m_

Part Details
Local Storage Information

Access

High Availability Details

YLAN Port Count

FC 2ome Count

The Configure Expansion Module Ports displays.
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Configure Urified Ports

Unified Computing System Manager

Configure Fixed Module Ports L
Pork Transport 1 Robe o« Port Channel Membership Desred If Role
18 lether Ethernet Uplrk Port Channel Merber B
£ 19 nther Lncorfigured
20 sthear LUnconfigured
21 wtheer Uncorfigred
t2 theer Uroedipred
23 ether Uncorfigured
124 e Urcordigured
Port 38 Fe FC Liplrk:
Fort 26 e FC Uplrk.
Port 27 [ FC Liplek:
Pot 28 Fe FC Liplrk:
Fot 29 ¥ FC Lplrk
Fort 30 [ FE Liplrk:
Port &2 FC Uik -

Corfigrn Faed Moddle Ports Configurs Expardon Modubs Purts Finish I Canel I

4. Click "Configure Expansion Module Ports" button. The Configure Expansion Module Ports window
displays.

XXXX
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. Conligure Unified Ports
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You can use the slider to select a set of ports. Right Click on the selected ports and click on "Configure
as FC Uplink Port" and Click on Finish button to Save the configuration changes.

Repeat for same steps on Fabric Interconnect B switch to enable LAN uplink and FC uplink ports. Next
step is to configure VLANS for this configuration. Before we get into vLAN configuration, here are a
couple of Best practices for Oracle RAC configuraion.

Important Oracle RAC Best Practices and Recommendations for vLANs and vNIC Configuration

Note

Configure VLAN

For Direct NFS clients running on Linux, best practices recommend always to use multipaths in separate
subnets. If multiple paths are configured in the same subnet, the operating system invariably picks the
first available path from the routing table. All traffic flows through this path and the load balancing and
scaling do not work as expected. Please refer to Oracle metalink note 822481.1 for more details.

For this configuration, we created VLAN 20 and VLAN 30 for storage access.

Oracle Grid Infrastructure can activate a maximum of four private network adapters for availability and
bandwidth requirements. In our testing, we observed that a single Cisco UCS 10GE private vNIC
configured with failover did not require multiple vnics configuration from bandwidth and availability
perspective. If you want to configure multiple vnics for your private interconnect ,we strongly
recommend using a separate VLAN for each private vNIC. As a general best practice, it is a good idea
to localize all private interconnect traffic to single fabric interconnect. For more information on Oracle
HAIP, please refer to Oracle metalink note 1210883.1.

When you have decided on VLAN and vNICs, we are ready to configure vLANS for this setup.

1. In Cisco UCS manager, click LAN
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Note

2. Go to LAN Cloud > VLAN and right-click Create VLANSs. In this solution, we need to create 4
VLANS: one for private (VLAN 10), one for public network (VLAN 134), and two more for storage
traffic (VLAN 20 and 30). These four VLANS will be used in the vNIC templates discussed later.

5 createvians |
Create VLANs

YLAN NU'WLK:&DMPH?&M
[l
Mulkicast Policy Mame:  <not set> b Create Mulkicast Policy

* CommonfGlobal (" Fabric & ( Fabric B ¢ Both Fabrics Configured Differently

‘fou are creating ghobal YLARNS that map to the same YLAN 105 in all available Fabrics.

Enter the range of YLAN IDs.(e.g. "2009-2019", “29,35,40-45", "23", "23,34-45")
YLAN IDs: gu|

Sharing Type: | * None ( Primary ( Isolated

In the screenshot above, we have highlighted VLAN 10 creation for Private network. It is also very
important that you create both VLANs as global across both fabric interconnects. This way, VLAN
identity is maintained across the fabric interconnects in case of NIC failover.

Repeat the process for creating Public vlans & Storage vlans when using Oracle HAIP feature, you may
have to configure additional vlans to be associated with additional vnics as well.

Here is the summary of VLANSs once you complete VLAN creation.
e VLAN 10 for Oracle RAC private interconnect interfaces.
e VLAN 134 for public interfaces.
e VLAN 20 and VLAN 30 for storage access.

Even though private VLAN traffic stays local within UCS domain during normal operating conditions,
it is necessary to configure entries for these private VLANS in northbound network switch. This will
allow the switch to route interconnect traffic appropriately in case of partial link failures. These
scenarios and traffic routing are discussed in details in later sections.

The figure below summarizes all the VLANSs for Public and Private network and Storage access.
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Figure 13 VLAN Summary
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Configure VSAN

In Cisco UCS manager, click SAN > SAN Cloud > VSANS and right-click to Create VSAN. In this study
we created VSAN 25 for SAN Boot.

Figure 14 Configuring VSAN in Cisco UCS Manager
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+ Create WSAN

In this study, we created VSAN Name as "SAN boot" and Selected "Common/Global" to create VSAN
on both the Fabrics and specified VSAN ID as "25" and FCoE VLAN ID as "25".

Note  If FCoE traffic for SAN Storage is not used, it is mandatory to specify VLAN ID.

Figure 15 VSAN Summary

Configure Pools

When VLANs and VSAN are created, we need to configure pools for UUID, MAC Addresses,
Management IP and WWN.

UUID Pool Creation

In Cisco UCS Manager, click Servers > Pools > UUID Suffix Pools and right-click to "Create UUID
Suffix Pool", create a new pool.
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Figure 16 Create UUID Pools

E@ Pools
= ..f:ln root

[y Server Pools

S8 - Juuin S
N, i
" bl Create ULID Suffix Pool ]

As shown in Figure 17, we created UUID Pool as OraFlex-UUID-Pools.

Figure 17 Post UUID Pool Creation
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IP Pool and MAC Pool Creation

In Cisco UCS Manager, click LAN > Pools > IP Pools and right-click to "Create IP Pool Ext-mgmt". We
created ext-mgmt IP pool as shown below. Next, click MAC Pools to "Create MAC Pools". We created
OraFlex-MAC-Pools for the all vNIC MAC addresses.

Figure 18 Create IP Pool and MAC Pool
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The IP pools will be used for console management, while MAC addresses for the vnics being carved out
later.

WWNN Pool and WWPN pool Creation

In Cisco UCS Manager, click SAN > Pools > WWNN Pools and right-click to "Create WWNN Pools".
Next, click WWPN Pools to "Create WWPN Pools". These WWNN and WWPN entries will be used for
Boot from SAN configuration.

We created OraFlex-WWPN-Pools and OraFlex_ WWNN-Pools as shown below.

Figure 19 Create WWNN and WWPN Pool

Equipmentt Servers} LAN M[ Admin |
Filter:[_Enu:uIs jv

sf=]

=8 ‘e:ll,. rook

- 358 10N Paols

E% WRM Pools
= & WM Poal OraFlex-whihN-Pools_)
L] g [20:01:01:25:E5:11:13:01 - 20:01:01:25:65:11:13:10]
688 WM Pool node-def ault
=168 WWEN Pools
' WP Pool O aFlex-\WWPN-POCLS
o [20:00:01:25:65:11:13:01 - 20;00:01:25:85:11:13:20]
B3 WWPN Poal default
----- 83 Wi Ponls

----- & Sub-Organizations

Pool creation is complete. The next step is to create vNIC and vHBA templates.

Configure vNIC and vHBA Templates

Create a vNIC Template

In Cisco UCS Manager, click LAN > Policies > vNIC templates and right-click “Create vNIC Template.”
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Figure 20 Create vNIC Template
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[ Create vNIC Template ]

We created four vINIC templates for this Oracle RAC on FlexPod configuration: one for public network,
one for private network and two for storage network. The private network is for Oracle RAC internal
heartbeat and cache fusion traffic while Public network for external clients like middle tiers and ssh
sessions to the Oracle hosts. The storage networks are for NFS data traffic access of Oracle DSS and
OLTP database volumes.

Create Private vNIC Template

For Oracle private network vINIC template, we strongly recommend to set 9000 MTU. We also will pin
this template to Fabric B with vNIC failover enabled. For private vNICs derived from this template, all
communication among those private vNICs will stay local to Fabric Interconnect B. In case, of a failure
on Fabric B, the appropriate vNICs will failover to Fabric A. As shown in the screenshot below, please
make sure to use OraFlex-MAC-Pools as the MAC Pool for MAC addresses.
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Figure 21 Create Private vNIC Template
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Create Public vNIC Template

Next, create a vNIC template for public network. We used MTU=1500 and OraFlex-MAC-Pools as the
MAC Pool for this template. We selected "enable failover" for public network.
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Figure 22 Create Public vNIC Template
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Create Storage vNIC Template

For storage vNIC template, we used VLAN 20 and pinned it Fabric interconnect A. The vNICs derived
from this template will drive database NFS traffic so we also used Jumbo frames (MTU=9000) as shown
below.
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Figure 23 Create Storage vNIC Template on Fabric A
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Repeat the same process to create a storage VNIC template for Fabric B.
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Create Storage vNIC Template on Fabric B

Design Topology ||
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The following is the vNIC template summary after all necessary templates for this FlexPod configuration

are created.
Figure 25 vNIC Template Summary
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Create HBA Templates
In Cisco UCS Manager, click SAN > Policies > vHBA templates and right-click “Create vHBA
Template.”
Figure 26 Create vHBA Templates
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Create vHBA Template
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We created two vHBA templates as vHBA1_FabA and vHBA2_FabB as shown below.
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Create vHBA Template

HBAZ_FabB I
Description:
FabricID: A} % B

Select ?HNBM
)

Template Type: lnl:ianumcktelfi‘ Updating Template l

Max Data Field Size: (2045

Q05 Policy:  <not set> b
Fin Group:  <nob set> b
Stats Threshold Policy: defauk -

Next, we will configure Ethernet uplink port channels.

Configure Ethernet Uplink Port Channels
To configure Port Channels, click LAN > LAN Cloud > Fabric A > Port Channels and right-click “Create
Port-Channel.” Select the desired Ethernet Uplink ports configured earlier.

Repeat these steps to create Port Channels on Fabric B. In the current setup, we used ports 17 and 18 on
Fabric A and configured as Port Channel 10. Similarly, ports 17 and 18 on Fabric B are configured to
create Port Channel 11.

Figure 27 Configuring Port Channels
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Ether Port Channel Details on Fabric A

Figure 28 Port Channel-10 Status and Properties
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Figure 29 Port Channel-11 Status and Properties
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Create Server Boot Policy for SAN Boot

Navigate to Cisco UCS Manager > Servers > Policies > Boot Policies > right-click Create Boot Policy.
From the Local devices "Add CD-ROM" and click vHBA's to "add SAN Boot" as shown below.

Figure 30 Cisco UCS Server Boot Policy

Boot Order

\#) |=/ | Filter | = Export (3= Print

Name [ Order [wiche..| Tyoe | D | WWN =
(@) Co-ROM -~
=™ Storage 2

= =] 58N primary vHBAL Primary

| a SAN Target primary Primary L] S0:04:09:83:90:11:05:0F

L =] SAN Target seconds Secondary 0 S0:04:09:83:80:11:05:0F
= =] s8N secondary vHBAZ Secondary

i a SAN Target primary Primary ] S0:04: 09:84:90:11:05:0F

: a SAK Target seconda Secondary 1] S0:04:09:64:80: 11:05:DF

~

Note  WWN for Storage has to be identified from NetApp storage.

When the above preparation steps are complete we are ready to create a service template from which the
service profiles can be easily created.

Service Profile Creation and Association to Cisco UCS Blades

Service profile templates enable policy based server management that helps ensure consistent server
resource provisioning suitable to meet predefined workload needs.

Create Service Profile Template

In Cisco UCS Manager, click Servers > Service Profile Templates > root and right-click root to “Create
Service Profile Template.”
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Figure 31 Create Service Profile Template

Equipment ﬁmm | sen| | admin|

lﬂll:]“

Service Prafile Template

E|--- Service Profile Templates
-

Show Mavigator

Create Organization
Create Service Profile (expert)
Create Service Profiles From Template

Create Service Profile

ECreate Service Profile Templatej

Copy

Enter the template name and select the UUID Pool that was created earlier and move on to the next

screen.

Figure 32 Identify Service Profile Template

+ Create Service Profile Template

Unified Computing System Manag

Create Service Profile Template

1. 1dentify Service
Profile Template

2. uﬂetwnm

3. I_'Im

4. IJM

S. L utaicjvrpa placement
6. l—‘SeweertOrdet

Identify Service Profile Template

You must enter a name for the senice profile template and specify t
assigned to this template and enter a description.
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Figure 33 Networking—LAN Configurtation

= Create Service Profile Template

Unified Computing System Manager

Networking
Optionally specify LAN configuration information,

s | Sedact & Pobcy bo usa (o Dyhamic wiIC Pobcy by dafauk) + El :

In the Networking page create vVNICs; one on each fabric and associate them with the VLAN policies
created earlier. Select expert mode, and click on add on the section that specifies add one or more vNICs
that the server should use to connect to the LAN.

In the create vNIC page, select "Use vNIC template" and adapter policy as Linux. In the page below
vNIC1 was selected for Oracle public network.

Figure 34 Creation of vNICs using vNIC Template

v Create ¥vNIC

Create vNIC
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Similarly, create vNIC2 for private, vNIC3 for Storage side A, and VNIC4 for Storage Side B with
appropriate VNIC template mapping for each vNIC.

Figure 35 Post vNIC Creation Using vNIC Template

= Creeabte Servicoe Profile Template

Unified Computing System Manager

Networking
Optionally specify LAN configuration information.

2. networking

W P pnection Policy: | Select  Pokcy to use (o Dynamc vNIC Policy by defaul) =
4 Jzonen

s U

WDcets B3 add W Modfy

When vNICs are created, you will need to create vHBA's.

In the storage page, select expert mode, choose the WWNN pool created earlier and click the Add button
to create VHBA's.
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Figure 36 Storage—SAN Configuration

Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Storage
4 : Optionally specify disk policies and SAN configuration information.
Identify Service Profile
Temglate
2. hetworking
3 Hstorage

5. inicpves placement
& Sy Bl Owcler

I lJ Maintenance Polcy

B Server Assigniment

9. U operational Polies

wosee (Qlag Jmress

We created two vHBA's:
e VvHBAI using template VHBA1_FabA
e vHBAZ2 using template vHBA?2_FabB
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Figure 37 Create vHBAs Using vHBA Template

Create vHBA

Lo~
L1]

l] inu n

Create vHBA

wHEAZ_FabB -
[1]

Lirz ki
T—
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Figure 38 Worldwide Node Name Assignment

OraFlex-\WhwNM-Pools{ 12/ 16) -

vHBEA vHEA1 Detived

=13 vHBA, If
=i vHBA vHBAZ Derived

----- =15 vHBA If

1 Delete

add B Modify

For this FlexPod configuration, we used Cisco Nexus 5548UP for zoning so we will skip the zoning
section and use default vNIC/VHBA placement.
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Figure 39 vNIC/vHBA Placement

a Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template VNIC!VHBA Placement
Specify how vNICs and vHEAs are placed on physical netwark adapters

L. 1dentify Service Profile
Tenplake MIC wHEA Flacement specifies how vMICs and vHEAS are placed on physical netwark adapters (mezzanine)
+ ' etworking n 4 server hardware configuration independent way,

- ¥ Storage
+  Zaning

+  yNIC/¥HBA Placement Select Placemnent:
- Server Book Order
-0 Maintenance Policy
: L-}Server Assignment
: JOEerational Palicies

il ™ Ed Create Placemert Policy

System will perform automatic placement of ¥MICs and wHBAs based on PCI order.

o= RS« (T BN R

Name Address Order =2

4F vNIC ¥NIC1
-~ wNIC ¥NIC2 Detived
=17 wNIC ¥NIC3 Derived
I wNIC ¥NIC4 Derived
i-~{§ vHBA vHBA1L Derived
..~13 vHBA vHBAZ Derived

NN R - -

Move Up % Move Down ﬁ‘ Delete (¥ Reorder Modify

Server Boot Policy

In the Server Boot Order page, choose the Boot Policy created for SAN boot and click Next.

Figure 40 Configure Server Boot Policy During Service Profile Template Creation
H nplate . =
nified Computing System Manager omputing System Manager
croste Sarvie prfie Tenglaze S Boot Ord o servea ot Tercie Server Boot Order
o rvice Probds. aboot pokcy.
Temoiste [Fabact & boot podcy.
2. ¥ hietwerking.
3: 3:.;:44 Book Pokys Select Boot Pokcy touse v ook pocy: TR - 3 Creste ot Foky
e [oeect ot Pobey e 2] y
6 Server Boot Order — g cy Nome: SANBoOE
7. Dpgrrensnce votcy The defakl"c9te 8 Soechi Boot Pobey et oo ver Agsioren Dezcription:
:‘ Olgarver ag mﬂ» A:“" . i mw NICIBAISCSL o N
EI‘ ¥ A/SCS1 scorfn
¥ the vNICsj: HBAJSCST
) ] e el
- Name. [ order | waicptmaiscsivac | e [ wnw | W
B e :
= =] SN primary BAL Pransry
i B e _—
=] A Tangat sacondary Seccrdsey 0 SOAD 0N 105106
5 5 soconday L) SER Ry,
= 540 Target prmary Pimay 0 SO0 41011 108,08
=] S Tonget secondary. Seccedsey 0 SO:0ADY480:11:05.0F
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Figure 41 Server Boot Order Assignment

# Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template server Boot order

Optionally specify the boot policy for this service profile template.

+ ¥ Identify Service Profil
Template Select a boot palicy.

+  Netwarking

+ W Storage

+  Zoning | Boot Palicy: 3 i Ed Create Book Policy I
+ ¥ vNIC/vHBA Placement

+ ¥ Server Boot Order

3 JMaintenance Palicy Name; SANBoot

' -jw Description:

P | QOperational Policies Feboot on Boot Order Change: Yes

Enfarce vNICvHEANSCSI Name: No

- SR AT R SR

WARNINGS:

The type (primary fsecondary) does not indicate a book order presence,

The effective arder of boot devices within the same device class (LAMSStorageiSCSI) is determined by PCIe bus scan order,

IF Enforce ¥NIC/vHBA /iSCSI Name is selected and the vNICWHBASISCSI does not exist, a config error will be reported,

If it is ot selected, the vMICsivHBAS/ISCSI are selecked if they exist, atherwise the wNIC/vHEANISCSI with the lowest PCIe bus scan order is used,

14 = | & Filter | = Export | (g Print

Marne Order | #NIC/vHEA/ISCSI ¥NIC Type | LunID W =
(@) co-RoOM 1 X
5 Storage 2
é EI SAM primary wHE& 1 Primaty
EI SAM Target primary Primary o 50:04:09:53:90:11:05:DF
: EI SAMN Target secondary Secondary o 50:04:09:583:80:11:05:DF
B =] 5AN secondary vHBAZ Secandary
; a SAMN Target primary Primary o S0:04:09:54:90:11:05:0F
EI SAM Target secondary Secondary a S0:04:09:54:80:11:05.DF
_&

The maintenance and server assignment policies were left to default in our configuration. However, they
may vary from site to site depending on your work loads, best practices and policies.

Create Service Profiles from Service Profile Templates

In Cisco UCS Manager, click Servers > Service Profile Templates and right-click Create Service Profiles
from Template.
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Figure 42 Create Service Profile from Service Profile Template

Equpment [Servers Lan | san| v | Admin | Zalo]
Filter: Al -

=

Bl Sgrvers
=55 Service Profiles
4% root
=l Service Profile Templates

4 ARk

- Show Navigator
L iE Create Organization
=4 ro Create Service Profile (expert)
“ ?l Create Service Profiles From Template I

& [ Create Service Profile

&
&

wE Create Service Profile Template
-

5; Start Faulk Suppression

m. & Frur Fan ik Srannrace

& Create Service Profiles From Template

Create Service Profiles From Template

|

haming Prefix: |B200M3-0RARAC-Node
Mumber; |4

Service Profile Templat ice Template RARAC-FlexPod-Template

(0]'4 I Cancel

We created four service profiles with the name prefix "B200M3-ORARAC-Node" as listed below:
e B200M3-ORARAC-Nodel

e B200M3-ORARAC-Node2
e B200M3-ORARAC-Node3
¢ B200M3-ORARAC-Node4
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| u i i

Post Service Profiles Creation

5 o g v

Equipment | Servers | Lani | sam | wm | Admin |

Filter: Al -

o =]

== Service Profiles | [0 ] Tupu\ugy]

Al I Fa\ledl Actwel Passlvel Dlsassnclatedl Pendlngl Hlerarchlcall Pending Actlwtles]

Design Topology M

& Filter | = Export L‘—_;_., Print

S Service Profiles

3
E200M3-ORARAC-Model
> B200M3-0RARAC-Node2
> B200M3-ORARAC-Node3
> B200M3-ORARAC-Noded
Sub-Organizations

[l service Profile Templates

23, root

gea Sub-Organizations
- =) Polices
T e i

[FH service Template BZ00M3-ORARAC-FlexPod-Tem

Mame User Label

Owerall Status

Assoc State

;fE Service Profile B200M3-ORARAC-Model

4 Unassociated

4 Unassociated

=EE Service Profile B200M3-ORARAC-Mode2

4 Unassociated

4 Unassociated

=5 Service Profile B200M3-0R ARAC-Noded

4 Unassociated

4 Unassociated

=5 setvice Profile B200M3-ORARAC-Noded

¥ Unassociated

¥ Unassociated

Associating a Service Profile to Servers

As service profiles are created we are ready to associate them to the servers.

1. Under the Servers tab, select the desired service profile and select Change Service Profile

Association.

Equipment | Servers | LAy | san | v | admin | """"‘E”‘j""'ﬁl | g::x
Filter: 21 -
= Fault Surmmary
g (>) \Y
= = Service Frofiles o 0
=) Status
- - e Shew Navigator |
* BZ0OMI-ORARAC-Noded Change Initisl Power State
@ BEDOMI-ORARAC-Noded = |
ok, Sub-Organizations
= [l service Profis Templates
=k, rook
# [{l Service Template B2OOM: Panims Service Frofle
b Sub-Organizations Create a Clone

Change Service Profile Association ]

b
55 IPMI hecmss Profiles
@ 5 Local Disk Confia Policies

Associabe with Server Poal
Bind b & Template
Uinbined From the Template

2. Click Change Service Profile Association under the General tab, select the existing server that you
would like to assign and click OK.
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~

Note

Associate Service Profile
Select an existing server pool or a previously-discovered server by name, or manually ¢
a custom server by entering its chassis and slot ID. If no server currently exists at that
location, the system waits until one is discovered.

Select Chassis 1D Slot Rack ID Procs 0
“ 1 0 2 144 IS
[s} 1 2 2 262144
[} 3 a z 262144
(e 2 2 ]

262144 5
« »

Repeat the same steps to associate the remaining three service profiles for the respective blade servers

as shown below:
e B200M3-ORARAC-Nodel - Chassisl - Slotl
e B200M3-ORARAC-Node2 - Chassisl - Slot2
e B200M3-ORARAC-Node3 - Chassis2 - Slotl
e B200M3-ORARAC-Node4 - Chassis2 - Slot2

When you start associating the service profiles, the overall status will be shown as "Config"

Figure 44 Overall Status During Service Profile Association

quipment | S81vers | Lan | san | v admin|
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Storage I Mekwark

Al hd

= |

=l SEIVERS
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=K [ BAD | E

E—}-- Service Profile Templates

=), root
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E,f:i,. roak
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- B BIOS Defaults
[ 5 BIOS Policies
-- 1 Bact Palicies

Make sure the FSM (Final State Machine) Association progress status completes by 100 percent.
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Figure 45 FSM (Final State Machine) Status During Service Profile Association
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Make sure all the service profiles are associated as shown below.

Figure 46 Post Service Profile Association
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Cisco Nexus 5548UP Configuration

The following are the general steps involved in Nexus 5548 UP configuration.

1. Configure NPIV and FCoE features

& @« D

Fiber Channel Fabric Zoning for SAN Boot
Setting up VLAN and VSAN Configuration
Configuring Virtual Port Channel for Oracle Data Network and Storage Network

a. Configure Virtual Port Channel on Nexus 5548

b. Configure Virtual Port Channel for Data Network

c. Configure Virtual Port Channel on NFS Storage Network
5. Setting up Jumbo Frames on N5548UP

In the following sections describe the steps in detail.
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Configure NPIV and FCoE Features

If the NPIV feature is not enabled or if it is a new setup, enable the NPIV feature on the Cisco Nexus
N5548 switches. The NPIV feature is required to register FLOGI (Fabric Login) of the Cisco UCS blade
WWPN (Host Initiator).

Steps to enable NPIV and FCoE features on Cisco Nexus 5548 switch A:

N5548-Fab-A# config terminal
N5548-Fab-A(config)# feature npiv
N5548-Fab-A(config)# feature fcoe

Repeat the steps to enable the NPIV feature on Switch B.

Configure Fiber Channel Fabric Zoning for SAN Boot

Table 2

Note

Make sure you have (8 GB) SFP+ modules connected to the Nexus 5548UP ports. The port mode is set
to AUTO as well as the speed is set to AUTO. Rate mode is "dedicated" and when everything is
configured correctly.

A Nexus 5548 series switch supports multiple VSAN configurations and lot of additional features. We
are highlighting only a single VSAN and only relevant features that are required for this study. It is
beyond the scope of this document to highlight other features and their use.

Table? lists the plan for zones and their associated members that are used in the testing and discussed in
this document. In the current setup, we used a total of 4 paths: 2 paths from each Fabrics and Cisco Nexus
5548's to the storage.

Zones for Oracle RAC Node Setup

B200M3-CH1-BL1-ORARAC1-vHB | 20:00:01:25:b5:11:13:02

A1
B200M3-CH1-BL2-ORARAC2-vHB | 20:00:01:25:b5:11:13:04 ControllerA — Port OC
A1 50:0a:09:83:9d:11:05:df

A1

B200M3-CH2-BL1-ORARAC3-vHB | 20:00:01:25:b5:11:13:06

&

A1

B200M3-CH2-BL2-ORARAC4-vHB | 20:00:01:25:b5:11:13:08

ControllerB — Port OC
50:0a:09:83:8d:11:05:df

A2

B200M3-CH1-BL1-ORARAC1-vHB | 20:00:01:25:b5:11:13:01

A2

B200M3-CH1-BL2-ORARAC2-vHB | 20:00:01:25:b5:11:13:03 ControllerA — Port OD

50:0a:09:84:9d:11:05:df

A2

B200M3-CH2-BL1-ORARAC3-vHB | 20:00:01:25:b5:11:13:05

&

A2

B200M3-CH2-BL2-ORARAC4-vHB | 20:00:01:25:b5:11:13:07

ControllerB — Port OD
50:0a:09:84:8d:11:05:df
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To find out the host adapter WWPN's for each of the HBA's, launch Cisco UCS Manager. From the Cisco
UCS Manager, select the desired server from Equipment > chassis > servers > vHBAs menu.

= EEDOMI-CRARAC-tode] vHBAS
";'SCSI'N’C’ %) (= | Fiker = Export | Prink
T -l v veal Hame: | WHPH | Desredonder | Actuslorder | Fabricin |
- =il vHBA vHBAZ = =] vHBA vHEA 20:00:001:25:85:11:12:02 & g A& ]
-~ WHICs =l v+ IF OraFlex
o BTN CRARAC-Wode =1 =l vhBa vHEAZ 20:00:01:25:85:11:13:01 6 3 &
¥ T B200MI-CRARAC-Hode3 -a s
B T BEDOMI-CRARAC-Hodsd e
M Bk P b

The WWPN numbers for both HBAs for server 1 are illustrated above. In the current setup, we used a
total of 4 paths: 2 paths from each Fabrics and Cisco Nexus 5548's to the storage. The details are shown

below.

1% |= | & Filter | = Export (= Print

Name | order [whiciHB..] Type | wnD | WM =
(@) Co-ROM =
= ! Storage 2

=-=] saM primary vHBAI Primary

! E‘ SAN Target prirary Primary L] S50:04:09:83:9D:11:05:0F

‘=] saN Target seconda Secondary 0 S0:0/4:09:83:80:11:05:0F
= =] san secondary vHBAZ Secondary

i a SAN Target primary Primary L] 20:08:09:84:90:11:05:0F

"~ =] sAM Target seconda

Secondary L] S50:04:09:64:80:11:05:0F

Setting up VLAN and VSAN Configuration

VLAN Configuration for Cisco Nexus 5548 Fabric A

VLAN 134 Configuration for Public traffic

N5548-Fab-A# config terminal

N5548-Fab-A (config)# VLAN
N5548-Fab-A (config-VLAN) #
N5548-Fab-A (config-VLAN) #
N5548-Fab-A (config-VLAN) #

134

name Oracle_RAC_Public_Traffic
no shutdown

exit

VLAN 134 Configuration for Private traffic

N5548-Fab-A (config)# VLAN
N5548-Fab-A (config-VLAN) #
N5548-Fab-A (config-VLAN) #
N5548-Fab-A (config-VLAN) #
N5548-Fab-A (config-VLAN) #

VLAN 20 Configuration for

N5548-Fab-A (config)# VLAN

10

name Oracle_RAC_Private_Traffic
no ip igmp snooping

no shutdown

exit

storage traffic

20
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N5548-Fab-A (config-VLAN) # name Storage_Traffic for ControllerA
N5548-Fab-A(config-VLAN) # no shutdown
N5548-Fab-A(config-VLAN) # exit

VLAN 30 Configuration for storage traffic

N5548-Fab-A(config)# VLAN 30

N5548-Fab-A(config-VLAN) # name Storage_Traffic for ControllerB
N5548-Fab-A(config-VLAN) # no shutdown

N5548-Fab-A (config-VLAN) # exit

N5548-Fab-B(config)# Copy running-config startup-config

VSAN Configuration for Cisco Nexus 5548 Fabric A

N5548-Fab-A(config)# vsan database
N5548-Fab-A(config-vsan-database)# vsan 25
N5548-Fab-A(config-vsan-database)# vsan 25 interface fc 1/29-32
N5548-Fab-A(config)# exit

N5548-Fab-B(config)# Copy running-config startup-config

Repeat the VLAN and VSAN configuration steps on Cisco Nexus 5548 Fabric B.

Configuring the Virtual Port Channel for Oracle Data Network and Storage
Network

Configure Virtual Port Channel on Cisco Nexus 5548

Cisco Nexus 5548UP vPC configurations with the vPC domains and corresponding vPC names and IDs
for Oracle Database Servers is as shown in Table 3. To provide Layer 2 and Layer 3 switching, a pair of
Cisco Nexus 5548UP Switches with upstream switching are deployed, providing high availability in the
event of failure to Cisco UCS to handle management, application, and Network storage data traffic. In
the Cisco Nexus 5548UP switch topology, a single vPC feature is enabled to provide high availability,
faster convergence in the event of a failure, and greater throughput.

Table 3 vPC Mapping for the Cisco Nexus 5548UP Switch
vPC Domain vPC Name vPC ID
1 Peer-Link 1
1 -
1 vPC-Private 18
1 -
1 vPC-Storage2 30
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In the vPC design table, a single vPC domain, Domain ID 1 is created across Cisco Nexus 5548UP
member switches to define vPCs to carry specific VLAN network traffic. In this topology, we defined 5
vPCs with IDs. vPC ID 1 is defined to Peer link communication between 2 x Nexus switches in Fabric
A & B. vPC IDs 17 and 18 are defined for traffic from Cisco UCS fabric interconnects, and vPC IDs 20
and 30 are defined for NFS Storage traffic to NetApp Array. These vPCs are managed within the Cisco
Nexus 5548UP, which connects Cisco UCS fabric interconnects and the NetApp storage system.

The following are the steps to configure vPC.
1. Login into N5548-A as admin.

N5548-Fab-A# config terminal

N5548-Fab-A(config) #feature vpc

N5548-Fab-A (config) #vpc domain 1

N5548-Fab-A(config-vpc-domain) # peer-keepalive destination <Mgmt. IP Address of
peer-N5548-B>

N5548-Fab-A(config-vpc-domain) # exit

N5548-Fab-A(config)# interface port-channel 1
N5548-Fab-A(config-if)# switchport mode trunk
N5548-Fab-A(config-if)# vpc peer-1link

N5548-Fab-A(config-if)# switchport trunk allowed VLAN 1,10,134,20,30
N5548-Fab-A(config-if)# spanning-tree port type network
N5548-Fab-A(config-if)# exit

N5548-Fab-A(config)# interface Ethernetl/1

N5548-Fab-A(config-if)# description Peer link connected to N5548B-Ethl/1
N5548-Fab-A(config-if)# switchport mode trunk
N5548-Fab-A(config-if)# switchport trunk allowed VLAN 1,10,20,30,134
N5548-Fab-A(config-if)# channel-group 1 mode active
N5548-Fab-A(config-if)# no shutdown

N5548-Fab-A(config-if)# exit

N5548-Fab-A(config)# interface Ethernetl/2

N5548-Fab-A(config-if)# description Peer 1link connected to N5548B-Ethl/2
N5548-Fab-A(config-if)# switchport mode trunk
N5548-Fab-A(config-if)# switchport trunk allowed VLAN 1,10,20,30,134
N5548-Fab-A(config-if)# channel-group 1 mode active
N5548-Fab-A(config-if)# no shutdown

N5548-Fab-A(config-if)# exit

N5548-Fab-A(config)# copy running-config startup-config

2. Login into N5548-B as admin.

N5548-Fab-B(config)# conf term

N5548-Fab-B(config)# feature vpc

N5548-Fab-B(config)# vpc domain 1

N5548-Fab-B(config-vpc-domain# peer-keepalive destination <Mgmt. IP Address of
peer-N5548-A>

N5548-Fab-B(config-vpc-domain) # exit

N5548-Fab-B(config)# interface port-channel 1

N5548-Fab-B(config-if)# description Port-Channel for vPC Peer-link
N5548-Fab-B(config-if)# switchport mode trunk

N5548-Fab-B(config-if)# vpc peer-1link

N5548-Fab-B(config-if)# switchport trunk allowed VLAN 1,10,134,20,30
N5548-Fab-B(config-if)# spanning-tree port type network
N5548-Fab-B(config-if)# exit

N5548-Fab-B(config)# interface Ethernetl/1

N5548-Fab-B(config-if)# description Peer 1link connected to N5548A-Ethl/1
N5548-Fab-B(config-if)# switchport mode trunk
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N5548-Fab-B(config-if)#
N5548-Fab-B(config-if)#
N5548-Fab-B(config-if) #
N5548-Fab-B(config-if) #

switchport trunk allowed VLAN 1,10,20,30,134
channel-group 1 mode active

no shutdown

exit

N5548-Fab-B(config)# interface Ethernetl/2

(
(
(
(
(
N5548-Fab-B(config-if)#
N5548-Fab-B(config-if)#

(

(

(

(

(

N5548-Fab-B(config-if
N5548-Fab-B(config-if
N5548-Fab-B(config-if) #

)
N5548-Fab-B(config-if)#
) #
) #

description Peer link connected to N5548A-Ethl/2
switchport mode trunk

switchport trunk allowed VLAN 1,10,20,30,134
channel-group 1 mode active

no shutdown

exit

N5548-Fab-B(config)# copy running-config startup-config

Configure the Virtual Port Channel for the Data Network

Table 4 shows vPC configuration details for Cisco UCS 6248UP Fabric Interconnects A and B with
required vPC IDs, VLAN IDs, and Ethernet uplink ports.

Table 4 vPC Port Channel for the Cisco Nexus 5548UP Switch
vPC Name vPC ID on Fabric Interconnect Nexus 5548 Uplink VLAN ID
Nexus Uplink Ports Ports
5548UP
134 (management), 10 (Private
Interconnect), Public Access,
vPC-Public 1 17 Fab-A Eth 1/17 & Fab-A Eth 1/17 & )

Fab-A Eth 1/18

o .---

Fab-B Eth 1/17 Virtual IP, SCAN IP

20 (NFS Storage)

On Cisco UCS Fabric Interconnect A, Ethernet uplink ports 17 and 18 are connected to Cisco Nexus
5548UP Fabric A (port 1/17) and Cisco Nexus 5548UP Fabric B (port 1/17), which are part of vPC ID
17 and have access to Oracle DB Public and Private VLAN IDs 134 and 10 & also have access to Storage
Network VLAN IDs 20 & 30. The same configuration is replicated for vPC ID 18 on Fabric interconnect
B, with ports 17 and 18 connected to port 8 of Cisco Nexus 5548UP Fabric A (port 1/18) and Cisco
Nexus 5548 UP Fabric B (port 1/18) and it has same access like Nexus 5548 Fabric A switch.

The following are the configuration details for the Cisco Nexus 5548UP switches.

Port Channel Configuration on the Cisco Nexus 5548 Fabric-A

N5548-Fab-A(config)# interface Port-channel 17

(
N5548-Fab-A(config-if) #
N5548-Fab-A(config-if) #
N5548-Fab-A(config-if)#
N5548-Fab-A(config-if)#
N5548-Fab-A(config-if)#
N5548-Fab-A(config-if) #

description Port-Channel for Fabric InterconnectA
switchport mode trunk

switchport trunk allowed VLAN 134,10,20,30

vPC 17

no shutdown

exit
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N5548-Fab-A(config)# interface Port-channel 18
N5548-Fab-A(config-if)# description Port-Channel for Fabric InterconnectB
N5548-Fab-A(config-if)# switchport mode trunk

)
N5548-Fab-A(config-if)# switchport trunk allowed VLAN 134,10,20,30
N5548-Fab-A(config-if)# vPC 18
N5548-Fab-A(config-if)# no shutdown
N5548-Fab-A(config-if)# exit

N5548-Fab-A# config Terminal

N5548-Fab-A(config)# interface eth 1/17

N5548-Fab-A(config-if)# description Connection from Fabric Interconnect-A
Ethl/17

N5548-Fab-A(config-if)# channel-group 17 mode active
N5548-Fab-A(config-if)# no shutdown

N5548-Fab-A(config-if)# exit

N5548-Fab-A(config)# interface eth 1/18

N5548-Fab-A(config-if)# description Connection from Fabric Interconnect-B
Ethl/17

N5548-Fab-A(config-if)# channel-group 18 mode active
N5548-Fab-A(config-if)# no shutdown

N5548-Fab-A(config-if)# exit

Port Channel Configuration on the Cisco Nexus 5548 Fabric-B

N5548-Fab-B(config)# interface Port-channel 17

N5548-Fab-B(config-if)# description Port-Channel for Fabric InterconnectA
N5548-Fab-B(config-if)# switchport mode trunk

N5548-Fab-B(config-if)# switchport trunk allowed VLAN 134,10,20,30
N5548-Fab-B(config-if)# vPC 17

N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

N5548-Fab-B(config)# interface Port-channel 18

N5548-Fab-B(config-if)# description Port-Channel for Fabric InterconnectB
N5548-Fab-B(config-if)# switchport mode trunk
N5548-Fab-B(config-if)# switchport trunk allowed VLAN 134,10,20,30
N5548-Fab-B(config-if)# vPC 18

N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

N5548-Fab-B# config Terminal

N5548-Fab-B(config)# interface eth 1/17

N5548-Fab-B(config-if)# description Connection from Fabric Interconnect-A
Ethl/18

N5548-Fab-B(config-if)# channel-group 17 mode active
N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

N5548-Fab-B(config)# interface eth 1/18

N5548-Fab-B(config-if)# description Connection from Fabric Interconnect-B
Ethl/18

N5548-Fab-B(config-if)# channel-group 18 mode active
N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

This establishes the required network connectivity on the Cisco UCS server side and now you will need
to complete the steps to connect to NetApp storage.
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Configure Virtual Port Channel for NFS Storage Network

On the Cisco Nexus 5548UP Switch, a separate vPC is created to access NetApp shared storage for NFS
data access. The vPC is created with the vPC name and corresponding vPC ID and required VLAN IDs,
as shown in Table 5.

Table 5 vPC Configuration Details for the Cisco Nexus 5548UP for NetApp Storage Access

elband elc
Fab-A Eth 2/1 &
vPC-Storage 1 20 (Controller A) Fab-B Eth 2/1 20
elb and elc
Fab-A Eth 2/3 &
vPC-Storage 2 30 (Controller B) Fab-B Eth 2/3 30

On NetApp Storage Controller A, Ethernet 10-Gbps port elb is connected to Cisco Nexus 5548-Fab-A
(Eth 2/1), and Ethernet port elc is connected to Cisco Nexus 5548-Fab-B (Eth 2/1), which are part of

vPC-Storagel with vPC ID 20 that allows traffic from VLAN ID 20. On NetApp Storage Controller B,
Ethernet 10-Gbps port elb is connected to Cisco Nexus 5548-Fab-A (Eth 2/3), and Ethernet port elc is
connected to Cisco Nexus 5548-Fab-B (Eth 2/3), which are part of vPC-Storage2 with vPC ID 30 that
allows traffic from VLAN ID 30.

Port Channel Configuration on the Cisco Nexus 5548 Fabric-A

N5548-Fab-A(config)# interface Port-channel20

N5548-Fab-A(config-if)# description PortChannel for multimode VIF from
ControllerA-10G
N5548-Fab-A(config-if
N5548-Fab-A(config-if
N5548-Fab-A(config-if

) # switchport mode trunk
( )
( )
N5548-Fab-A(config-if)
( )
( )

#
# switchport trunk native VLAN 20
# switchport trunk allowed VLAN 20,30
# vPC 20
N5548-Fab-A(config-if)# no shutdown
N5548-Fab-A(config-if)# exit
N5548-Fab-A(config)# interface Port-channel30
N5548-Fab-A(config-if)# description PortChannel for multimode VIF from
ControllerB-10G
N5548-Fab-A(config-if)
N5548-Fab-A(config-if)
N5548-Fab-A(config-if)
N5548-Fab-A(config-if)
( )
( )

# switchport mode trunk
# switchport trunk native VLAN 30
# switchport trunk allowed VLAN 20,30
# vPC 30
N5548-Fab-A(config-if) #
N5548-Fab-A(config-if)#

no shutdown
exit

Interface Configuration

N5548-Fab-A(config)# interface Ethernet 2/1
N5548-Fab-A(config-if)# description Connection to NetApp Controller-A-Port-ela
N5548-Fab-A(config-if)# channel-group 20 mode active
N5548-Fab-A(config-if)# spanning-tree portfast
N5548-Fab-A(config-if)# no shutdown
( ) #

N5548-Fab-A(config-if exit
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N5548-Fab-A(config)# interface Ethernet 2/3

N5548-Fab-A(config-if)# description Connection to NetApp Controller-B-Port-ela
N5548-Fab-A(config-if)# channel-group 30 mode active

N5548-Fab-A(config-if)# spanning-tree portfast

N5548-Fab-A(config-if)# no shutdown

N5548-Fab-A(config-if)# exit

Port Channel Configuration on the Cisco Nexus 5548 Fabric-B

N5548-Fab-B(config)# interface Port-channel20

N5548-Fab-B(config-if)# description PortChannel for multimode VIF from
ControllerA-10G
N5548-Fab-B(config-if
N5548-Fab-B(config-if

) # switchport mode trunk

)
N5548-Fab-B(config-if)

)

)

)

#

# switchport trunk native VLAN 20

# switchport trunk allowed VLAN 20,30
N5548-Fab-B(config-if)# vPC 20
N5548-Fab-B(config-if)#
N5548-Fab-B(config-if) #

no shutdown
exit

N5548-Fab-B(config)# interface Port-channel30
N5548-Fab-B(config-if)# description PortChannel for multimode VIF from
ControllerB-10G
N5548-Fab-B(config-if)# switchport mode trunk
N5548-Fab-B(config-if)# switchport trunk native VLAN 30
N5548-Fab-B(config-if)# switchport trunk allowed VLAN 20,30
N5548-Fab-B(config-if)# vPC 30
N5548-Fab-B(config-if)# no shutdown

) #

N5548-Fab-B(config-if exit

Interface Configuration

N5548-Fab-B(config)# interface Ethernet 2/1

N5548-Fab-B(config-if)# description Connection to NetApp Controller-A-Port-elb
N5548-Fab-B(config-if)# channel-group 20 mode active

N5548-Fab-B(config-if)# spanning-tree portfast

N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

N5548-Fab-B(config)# interface Ethernet 2/3

N5548-Fab-B(config-if)# description Connection to NetApp Controller-B-Port-elb
N5548-Fab-B(config-if)# channel-group 30 mode active

N5548-Fab-B(config-if)# spanning-tree portfast

N5548-Fab-B(config-if)# no shutdown

N5548-Fab-B(config-if)# exit

When configuring the Cisco Nexus 5548UP with vPCs, be sure that the status for all vPCs is "Up" for
connected Ethernet ports by running the commands shown in Figure 14 from the CLI on the Cisco Nexus
5548UP Switch.
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Figure 47 Port Channel Status on the Cisco Nexus 5548UP
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Figure 48 Port Channel Summary on the Cisco Nexus 5548UP
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Show vPC status should display the following information for a successful configuration.

r Oracle RAC on FlexPod



Cisco Nexus 5548UP Configuration W

Figure 49 Virtual Port Channel Status on the Cisco Nexus 5548UP Fabric A Switch

Figure 50 Port Channel Status on the Cisco Nexus 5548UUP on Fabric B Switch

Port Channel for UCS
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Setting Up Jumbo Frames on the Cisco Nexus 5548UP

Jumbo frames with an MTU=9000 have to be setup on both Nexus5548UP switches. Please note that
Oracle private interconnect traffic does not leave the Cisco UCS domain (Fabric Interconnect) in normal
operating conditions. However, if there is a partial link or IOM failure, the private interconnect traffic
has to be routed to the immediate northbound switch (Cisco Nexus5548 UP in our case). Since we are
using Jumbo Frames as a best practice for Oracle private interconnect, we need to have jumbo frames
configured on the Cisco Nexus 5548 UP switches.

The following section describes how to enable jumbo frames on the Cisco Nexus 5548 UP Fabric A
Switch.

N5548-Fab-A# config terminal

Enter configuration commands, one per line. End with CNTL/Z.
N5548-Fab-A(config)# class-map type network-gos class-platinum
N5548-Fab-A (config-cmap-ng) # exit

N5548-Fab-A(config)# policy-map type network-gos jumbo
N5548-Fab-A (config-pmap-nqg) # class type network-gos class-default
N5548-Fab-A(config-pmap-ng-c)# mtu 9216
N5548-Fab-A(config-pmap-ng-c)# multicast-optimize
N5548-Fab-A(config-pmap-ng-c)# exit

N5548-Fab-A (config-pmap-nqg) # system gos
N5548-Fab-A(config-sys-gos)# service-policy type network-gos jumbo
N5548-Fab-A(config-sys-gos)# exit

N5548-Fab-A(config)# copy running-config startup-config
[HAHFHSHAHAHAAAH AR RS R H AR H A HH AR HHH#HHH] 1000

N5548-Fab-A (config) #

Repeat these steps to configure Jumbo Frames on Nexus 5548UP Fabric B Switch. This completes the
Cisco Nexus 5548 switch configuration. The next step is to configure the NetApp storage.

NetApp Storage Configuration Overview

This section discusses the NetApp storage layout design considerations when deploying an Oracle
Database 11g R2 RAC on FlexPod.

Figure 51 depicts a high-level storage design overview of a NetApp FAS3270 HA storage system
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Figure 51 Design Overview of NetApp High-Availability Storage
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Table 6 shows the NetApp storage layout with volumes and LUN s created for various purposes.

Table 6 NetApp Storage Layout with Volumes and LUNs
NetApp Storage Layout
Aggregation and NetApp FlexVol or
NetApp Controller LUN Comments (LUNs are only used for Boot)
FC SAN boot LUN for Oracle DB host for node 1 and
Aggr1 on Controller A Boot_Vol1 node 2 of the failover cluster with Cisco UCS B200M3
blade server
Aggr2 on Controller A oltp_data_a oltp datafiles(odd number files), spfiles, and control files.
Aggr2 on Controller A dss_data_a dss datafiles(odd number files), spfiles, and control files.
Aggr2 on Controller A redo_a redo log files and control files.
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FC SAN boot LUN for Oracle DB host for node 3 and

Aggr1 on Controller B Boot_Vol2 node 4 of the failover cluster with Cisco UCS B200M3
blade server
oltp datafiles (even number files), spfiles, and the copy
Aggr2 on Controller B oltp_data_b )
of control files.
dss datafiles (even number files), spfiles, and the copy
Aggr2 on Controller B dss_data_b .
of control files.
Aggr2 on Controller B redo_b redo log files and copy of control files.
Aggr2 on Controller B OCR_VOTE_VOL OCR and voting disk using NFS

Use the following commands to configure the NetApp storage systems to implement the storage layout
design described here.

Storage Configuration for SAN Boot

Create and Configure Aggregate, Volumes and Boot LUNs

NetApp FAS3270HA Controller A

1.

Create Aggregate and Volumes for Boot LUN is detailed in the SAN boot NetApp Storage
Configuration section. (Shown the same steps as below)

Create Aggrl with a RAID group size of 4, 4 disks, and RAID_DP redundancy for hosting NetApp
FlexVol volumes and LUNSs.

FAS3270HA-Controller A> aggr create aggrl -t raid_dp -r 4 4

Create NetApp FlexVol volumes on Aggrl for hosting FC Boot LUNs. These volumes are exposed
to Cisco UCS blades for Booting Oracle Linux over SAN

FAS3270HA-Controller A> vol create Boot_VOL1 aggrl 900g

Create Boot LUNs on NetApp FlexVol volumes for booting Oracle Linux 5.8 over SAN. The
example is of creating Boot LUN for Orarac_Nodel.

FAS3270HA-Controller A> lun create -s 200g -t BootLUN-Nodel
/vol/Boot_VOL1
Repeat step 3, to create Boot LUNs for the hosts Orarac-Node?2.

NetApp FAS3270HA Controller B

1.

Create Aggrl with a RAID group size of 4, 4 disks, and RAID_DP redundancy for hosting NetApp
FlexVol volumes and LUNS.

FAS3270HA-Controller B> aggr create aggrl -t raid_dp -r 4 4

Create NetApp FlexVol volumes on Aggrl for hosting FC Boot LUNs. These volumes are exposed
to Cisco UCS blades for booting Oracle Linux over SAN

FAS3270HA-Controller B> vol create Boot_VOL1 aggrl 900g

Create Boot LUNs on NetApp FlexVol volumes for booting Oracle Linux 5.8 over SAN. The
example is of creating Boot LUN for Orarac_Node3.

r Oracle RAC on FlexPod



NetApp Storage Configuration Overview

6. FAS3270HA-Controller A> lun create -s 200g -t BootLUN-Node3 /vol/Boot_VOLI
1. Repeat step 3, to create Boot LUNs for the hosts Orarac-Node4.

Create and Configure Initiator Group (igroup) and LUN Mapping

NetApp FAS3270HA Controller A

1. Create Initiator group (Igroup) and map the LUNSs to the specific host OraRac-nodel.

FAS3270HA-Controller A> igroup create -i -t linux Orarac_Nodel- groupl
20:00:01:25:b5:11:13:02

FAS3270HA-Controller A> lun map /vol/Boot_Voll/BootLUN-Nodel Orarac_Nodel-groupl
0

2. Repeat step 1, to create Initiator group and map Boot LUNSs to the hosts Orarac-Node?2.

NetApp FAS3270HA Controller B

1. Create Initiator group (Igroup) and map the LUNSs to the specific host OraRac-node3.

FAS3270HA-Controller A> igroup create -i -t linux Orarac_Node3-

groupl 20:00:01:25:05:11:13:06

FAS3270HA-Controller A> lun map /vol/Boot_Voll/BootLUN-Node3
Orarac_Node3-groupl 0

2. Repeat step 1, to create Initiator group and map Boot LUNSs to the hosts Orarac-Node4.

Storage Configuration for NFS Storage Network:

Create and Configure Aggregate and Volumes

NetApp FAS3270HA Controller A

1. Create Aggr2 with a RAID group size of 10, 40 disks, and RAID_DP redundancy for hosting
NetApp FlexVol volumes and LUN:Ss.

FAS3270HA-Controller A> aggr create aggr2 -t raid_dp -r 10 40
2. Create NetApp FlexVol volumes on Aggr? for oltp & dss data files. These volumes are exposed to
Oracle RAC nodes.

FAS3270HA-Controller A> vol create oltp_data_a aggr2 6144g
FAS3270HA-Controller A> vol create dss_data_a aggr2 3096g
FAS3270HA-Controller A> vol create redo_a aggr2 500g

NetApp FAS3270HA Controller B

1. Create Aggr2 with a RAID group size of 10, 40 disks, and RAID_DP redundancy for hosting
NetApp FlexVol volumes and LUN:Ss.

FAS3270HA-Controller B> aggr create aggr2 -t raid_dp -r 10 40
2. Create NetApp FlexVol volumes on Aggr2 for oltp & dss data files. These volumes are exposed to
Oracle RAC nodes.

FAS3270HA-Controller B> vol create oltp_data_b aggr2 6144g
FAS3270HA-Controller B> vol create dss_data_b aggr2 3096g
FAS3270HA-Controller B> vol create redo_b aggr2 500g
FAS3270HA-Controller B> vol create ocr_vote aggr2 25g
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NFS exports all the flexible volumes (data volumes, redo log volumes, and OCR and voting disk
volumes) from both Controller A and Controller B, providing read/write access to the root user of all
hosts created in the previous steps.

Create and Configure VIF Interface (Multimode)

Make sure that the NetApp multimode virtual interface (VIF) feature is enabled on NetApp storage
systems on 10 Gigabit Ethernet ports (ela and elb) for NFS Storage access. We used the same VIF to
access all flexible volumes created to store Oracle Database files that are using the NFS protocol. Your
best practices may vary depending upon setup.

VIF Configuration on Controller A

ControllerA>ifgrp create multimode VIF19 -b ip ela elb

ControllerA>ifconfig VIF19 10.10.20.5 netmask 255.255.255.0 mtusize 9000 partner
VIF20

ControllerA>ifconfig VIF19 up

VIF Configuration on Controller B

ControllerB>ifgrp create multimode VIF20 -b ip ela elb

ControllerB>ifconfig VIF19 10.10.30.5 netmask 255.255.255.0 mtusize 9000 partner
VIF19

ControllerB>ifconfig VIF20 up

Note  Make the changes persistent

ControllerA:: /etc/rc
Hostname CONTROLLERA
vif create multimode VIF19 -b ip elb ela
ifconfig net “hostname'-net mediatype auto netmask 255.255.255.0 partner VIF20
route add default 10.29.150.1 1
routed on
options dns.domainname example.com
options dns.enable on
options nis.enable off
savecore

ControllerB:: /etc/rc
hostname CONTROLLERB
vif create multimode VIF20 -b ip elb ela
ifconfig net “hostname'-net mediatype auto netmask 255.255.255.0 partner VIF19
route add default 10.29.150.1 1
routed on
options dns.domainname example.com
options dns.enable on
options nis.enable off
savecore

Check the NetApp configuration

Controller A:> Vif status VIF 19
Controller B:> Vif status VIF 20
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Make sure that the MTU is set to 9000 and that jumbo frames are enabled on the Cisco UCS static and
dynamic vNICs and on the upstream Cisco Nexus 5548UP switches.

Figure 52 shows the virtual interface "VIF19" & VIF "20" created with the MTU size set to 9000 and
the trunk mode set to multiple, using two 10 Gigabit Ethernet ports (ela and elb) on NetApp storage
Controller A and Controller B respectively.

Figure 52 Virtual Interface (VIF19) Creation on Controller A
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Figure 53 Virtual Interface (VIF20) Creation on Controller B
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Figure 54 Virtual Network Interface (VIF20) Properties
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This completes the storage configuration. The next step is to review the boot from SAN details.

Cisco UCS Blade Servers and Stateless Computing with SAN
Boot

Boot from SAN Benefits

Booting from SAN is another key feature which helps in moving towards stateless computing in which
there is no static binding between a physical server and the OS / applications it is tasked to run. The OS
is installed on a SAN LUN and boot from SAN policy is applied to the service profile template or the
service profile. If the service profile were to be moved to another server, the pwwn of the HBAs and the
Boot from SAN (BFS) policy also moves along with it. The new server now takes the same exact
character of the old server, providing the true unique stateless nature of the UCS Blade Server.

The key benefits of booting from the network:

¢ Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own
direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers
also take up less facility space, require less power, and are generally less expensive because they
have fewer hardware components.

e Disaster and Server Failure Recovery: All the boot information and production data stored on a local
SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality
of the servers at the primary site, the remote site can take over with minimal downtime.

Recovery from server failures is simplified in a SAN environment. With the help of snapshots,
mirrors of a failed server can be recovered quickly by booting from the original copy of its image.
As a result, boot from SAN can greatly reduce the time required for server recovery.
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e High Availability: A typical data center is highly redundant in nature - redundant paths, redundant
disks and redundant storage controllers. When operating system images are stored on disks in the
SAN, it supports high availability and eliminates the potential for mechanical failure of a local disk.

e Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers
for rapid deployment. Such servers may only need to be in production for hours or days and can be
readily removed when the production need has been met. Highly efficient deployment of boot
images makes temporary server usage a cost effective endeavor.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN
through a host bus adapter (HBA). The HBAs BIOS contain the instructions that enable the server to find
the boot disk. All FC-capable Converged Network Adapter (CNA) cards supported on Cisco UCS
B-series blade servers support Boot from SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is
designated as the boot device in the hardware BOIS settings. When the hardware detects the boot device,
it follows the regular boot process.

Summary for Boot from SAN Configuration

The following boot from SAN configuration steps have been completed:

¢ SAN Zoning configuration on the Nexus 5548 UP switches

e NetApp Storage Array Configuration for Boot LUN

e Cisco UCS configuration of Boot from SAN policy in the service profile
The next step is to install the OS.

S

Note  The steps to complete an OS installation in a SAN Boot configuration are not detailed in this document.

0S Installation Steps and Recommendations

For this solution, we configured a 4-node Oracle Database 11g R2 RAC cluster using Cisco B200 M3
servers. The servers used boot from SAN to enable stateless computing in case a need arises to
replace/swap the server using UCS unique service profile capabilities. While OS boot is using Fiber
channel, the databases and grid infrastructure components were configured to use NFS protocol on the
NetApp storage. Oracle Linux 5.8 64-bit Operating System is installed on each server.

Table 7 summarizes the hardware and software configuration details.

Table 7 Host Configuration

Server 4xB200 M3 2 Sockets with 8 cores with HT enabled

Memory 256 GB Physical memory

NIC1 Public Access Management and Public Access, MTU Size
1500

NIC2 Private Interconnect Private Interconnect configured for HAIP,
MTU Size 9000

NIC3 NFS Storage Access | Database access through NFS Storage to
Filer A, MTU size 9000
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NIC4 NFS Storage Access | Database access through NFS Storage to
Filer B, MTU size 9000
SWAP Space 64 GB Swap Space

Oracle Database 11g R2 GRID Infrastructure with RAC Option
Deployment

This section describes the high -evel steps for Oracle Database 11g R2 RAC install. Prior to GRID and
database install, verify all the prerequisites are completed. As per best practice you can install Oracle
validated RPM that will ensure all prerequisites are met before Oracle grid install. We will not cover
step-by-step install for Oracle GRID in this document but will provide partial summary of details that
might be relevant.

Use the following Oracle document for pre-installation tasks, such as setting up the kernel parameters,
RPM packages, user creation, etc.

http://download.oracle.com/docs/cd/E11882_01/install.112/e10812/prelinux.htm#BABHIJHC]J

Oracle Grid Infrastructure ships with the Cluster Verification Utility (CVU) that can be run to validate
pre and post installation configurations. For more details on CVU please see Oracle® Clusterware
Administration and Deployment Guide 11g Release 2 (11.2) Appendix A.

We created following local directory structure and ownerships on each RAC nodes and

mkdir -p /u0l/app/11.2.0/grid

mkdir -p /uOl/app/oracle

mkdir /data_1

mkdir /data_?2

mkdir /dss_data_a

mkdir /dss_data_b

mkdir /redo_1

mkdir /redo_2

mkdir /ocrvote

chown -R oracle:oinstall /uOl/app/oracle /data_1l /data_2 /dss_data_a
/dss_data_b /redo_1 /redo_2

chmod -R 775 /u0l/app/oracle /data_1 /data_2 dss_data_a /dss_data_b
/redo_1 /redo_2

chown -R grid:oinstall /u0l/app /ocrvote

chmod -R 775 /u0l/app /ocrvote

In this test case, we used local directory for GRID Installation and Database binary Installation.
Alternatively, these binaries can be installed in a shared directory on NFS volumes though you lose the
advantage of GRID Infrastructure and Database rolling upgrades.

Table 8 summarizes NFS Volume mappings with mount points for each RAC node.

Table 8 Local Mount Points and NetApp NFS Volumes

/u01/app/11.2.0/grid NA grid Oracle GRID binary installation
/uQ1/app/oracle NA oracle Oracle Database binary installation
/data_1 /vol/oltp data_a oracle OLTP Data and control files
/data_2 /vol/oltp _data b oracle OLTP Data and control files
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/redo_1 /vollredo_a oracle Redo log files for OLTP and DSS
workloads

/redo_2 /vol/redo_b oracle Redo log files for OLTP and DSS
workloads

/dss data a /vol/dss data a oracle DSS data and control files

/dss data b /vol/dss data b oracle DSS data and control files

/ocrvote /vol/ocrvote grid OCR and voting disks

Note

Note

1. Edit /etc/fstab file in each RAC node and add mount points for all database and GRID NFS volumes
with the appropriate mount options. Please note that these mount points need to be created first.

Oracle Direct NFS (dNFS) configuration steps will need to be performed at a later stage after database
creation.

The following is a sample output from mount command on Node 1:

[root@oraracl ~]# mount

10.10.30.5:/vol/ocrvote on /ocrvote type nfs
(rw,bg, hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.30.5)

10.10.20.5:/vol/redo_a on /redo_1l type nfs
(rw,bg,hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.20.5)

10.10.30.5:/vol/redo_b on /redo_2 type nfs
(rw,bg, hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.30.5)

10.10.20.5:/vol/oltp_data_a on /data_l type nfs
(rw,bg, hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.20.5)

10.10.30.5:/vol/oltp_data_b on /data_2 type nfs
(rw,bg,hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.30.5)

10.10.20.5:/vol/dss_data_a on /dss_data_a type nfs
(rw,bg, hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.20.5)

10.10.30.5:/vol/dss_data_b on /dss_data_b type nfs
(rw,bg, hard,nointr,rsize=65536,wsize=65536, tcp,actimeo=0,nfsvers=3, timeo=600, add
r=10.10.30.5)

To determine the proper mount options for different file systems of Oracle 11g R2, see
https://kb.netapp.com/support/index ?page=content&id=3010189&actp=search&viewlocale=en_US&se
archid

An rsize and wsize of 65536 is supported by NFS v3 and used in this configuration to improve
performance.
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Note

Note

2. Configure the private and public NICs with the appropriate IP addresses.
Multicast Requirements for Oracle Grid Infrastructure

With Oracle Grid Infrastructure release 2 (11.2), on each cluster member node, the Oracle mDNS
daemon uses multicasting on all interfaces to communicate with other nodes in the cluster. Multicasting
needs to be enabled for Oracle RAC

Across the broadcast domain as defined for the private interconnect

On the IP address subnet ranges 224.0.0.251/24 and/or 230.0.1.0/24. Multicast configuration support is
required only one of this subnet ranges.

Subnet ranges of 230.0.1.0/24 are required only for Oracle releases prior to 11.2.0.3. To address this
issue, Oracle has released Patch: 9974223 on top of 11.2.0.2. This patch must be applied before
executing root.sh on each node in the cluster. This patch makes use of the 224.0.0.251 multicast network
address in addition to the 230.0.1.0 (port 42424) multicast address. For Oracle releases 11.2.0.3 onwards
oracle uses 224.0.0.251/24 and no patch is needed. Hence it is recommended to install 11.2.0.3 which is
a full install. Running Cluster Verification Utility will spill out any requirements around multicasting.
For details on multicasting with Oracle on 11gr2 please refer to metalink note 1212703.1

3. Identify the virtual IP addresses and SCAN IPs and have them setup in DNS per Oracle's
recommendation. Alternatively, you can update the /etc/hosts file with all the details (private, public,
SCAN and virtual IP) if you do not have DNS services available

4. Create files for OCR and voting devices under /ocrvote local directories as follows.

Login as "grid" user from any one node and create the following raw files

dd if=/dev/zero of=/ocrvote/ocr/ocr]l bs=1m count=1024

dd if=/dev/zero of=/ocrvote/ocr/ocr2 bs=1m count=1024

dd if=/dev/zero of=/ocrvote/ocr/ocr3 bs=1m count=1024

dd if=/dev/zero of=/ocrvote/vote/votel bs=1m count=1024

dd if=/dev/zero of=/ocrvote/vote/vote2 bs=1m count=1024

dd if=/dev/zero of=/ocrvote/vote/vote3 bs=1m count=1024

5. Configure ssh option (with no password) for the Oracle user and grid user. For more information
about ssh configuration, refer to the Oracle installation documentation.

Oracle Universal Installer also offers automatic SSH connectivity configuration and testing.

6. Configure "/etc/sysctl.conf" and update shared memory and semaphore parameters required for
Oracle GRID Installation. Also configure "/etc/security/limits.conf" file by adding user limits for
oracle and grid users.

Do not perform these steps if Oracle Validated RPM is installed.

1. Configure hugepages.

Hugepages is a method to have larger page size that is useful for working with very large memory.
For Oracle Databases, using HugePages reduces the operating system maintenance of page states,
and increases Translation Lookaside Buffer (TLB) hit ratio.

Advantages of HugePages
e HugePages are not swappable so there is no page-in/page-out mechanism overhead.
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e Hugepage uses fewer pages to cover the physical address space, so the size of "book keeping"
(mapping from the virtual to the physical address) decreases, so it requiring fewer entries in the TLB
and so TLB hit ratio improves.

e Hugepages reduces page table overhead.

¢ FEliminated page table lookup overhead: Since the pages are not subject to replacement, page table
lookups are not required.

¢ Faster overall memory performance: On virtual memory systems each memory operation is actually
two abstract memory operations. Since there are fewer pages to work on, the possible bottleneck on
page table access is clearly avoided.

For our configuration, we used hugepages for both OLTP and DSS workloads. Please refer to Oracle
metalink document 361323.1 for hugepages configuration details.

When hugepages are configured, You are now ready to install Oracle Database 11g R2 GRID
Infrastructure with RAC option and the database.

Installing Oracle Database 11g R2 RAC

It is not within the scope of this document to include the specifics of an Oracle RAC installation; you
should refer to the Oracle installation documentation for specific installation instructions for your
Environment.

To install Oracle, follow these steps:

Step 1 Download the Oracle Database 11g Release 2 Grid Infrastructure (11.2.0.3.0) and Oracle
Database 11g

Release 2 (11.2.0.3.0) for Linux x86-64.

Step 2 For this configuration, we used NFS shared volumes for OCR and voting disks for Oracle Grid
Infrastructure install. Alternatively, you can install and use Oracle ASM for OCR and voting disks only.
For more details, see Grid Infrastructure Installation Guide for Linux :

http://www.oracle.com/pls/db112/to_toc?pathname=install.112/e10812/toc.htm
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Figure 55

Setting Up Oracle Grid Infrastructure for a Cluster
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Figure 56 Grid Plug and Play Information

Oracle Grid Infrastructure - Setting wp Grid Infrastructure - Step 2 of 11
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Figure 57 Configure Cluster Nodes Information

Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 3 of 11

Cluster Node Information ¢ ) ORACLE 11g
4 DATABASE

Provide the list of nodes to be managed by Cracle Crid Infrastructure with their Public Hostname and
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-
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05 Password; [t |
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~

Note  Make sure to select "Shared File System" if you are using NFS volumes for OCR and voting files.
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Figure 58 Choose Storage Option Information

Oracle Grid Infrastructure - Setting wp Grid Infrastructwre - Step 5 of 11
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Figure 59 Configure OCR Storage Option

Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 6 of 11
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Figure 60 Configure Voting Disk Storage Option
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Figure 61 Perform Prerequisites Check

Oracle Grid Infrastructure - Setting up Grid Infrastructwre - Step 9 of 12
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Figure 62 Grid Infrastructure Configuration Summary

Oracle Grid Infrastructure - Setting up Grid Infrastructure - Step 10 of 12
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Click Install and finish the remaining steps such as executing root.sh on all nodes.

When the install is complete, run few health checks on the system to validate that Oracle RACinstalled
fine. Few of the Oracle RAC Health check commands are mentioned below.

crsctl check cluster -all
srvctl status nodeapps
crsctl status res -t
ocrcheck

crsctl query css votedisk
olsnodes -n -s

Step 3 When Oracle Grid install is complete, install Oracle Database 11g Release 2 Database "Software
Only"; do not create the database after Oracle GRID Installation as oracle user. See Real Application
Clusters Installation Guide for Linux and UNIX for detailed installation instructions:

http://www.oracle.com/pls/db112/to_toc?pathname=install.112/e10813/toc.htm

Step 4 Run the dbca tool as oracle user to create OLTP and DSS databases. Make sure to place the
datafiles, redo logs and control files in proper directory paths as created in above steps. We will discuss
additional details about OLTP and DSS schema creation in workload section.

Step 5 Configure Direct NFS client.
For improved NFS performance, Oracle recommends using the Direct NFS Client shipped with Oracle
11g. The direct NFS client looks for NFS details in the following locations:

e $ORACLE_HOME/dbs/oranfstab

e /etc/oranfstab

e /etc/mtab

In RAC configuration with Direct NFS ,the oranfstab must be configured on all nodes. Here is oranfstab
configuration from RAC node 1.

[oracle@oraracl dbs]$ vi oranfstab
server:10.10.20.5

path:10.10.20.5

local:10.10.20.101

local:10.10.30.101

server:10.10.30.5

path:10.10.30.5

local:10.10.30.101

local:10.10.20.101

export:/ocrvote mount:/vol/ocrvote
export:/redo_1 mount:/vol/redo_a
export:/redo_2 mount:/vol/redo_b
export:/data_1l mount:/vol/oltp_data_a
export:/data_2 mount:/vol/oltp_data_b
export:/dss_data_a mount:/vol/dss_data_a
export:/dss_data_b mount:/vol/dss_data_b

Since the NFS mount point details were defined in the "/etc/fstab", and therefore the "/etc/mtab"” file,
there is no need to configure any extra connection details. When setting up your NFS mounts, reference
the Oracle documentation for guidance on what types of data can/cannot be accessed via Direct NFS
Client. For the client to work we need to switch the libodm11.so library for the libnfsodm11.so library,
as shown below.

srvctl stop database -d racldb
cd SORACLE_HOME/1lib

Oracle RAC on FlexPod ]


http://www.oracle.com/pls/db112/to_toc?pathname=install.112/e10813/toc.htm

I Workload and Database Configuration

mv libodmll.so libodmll.so_stub
In -s libnfsodmll.so libodmll.so
srvctl start database -d racldb

Note For 11.2, DNFS can also be enabled via "make -f ins_rdbms.mk dnfs_on" command.

With the configuration complete, you can see the direct NFS client usage via the following views:
e v$dnfs_servers
e v$dnfs_files
e v$dnfs_channels
o vS$dnfs_stats
The following is an example from OLTP database configuration:

SQL> select SVRNAME, DIRNAME from v$DNFS_SERVERS;

SVRNAME DIRNAME
10.10.30.5 /vol/oltp_data_b
10.10.20.5 /vol/oltp_data_a
10.10.20.5 /vol/redo_a
10.10.30.5 /vol/redo_b

S

Note  The Direct NES Client supports direct I/O and asynchronous I/O by default.

Workload and Database Configuration

We used Swingbench for workload testing. Swingbench is a simple to use, free, Java based tool to
generate database workload and perform stress testing using different benchmarks in Oracle database
environments. Swingbench provides four separate benchmarks, namely, Order Entry, Sales History,
Calling Circle, and Stress Test. For the tests described in this paper, Swingbench Order Entry benchmark
was used for OLTP workload testing and the Sales History benchmark was used for the DSS workload
testing. The Order Entry benchmark is based on SOE schema and is TPC-C like by types of transactions.
The workload uses a very balanced read/write ratio around 60/40 and can be designed to run
continuously and test the performance of a typical Order Entry workload against a small set of tables,
producing contention for database resources. The Sales History benchmark is based on the SH schema
and is TPC-H like. The workload is query (read) centric and is designed to test the performance of
queries against large tables.

As discussed in the previous section, two independent databases were created earlier for Oracle
Swingbench OLTP and DSS workloads. Next step is to pre-create the order entry and sales history
schema for OLTP and DSS workload. Swingbench Order Entry (OLTP) workload uses SOE tablespace
and Sales History workload uses SH tablespaces. We pre-created these schemas in order to associate
multiple datafiles with tablespaces and evenly distribute them across two storage controllers. For our
setup, we created 160 datafiles for SOE tablespace with odd number files for storage controller A and
even number of files for storage controller B. We used 80 datafiles for Sales history workload and evenly
distributed them across both storage controllers. Once the schemas for these workloads are created, we
populated both databases with Swingbench datagenerator as shown below.
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OLTP Database

The OLTP database was populated with the following data:

[oracle@oraracl ~]$ sglplus soe/soe

SQL*Plus: Release 11.2.0.3.0 Production on Wed Mar 27 12:02:01 2013

Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:

Oracle Database 1lg Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Partitioning, Real Application Clusters, Oracle Label Security, OLAP,
Data Mining, Oracle Database Vault and Real Application Testing options

SQL> select table_name, num_rows from user_tables;

TABLE_NAME NUM_ROWS
CUSTOMERS 4299999998
ORDER_ITEMS 18125234562
ORDERS 6175512689
LOGON 1750000000
ORDERENTRY_METADATA 4
PRODUCT_DESCRIPTIONS 1000
PRODUCT_INFORMATION 1000
INVENTORIES 949031
WAREHOUSES 1000

DSS (Sales History) Database

The DSS database was populated with the following data:

[oracle@oraracl ~]$ sglplus sh/sh

SQL*Plus: Release 11.2.0.3.0 Production on Wed Mar 27 12:11:45 2013

Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:

Oracle Database 11lg Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Partitioning, Real Application Clusters, Oracle Label Security, OLAP,
Data Mining, Oracle Database Vault and Real Application Testing options

SQL> select table_name, num_rows from user_tables;

TABLE_NAME NUM_ROWS
COUNTRIES 23
PROMOTIONS 503
CUSTOMERS 2177687296
PRODUCTS 72
SUPPLEMENTARY_DEMOGRAPHICS 2177687296
CHANNELS 5
SALES 10888436544
TIMES 6209

Typically encountered in the real world deployments, we tested scalability and stress related scenarios
that ran on current 4-node Oracle RAC cluster configuration.

1. OLTP user scalability and OLTP cluster scalability representing small and random transactions

2. DSS workload representing larger transactions
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3. Mixed workload featuring OLTP and DSS workloads running simultaneously for 24 hours

Test Performance Data

When the databases were created, we started out with OLTP database calibration,about the number of
concurrent users and database configuration. For Order Entry workload, we used 96GB SGA and
ensured that hugepages were in use. Each OLTP scalability test was run for at least 12 hours and we
ensured that results are consistent for the duration of the full run.

OLTP Workload

For OLTP workloads, the common measurement metrics are Transactions Per Minute (TPM), users
scalability with IOPs and CPU utilization. Here are the scalability charts for Order Entry workload.

For OLTP TPM tests, we ran tests with 100, 200, 400 and 800 users across 4-node cluster. During the
tests, we validated that Oracle SCAN listener fairly and evenly load balanced users across all 4 nodes of
the cluster. We also observed appropriate scalability in TPMs as number or users across clusters
increased. Next graph shows increased 10 and scalability as number of users across the nodes in the
cluster increased.
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As indicated in the graph above, we observed about 48,497 10/Sec across 4-node cluster. The Oracle
AWR report below also summarizes Physical Reads/Sec and Physical Writes/Sec per instance. During
OLTP tests, we observed some resource utilization variations due to random nature of the workload as
depicted by 400 user IOPs. We ran each test multiple times to ensure consistent numbers that are
presented in this solution.

Table 9 Summary of Oracle AWR Report
Syste  Statistics - Per Second DB/Inst: FLEXPOD  Snaps: 130-
m /flexpod1 132
Logical Redo Block User Execs/s Par Log Txnsls
1# Reads/s Size(k))s Changes Calls/s ses/ ons/
Is s s
1 303,182.03 -- 9,856.40 67 784.9  3,058.30 29,233.80 0.12  4,599.60
2 ----------

3 270,783.24 8,862.30 603358 2,732.20 26,116.70 0.12  4,109.10

Avg  288799.44 7,160.70  4,963.50 9,304.50 63,605.6 2,862.90 27,368.80 3.4 0.12  4,305.70

0
A N N U N U D N —

The table below shows interconnect traffic for the 4-node Oracle RAC cluster during 800 user run. The
average interconnect traffic was 350 MB/Sec for the duration of the run.
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Table 10 Interconnect Traffic Bandwidth Usage
Interconnect Traffic Sent (MB/s) Received (MB/s)
Total Total
Instance 1 90.5 91.1
msance 2 | I
Instance 3 87.4 86.8

sance | I
Total MB/Scc [ NSSOM BRSO 2

The chart below indicates cluster CPU utilization as the number of users scale from 25 users/node to 200
users/node.

DSS Workload

DSS workloads are generally sequential in nature, read intensive and exercise large 10 size. DSS
workloads run a small number of users that typically exercise extremely complex queries that run for

hours. For our tests, we ran Swingbench Sales history workload with 20 users. The charts below show
DSS workload results.
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For 24 hour DSS workload test, we observed total IO bandwidth ranging between 1.8 GBytes/Sec and
2.0 GBytes/Sec. As indicated on the charts, the IO was also evenly distributed across both NetApp FAS
storage controllers and we did not observe any significant dips in performance and IO bandwidth for a
sustained period of time.

Mixed Workload

The next test is to run both OLTP and DSS workloads simultaneously. This test will ensure that
configuration in this test is able to sustain small random queries presented via OLTP along with large

and sequential transactions submitted via DSS workload. We ran the tests for 24 hours. Here are the
results.
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For mixed workloads running for 24 hours, we observed approximately 1.2 GBytes/Sec. IO bandwidth.
The OLTP transactions also averaged between 300K and 340K transactions per minute.

Destructive and Hardware Failover Tests

The goal of these tests is to ensure that reference architecture withstands commonly occurring failures
either due to unexpected crashes, hardware failures or human errors. We conducted many hardware,
software (process kills) and OS specific failures that simulate real world scenarios under stress
conditions. In the destructive testing, we also demonstrate unique failover capabilities of Cisco VIC
1240 adapter. We have highlighted some of those test cases below.
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Table 11 Hardware Failover Scenarios
Scenario Test Status
Test 1 — Chassis 1-  Run the system on full mixed work load. Network Traffic from
IOM2 Link Failure Disconnect the private links from first chassis and  IOM2 will failover
test reconnect the links after 5 minutes. without any disruption

to IOM1.

Test 2 — UCS 6248

Fabric-B Failure test

Test 3 —Nexus 5548 Run the system on full mixed work load. No disruption to the
Fabric-A Failure test Reboot the Nexus5548 Fabric-A Switch, wait for 5 Public and Storage
minutes, connect it back and repeat for Traffic
Nexus5548 Fabric-B Switch.
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Figure 63 Network Traffic Before Failover Test
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The screenshot below shows a MAC address table and VLAN information for Cisco UCS Fabric
interconnects and Nexus switches before failover test. To get this information, login to Cisco UCS Fabric
interconnect and execute connect nxos A.
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Figure 64 MAC Address Table Information on Fabric Interconnect A
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Log in to Cisco UCS Fabric Interconnect B and type "connect nxos B" as shown below.

Figure 65 MAC Address Table Information on Fabric Interconnect B
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We configured a Virtual Port channel on Cisco Nexus 5548 Switches, both the N5548 switches register
the same Mac address via vPC peer link.

Below is a VLAN and Mac Address table from Cisco UCS Nexus5548 Fabric A before the failover test.
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Figure 66 MAC Address Table Information on Nexus 5548 Switch Fabric A
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Below is a VLAN and Mac Address table from Cisco UCS Nexus5548 Fabric B.

Figure 67 MAC Address Table Information on Nexus 5548 Switch Fabric B
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Figure 68 Test 1 - Cisco UCS Chassis - IOM2 Link Failure Test

Metwork T raffic After
o-H

Chassis 1-10M2 Link Failure

MNetApp FAS 3270 — Cortroller &

rg
o | i, 1

i i [}

| Mexis 5598 LUP Fab-# Meiis G548 UPRab-B !

! R e = . 1

: | = ;

1 EE DO N sl TRt R o i e S o e s ]
venide_ wLanN 10 &
YLAN A CSEZAS LUP Fab-A CSEZ48 P fabB  WLAN 30

s A Private int ermnnect
ublic Traffic— ! Et =

; 2 . = = === Traffic—vLan 10 +
VIANLF & - — === 102

Rieht Storage [0 —wvLAN 30
Storaze (O —VLAN D & P

As shown above, during ChassisO1 - IOM2 (Fabric-B) link failure, the respective blades (Serverl and
Server2) on chassisO1 will failover the mac address and its VLAN to IOM1 on Fabric A side.

Below is a failed over MAC address and VLAN information on Cisco UCS Fabric Interconnect A.
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Figure 69 MAC Address Table Information on Fabric Interconnect A
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Below is a MAC address and VLAN information on Cisco UCS Fabric Interconnect B.

Figure 70 MAC Address Table Information on Fabric Interconnect B
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Figure 71 Test 2 - Cisco UCS 6248 Fl Fabric B Failure
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As shown above, during Fabric Interconnect B Switch failure, the respective blades (Serverl & Server2)
on chassisO1 (Server 3 and Server4) on chassis02 will failover the MAC addresses and its VLAN to

Fabric Interconnect B.

Below is the MAC address and VLAN information on Cisco UCS

Fabric Interconnect A.
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Figure 72 MAC Address Table Information on Nexus 5548 Switch Fabric A
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Figure 73 Test 3 - Cisco Nexus 5548 Fabric A Failure
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As shown above, during the Cisco Nexus 5548 Switch A failure, the Oracle servers will send the Public
and Storage traffic to N5548 Fabric B switch. Below is the VLAN and MAC address table from Cisco

UCS Nexus5548 B switch.
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Figure 74 MAC Address Table Information on Nexus 5548 Switch Fabric B
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Conclusion

FlexPod is built on leading computing, networking, storage, and infrastructure software components.

With the FlexPod based solution, customers can leverage a secure, integrated, and optimized stack that
includes compute, network and storage resources that are sized, configured and deployed as a fully tested
unit running industry standard applications such as Oracle Database 11g RAC over D-NFS (Direct NFS).

Here's what makes the combination of Cisco UCS with NetApp storage so powerful for Oracle
environments:

e Cisco UCS stateless computing architecture provided by the Service Profile capability of Cisco UCS
allows for fast, non-disruptive workload changes to be executed simply and seamlessly across the
integrated UCS infrastructure and Cisco x86 servers.

e Cisco UCS combined with a highly scalable NAS platform from NetApp provides the ideal
combination for Oracle's unique, scalable, and highly available NFS technology.

e All of this is made possible by Cisco's Unified Fabric with its focus on secure IP networks as the
standard interconnect for the server and data management solutions.

As a result, customers can achieve dramatic cost savings when leveraging Ethernet based products plus
deploy any application on a scalable Shared IT infrastructure built on Cisco and NetApp technologies.
Finally, FlexPod™, jointly developed by NetApp and Cisco, is a flexible infrastructure platform
composed of pre-sized storage, networking, and server components. It's designed to ease your IT
transformation and operational challenges with maximum efficiency and minimal risk.

FlexPod differs from other solutions by providing:
¢ Integrated, validated technologies from industry leaders and top-tier software partners.

¢ A single platform, built from unified compute, fabric, and storage technologies, that lets you scale
to large-scale data centers without architectural changes.

e Centralized, simplified management of infrastructure resources, including end-to-end automation.

e A choice of validated FlexPod management solutions from trusted partners who work through our
open APIs
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e A flexible cooperative support model that resolves issues rapidly and spans across new and legacy
products.

Appendix A—Nexus 5548 UP Fabric Zoning Configuration

The following is an example which shows Nexus 5548 Fabric Zoning Configuration for all the Oracle
RAC Servers.

Login to Cisco Nexus 5548 through.ssh and issue the following:

Nexus 5548 Fabric A Zoning Configuration

N5548-Fab-A# config terminal

N5548-Fab-A(config)# zoneset name ORARAC-FLEX-FAB-A vsan 25
N5548-Fab-A(config-zoneset)# zone name B200M3-CHI1-BL1-ORARACI1-vHBAl
N5548-Fab-A(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:02 - (nodel,
Host Initiatorl)

N5548-Fab-A(config-zoneset-zone)# member pwwn 50:0a:09:83:9d:11:05:df -
(Controller_A, Port_0C)

N5548-Fab-A (config-zoneset-zone) # member pwwn 50:0a:09:83:8d:11:05:df -
(Controller_B, Port_0C)

N5548-Fab-A(config-zoneset-zone)# exit

N5548-Fab-A(config-zoneset)# zone name B200M3-CH1-BL2-ORARAC2-vHBAL
N5548-Fab-A(config-zoneset-zone) # member pwwn 20:00:01:25:05:11:13:04 - (node2,
Host Initiatorl)

N5548-Fab-A (config-zoneset-zone) # member pwwn 50:0a:09:83:9d:11:05:df -
(Controller_A, Port_0C)

N5548-Fab-A(config-zoneset-zone)# member pwwn 50:0a:09:83:8d:11:05:df -
(Controller_ B, Port_0C)

N5548-Fab-A(config-zoneset-zone)# exit

N5548-Fab-A (config-zoneset)# zone name B200M3-CH2-BL1-ORARAC3-vHBAl
N5548-Fab-A (config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:06 - (node3,
Host Initiatorl)

N5548-Fab-A(config-zoneset-zone)# member pwwn 50:0a:09:83:9d:11:05:df -
(Controller_ A, Port_0C)

N5548-Fab-A(config-zoneset-zone)# member pwwn 50:0a:09:83:8d:11:05:df -
(Controller_B, Port_0C)

N5548-Fab-A (config-zoneset-zone)# exit

N5548-Fab-A(config-zoneset)# zone name B200M3-CH2-BL2-ORARAC4-vHBA1l
N5548-Fab-A(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:08 - (node4,
Host Initiatorl)

N5548-Fab-A(config-zoneset-zone)# member pwwn 50:0a:09:83:9d:11:05:df -
(Controller_A, Port_0C)

N5548-Fab-A (config-zoneset-zone) # member pwwn 50:0a:09:83:8d:11:05:df -
(Controller_B, Port_0C)

N5548-Fab-A(config-zoneset-zone)# exit

N5548-Fab-A (config-zoneset)# exit

N5548-Fab-A(config)# zoneset activate name ORARAC-FLEX-FAB-A vsan 25
N5548-Fab-A(config)# Copy running-config startup-config

Nexus 5548 Fabric B Zoning Configuration

N5548-Fab-B# Config terminal

Oracle RAC on FlexPod
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N5548-Fab-B(config)# zoneset name ORARAC-FLEX-FAB-B vsan 25
N5548-Fab-B(config-zoneset)# zone name B200M3-CH1-BL1-ORARACI1-vHBA2
N5548-Fab-B(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:01 - (nodel,
Host Initiator2)

N5548-Fab-B(config-zoneset-zone) # member pwwn 50:0a:09:84:9d:11:05:df -
(Controller_ A, Port_0D)

N5548-Fab-B(config-zoneset-zone)# member pwwn 50:0a:09:84:8d:11:05:df -
(Controller_B, Port_0D)

N5548-Fab-B(config-zoneset-zone)# exit

N5548-Fab-B(config-zoneset)# zone name B200M3-CHI1-BL2-ORARAC2-vHBA2
N5548-Fab-B(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:03 - (node2,
Host Initiator2)

N5548-Fab-B(config-zoneset-zone)# member pwwn 50:0a:09:84:9d:11:05:df -
(Controller_A, Port_0D)

N5548-Fab-B(config-zoneset-zone) # member pwwn 50:0a:09:84:8d:11:05:df -
(Controller_B, Port_0D)

N5548-Fab-B(config-zoneset-zone)# exit

N5548-Fab-B(config-zoneset)# zone name B200M3-CH2-BL1-ORARAC3-vHBA2
N5548-Fab-B(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:05 - (node3,
Host Initiator2)

N5548-Fab-B(config-zoneset-zone) # member pwwn 50:0a:09:84:9d:11:05:df -
(Controller_A, Port_0D)

N5548-Fab-B(config-zoneset-zone) # member pwwn 50:0a:09:84:8d:11:05:df -
(Controller_ B, Port_0D)

N5548-Fab-B(config-zoneset-zone)# exit

N5548-Fab-B(config-zoneset)# zone name B200M3-CH2-BL2-ORARAC4-vHBA2
N5548-Fab-B(config-zoneset-zone)# member pwwn 20:00:01:25:05:11:13:07 - (node4,
Host Initiator2)

N5548-Fab-B(config-zoneset-zone) # member pwwn 50:0a:09:84:9d:11:05:df -
(Controller_ A, Port_0D)

N5548-Fab-B(config-zoneset-zone)# member pwwn 50:0a:09:84:8d:11:05:df -
(Controller_B, Port_0D)

N5548-Fab-B(config-zoneset-zone)# exit

N5548-Fab-B(config-zoneset)# exit

N5548-Fab-B(config)# zoneset activate name ORARAC-FLEX-FAB-B vsan 25
N5548-Fab-B(config)# Copy running-config startup-config

Appendix B—Cisco Nexus 5548UP Switch Running
Configuration

Show running configuration for Nexus 5548 Fabric A Switch: (Partial section)

version 5.0(3)N2(1)
feature fcoe
feature npiv
feature fport-channel-trunk
feature telnet
cfs ipv4 distribute
cfs eth distribute
feature interface-VLAN
feature hsrp
feature lacp
feature vpc
feature 11ldp
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logging level aaa 5
logging level cdp 6
logging level vpc 6
logging level 11dp 5
logging level flogi 5
logging level radius 5
logging level monitor 6
logging level session-mgr 6
logging level spanning-tree 6
logging level interface-VLAN 5
username admin password 5 $1SSSS5YPZF2S$FT4bt4dbHDgZDBMAIeueAVl role network-admin
no password strength-check
ip domain-lookup
hostname N5548-Fab-A
class-map type gos class-fcoe
class-map type gos match-all class-platinum
class-map type queuing class-fcoe
match gos-group 1
class-map type queuing class-all-flood
match gos-group 2
class-map type queuing class-ip-multicast
match gos-group 2
policy-map type gos system_gos_policy
class class-platinum
set gos-group 2
class-map type network-gos class-fcoe
match gos-group 1
class-map type network-gos class-platinum
class-map type network-gos class-all-flood
match gos-group 2
class-map type network-gos class-ip-multicast
match gos-group 2
policy-map type network-gos jumbo
class type network-gos class-default
mtu 9216
multicast-optimize
policy-map type network-gos system_ng policy
class type network-gos class-platinum
mtu 9216
pause no-drop
class type network-gos class-fcoe
pause no-drop
mtu 2158
class type network-gos class-default
mtu 9216
multicast-optimize
system gos
service-policy type network-gos jumbo
slot 1
slot 2
port 11-16 type fc
snmp-server user admin network-admin auth md5 0x12662623c9fe652fc2205684d4feb333
priv 0x12662623c9fe652fc2205684d4feb333 localizedkey
snmp-server enable traps entity fru
vrf context management
ip route 0.0.0.0/0 10.29.134.1
VLAN 1
VLAN 10
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name Oracle_RAC_Private_Traffic
no ip igmp snooping

VLAN 20

name Storage-VLAN

VLAN 30

name Storage-VLAN30

VLAN 134

name Oracle_RAC_Public_Traffic"

vpc domai

n 1

peer-keepalive destination 10.29.134.15
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"Fabric_A"

7f:
7f:
7f:
7f:
7f:
7f:
84:
84 :
83:
83:
25
25
25
25

25
25
25
25

7f:
7f:
83:

83:

ee:
ee:
ee:
ee
ee:
ee
9d:
8d:
9d:
8d:

:b5:
:b5:
:b5:
:b5:
ee:
ee:
9d:
:b5:
:b5:
:b5:
:b5:
8d:

description Storage-VLAN
ip address 10.10.20.2/24
hsrp version 2

hsrp 20

preempt
priority 110
ip 10.10.20.1

interface Vl1an30

no shutdown

ip address 10.10.30.2/24
hsrp version 2

hsrp 30

preempt
priority 111

45:
45:
45:

:45:

73:

:73:

11:
11:
11:
11:
11:
11:
11:
11:

11

73:
73:
11:
11:

11:
11:
11:

27
27 :
27 :
27 :
74 :
74 :
05:
05:
05:
05:
13:
13:
13:
13:

05

05

74
74

13:
:13:
13:
13:

:c0

c0
c0
c0
80
80
daf
daf
daf
df
06
04
02
08
80
80
:df
02
04
06
08
:df

fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid

0xc60000
0xc60001
0xc60002
0xc60003
0xc60004
0xc60005
0xc60006
0xc60007
0xc60008
0xc60009
0xc6000a
0xc6000b
0xc6000c
0xc6000d
0x560000
0x560001
0x560002
0x560003
0x560004
0x560005
0x560006
0x560007

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
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ip 10.10.30.1

interface port-channell

description Port-Channel for vPC Peer-1link
switchport mode trunk
vpc peer-1link
switchport trunk allowed vlan 1,10,20,30,134
spanning-tree port type network

interface port-channell?7
description Port-Channel for Fabric InterconnectA
switchport mode trunk
vpc 17
switchport trunk allowed vlan 1,10,20,30,134
spanning-tree port type edge trunk

interface port-channell8
description Port-Channel for Fabric InterconnectB
switchport mode trunk
vpc 18
switchport trunk allowed wvlan 1,10,20,30,134
spanning-tree port type edge trunk

interface port-channel20
description PortChannel for multimode VIF from ControllerA-10G
switchport mode trunk
vpc 20
switchport trunk native vlan 20
switchport trunk allowed vlan 20,30
spanning-tree port type edge trunk

interface port-channel30
description PortChannel for multimode VIF from ControllerB-10G
switchport mode trunk
vpc 30
switchport trunk native vlan 30
switchport trunk allowed wvlan 20,30
spanning-tree port type edge trunk

vsan database
vsan 25 interface fc2/1
vsan 25 interface fc2/2
vsan 25 interface fc2/3
vsan 25 interface fc2/4

interface fc2/1
no shutdown

interface fc2/2
no shutdown

interface fc2/3
no shutdown

interface fc2/4
no shutdown

interface fc2/5
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no shutdown

interface fc2/6
no shutdown

interface Ethernetl/1
description Peer link connected to N5548B-Ethl/1
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134
channel-group 1 mode active

interface Ethernetl/2
description Peer link connected to N5548B-Ethl/2
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134
channel-group 1 mode active

interface Ethernetl/3

interface Ethernetl/4

interface Ethernetl/5

interface Ethernetl/6

interface Ethernetl/7

interface Ethernetl/8

interface Ethernetl/9

interface Ethernetl/10

interface Ethernetl/11

interface Ethernetl/12

interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15

interface Ethernetl/16
description "Public Traffic to 3750"
switchport mode trunk
switchport trunk native vlan 134
switchport trunk allowed vlan 1,10-11,134

interface Ethernetl/17
description Connection from Fabric Interconnect-A Ethl/17
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134
channel-group 17 mode active

interface Ethernetl/18

description Connection from Fabric Interconnect-B Ethl/17
switchport mode trunk
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switchport trunk allowed vlan 1,10,20,30,134

channel-group 18 mode active

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl1/19

Ethernetl/20

Ethernetl/21

Ethernetl/22

Ethernetl/23

Ethernetl/24

Ethernetl/25

Ethernetl/26

Ethernetl/27

Ethernetl1/28

Ethernetl/29

Ethernetl1/30

Ethernetl/31

Ethernetl/32

Ethernet2/1

description Connection to NetApp Controller-A-Port-ela

switchport mode trunk

switchport trunk native vlan 20
switchport trunk allowed vlan 20,30
channel-

interface

group 20

Ethernet2/2

description Connection to NetApp Controller-B-Port-ela

switchport mode trunk

switchport trunk native vlan 30
switchport trunk allowed vlan 20,30
channel-

interface

interface

interface

interface

group 30

Ethernet2/3

Ethernet2/4

Ethernet2/5

Ethernet2/6

interface Ethernet2/7

interface

interface

Ethernet2/8

Ethernet2/9
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interface Ethernet2/10

interface mgmtO
ip address 10.29.134.16/24
line console
line vty
boot kickstart bootflash:/n5000-uk9-kickstart.5.0.3.N2.1.bin
boot system bootflash:/n5000-uk9.5.0.3.N2.1.bin
no ip igmp snooping
interface fc2/1
interface fc2/2
interface fc2/3
interface fc2/4
interface fc2/5
interface fc2/6
logging logfile messages 6
IFull Zone Database Section for vsan 25
zone name B200M3-CH1-BL1-ORARAC1l-vHBAl vsan 25
member pwwn 20:00:01:25:05:11:13:02
member pwwn 50:0a:09:83:9d:11:05:df
member pwwn 50:0a:09:83:8d:11:05:df

zone name B200M3-CH1-BL2-ORARAC2-vHBAl vsan 25
member pwwn 20:00:01:25:05:11:13:04
member pwwn 50:0a:09:83:9d:11:05:df
member pwwn 50:0a:09:83:8d:11:05:df

zone name B200M3-CH2-BL1-ORARAC3-vHBAl vsan 25
member pwwn 50:0a:09:83:8d:11:05:df
member pwwn 50:0a:09:83:9d:11:05:df
member pwwn 20:00:01:25:05:11:13:06

zone name B200M3-CH2-BL2-ORARAC4-vHBAl vsan 25
member pwwn 20:00:01:25:05:11:13:08
member pwwn 50:0a:09:83:9d:11:05:df
member pwwn 50:0a:09:83:8d:11:05:df

zoneset name ORARAC-FLEX-FAB-A vsan 25
member B200M3-CH1-BL1-ORARAC1-vHBAL
member B200M3-CH1-BL2-ORARAC2-VHBAL
member B200M3-CH2-BL1-ORARAC3-vHBALl
member B200M3-CH2-BL2-ORARAC4-vHBAL

zoneset activate name ORARAC-FLEX-FAB-A vsan 25

Show running configuration for Nexus 5548 Fabric B Switch:

N5548-Fab-B(config)# sh running-config
!Command: show running-config
ITime: Fri Mar 8 20:48:15 2013

version 5.0(3)N2(1)
feature fcoe
feature npiv
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feature fport-channel-trunk
feature telnet

feature interface-vlan
feature hsrp

feature lacp

feature vpc

feature 11ldp

logging level aaa 5

logging level cdp 6

logging level vpc 6

logging level 11ldp 5

logging level flogi 5

logging level radius 5
logging level monitor 6
logging level session-mgr 6
logging level spanning-tree 6
logging level interface-vlan 5

username admin password 5 $1SykW.XCAESAvZtFvO5bBkGxyjQ3gOBh/ role network-admin

no password strength-check
ip domain-lookup
hostname N5548-Fab-B
class-map type gos class-fcoe
class-map type gos match-all class-platinum
class-map type queuing class-fcoe
match gos-group 1
class-map type queuing class-all-flood
match gos-group 2
class-map type queuing class-ip-multicast
match gos-group 2
policy-map type gos system_gos_policy
class class-fcoe
set gos-group 1
policy-map type queuing system_g in_policy
class type queuing class-fcoe
bandwidth percent 46
class type queuing class-default
bandwidth percent 9
policy-map type queuing system_g out_policy
class type queuing class-fcoe
bandwidth percent 46
class type queuing class-default
bandwidth percent 9
class-map type network-gos class-fcoe
match gos-group 1
class-map type network-gos class-platinum
class-map type network-gos class-all-flood
match gos-group 2
class-map type network-gos class-ip-multicast
match gos-group 2
policy-map type network-gos jumbo
class type network-gos class-default
mtu 9216
multicast-optimize
policy-map type network-gos system_ng policy
class type network-gos class-platinum
mtu 9000
pause no-drop
class type network-gos class-fcoe
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pause no-drop
mtu 2158
class type network-gos class-default
mtu 9000
multicast-optimize
system qgos
service-policy type network-gos jumbo
slot 1
slot 2
port 11-16 type fc
snmp-server user admin network-admin auth md5 0x9c6l1fe8ad238d5db5ead985el0b5fab6l
priv 0x9c6lfe8ad238d5db5ea985el10b5fa66l localizedkey
snmp-server enable traps entity fru
vrf context management
ip route 0.0.0.0/0 10.29.134.1
vlan 1
vlan 10
name Oracle_RAC_Private_Traffic
no ip igmp snooping
vlian 20
name Storage-VLAN
vlan 30
name Storage-VLAN30
vlan 134
name Oracle_RAC_Public_Traffic
vpc domain 1
peer-keepalive destination 10.29.134.16
vsan database
vsan 25
device-alias database
device-alias name A2P0 pwwn 50:06:01:60:47:20:2c:af
device-alias name A2P2 pwwn 50:06:01:62:47:20:2c:af
device-alias name A3P0 pwwn 50:06:01:64:47:20:2c:af
device-alias name A3P2 pwwn 50:06:01:66:47:20:2c:af
device-alias name B2P0 pwwn 50:06:01:68:47:20:2c:af
device-alias name B2P2 pwwn 50:06:01:6a:47:20:2c:af
device-alias name B3P0 pwwn 50:06:01:6c:47:20:2c:af
device-alias name B3P2 pwwn 50:06:01:6e:47:20:2c:af

device-alias commit
fcdomain fcid database

vesan 1 wwn 50:06:01:60:47:20:2c:af fcid OxealOOef dynamic
! [A2P0]

vsan 1 wwn 20:4d:54:7f:ee:76:cd:80 fcid 0xeal0000 dynamic

vsan 1 wwn 20:4e:54:7f:ee:76:cd:80 fcid 0xeal001l dynamic

vsan 1 wwn 20:4f:54:7f:ee:76:cd:80 fcid 0xeal0002 dynamic

vsan 1 wwn 20:50:54:7f:ee:76:cd:80 fcid 0xeal0003 dynamic

vsan 1 wwn 50:06:01:62:47:20:2c:af fcid Oxeallef dynamic
! [A2P2]

vsan 1 wwn 50:06:01:68:47:20:2c:af fcid 0xeal2ef dynamic
! [B2PO]

vsan 1 wwn 50:06:01:6a:47:20:2c:af fcid Oxeal3ef dynamic
! [B2P2]

vsan 1 wwn 50:06:01:64:47:20:2c:af fcid Oxeal4def dynamic
! [A3PO0]

vsan 1 wwn 50:06:01:66:47:20:2c:af fcid 0xealO5ef dynamic
! [A3P2]
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vsan

vsan

vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan

PR RPRRPRRRRRER

wwn

WwIn

wwn
wwn
wwn
WwI
WwI
WwIn
wwn
wwn
wwn
wWwI

50:06:01:
[B3PO]
50:06:01:

[B3
20:
20:
50:
50:
20:
20:
50:
50:
20:
20:

P2]
1f:
20:
Oa:
Oa:
1f:
20:
Oa:
Oa:
00:
00:

54:
54:
09:
09:
54:
54:
09:
09:
01:
01:

6c:

6e:

7f:
7E:
83:
84:
7f
7f:
83:
84 :
25
25

47 :

47 :

ee:
ee
9d:
9d:

tee:

ee:
8d:
8d:

:b5:
:b5:

20:

20:

73:

:73:

11:
11:
77 :
77 :
11:
11:
11:
11:

2cC:

2c:

74 :
74 :
05:
05:
S5b:
5b:
05:
05:
13:
13:

af

af

80
80
df
daf
c0
c0
daf
daf
05
03
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fcid

fcid

fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid

Oxeal6ef

Oxeal7ef

0xeal0004
0xeal005
0xeal006
0xeal0007
0xeal008
0xeal009
0xeal00a
0xeal000b
0xeal00c
Oxeal00d

dynamic
dynamic

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic

vsan 1 wwn 20:00:01:25:05:11:13:01 fcid 0xeal000e dynamic
1 wwn 20:00:01:25:b5:11:13:07 fcid 0xea000f dynamic

vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan
vsan

interface

25
25
25
25
25
25
25
25

20:
20:
50:
50:
20:
20:
20:
20:

Vlanl

interface Vl1an20
description Storagel-VLAN-ControllerA
ip address 10.10.20.3/24
hsrp version 2

hsrp

20

preempt
ip 10.10.20.1

interface Vl1an30
description Storage2-VLAN-ControllerB

no shutdown

1f:
20:
Oa:
Oa:
00:
00:
00:
00:

54:
54:
09:
09:
01:
01:
01:
01:

25
25
25
25

7f:
7f:
84:
84:

ip address 10.10.30.3/24
hsrp version 2

hsrp

30

preempt
priority 111
ip 10.10.30.1

interface port-channell
description Port-Channel for vPC Peer-1link
switchport mode trunk
vpc peer-1link
switchport trunk allowed vlan 1,10,20,30,134
spanning-tree port type network

interface port-channell?
switchport mode trunk
description Port-Channel for Fabric InterconnectA

vpc 17

ee:
ee:
9d:
8d:
:b5:
:b5:
:b5:
:b5:

77 :
77 :
11:
11:
11:
11:
11:
11:

05
05

5b:
5b:

13:
13:
13:
13:

c0
c0
:df
:df
01
03
05
07

fcid
fcid
fcid
fcid
fcid
fcid
fcid
fcid

0x540000
0x540001
0x540002
0x540003
0x540004
0x540005
0x540006
0x540007

switchport trunk allowed vlan 1,10,20,30,134
spanning-tree port type edge trunk

interface port-channell8

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
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switchport mode trunk

vpc 18

description Port-Channel for Fabric InterconnectB
switchport trunk allowed vlan 1,10,20,30,134
spanning-tree port type edge trunk

interface port-channel20
description PortChannel for multimode VIF from ControllerA-10G
switchport mode trunk
vpc 20
switchport trunk native vlan 20
switchport trunk allowed vlan 20,30
spanning-tree port type edge trunk

interface port-channel30
description PortChannel for multimode VIF from ControllerB-10G
switchport mode trunk
vpc 30
switchport trunk native vlan 30
switchport trunk allowed vlan 20,30
spanning-tree port type edge trunk

vsan database
vsan 25 interface fc2/1
vsan 25 interface fc2/2
vsan 25 interface fc2/3
vsan 25 interface fc2/4

interface fc2/1
no shutdown

interface fc2/2
no shutdown

interface fc2/3
no shutdown

interface fc2/4
no shutdown

interface fc2/5
no shutdown
interface fc2/6
no shutdown

interface Ethernetl/1
description Peer link connected to N5548A-Ethl/1
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134
channel-group 1 mode active

interface Ethernetl/2
description Peer link connected to N5548A-Ethl/2
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134
channel-group 1 mode active
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interface

interface

Ethernetl/3

Ethernetl/4

interface Ethernetl/5

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/6

Ethernetl/7

Ethernetl/8

Ethernetl/9

Ethernetl1/10

Ethernetl/11

Ethernetl/12

Ethernetl1/13

Ethernetl/14

Ethernetl/15

interface Ethernetl/16

description

switchport mode trunk

switchport
switchport
switchport

interface

Ethernetl/17

access vlan 134
trunk native vlan 134
trunk allowed vlan 1,10-11,134

Appendix B—Cisco Nexus 5548UP Switch Running Configuration

"Public Traffic to 3750"

description Connection from Fabric Interconnect-A Ethl/18
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134

channel-group 17 mode active

interface

Ethernetl1/18

description Connection from Fabric Interconnect-B Ethl/18
switchport mode trunk
switchport trunk allowed vlan 1,10,20,30,134

channel-group 18 mode active

interface

interface

interface

interface

interface

interface

interface

Ethernetl1/19

Ethernetl/20

Ethernetl/21

Ethernetl/22

Ethernetl/23

Ethernetl/24

Ethernetl/25
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interface Ethernetl/26
interface Ethernetl/27
interface Ethernetl/28
interface Ethernetl/29
interface Ethernetl/30
interface Ethernetl/31
interface Ethernetl/32

interface Ethernet2/1
description Connection to NetApp Controller-A-Port-elb
switchport mode trunk
switchport trunk native vlan 20
switchport trunk allowed wvlan 20,30
channel-group 20

interface Ethernet2/2

interface Ethernet2/3
description Connection to NetApp Controller-B-Port-elb
switchport mode trunk
switchport trunk native vlan 30
switchport trunk allowed vlan 20,30
channel-group 30

interface Ethernet2/4
interface Ethernet2/5
interface Ethernet2/6
interface Ethernet2/7
interface Ethernet2/8
interface Ethernet2/9
interface Ethernet2/10

interface mgmt0
ip address 10.29.134.15/24
line console
line vty
boot kickstart bootflash:/n5000-uk9-kickstart.5.0.3.N2.1.bin
boot system bootflash:/n5000-uk9.5.0.3.N2.1.bin
no ip igmp snooping
interface fc2/1
interface fc2/2
interface fc2/3
interface fc2/4
interface fc2/5
interface fc2/6
logging logfile messages 6
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IFull Zone Database Section for vsan 25

zone name B200M3-CH1-BL1-ORARAC1l-vHBA2 vsan 25
member pwwn 20:00:01:25:b5:11:13:01
member pwwn 50:0a:09:84:9d:11:05:df
member pwwn 50:0a:09:84:8d:11:05:df

zone name B200M3-CH1-BL2-ORARAC2-vHBA2 vsan 25
member pwwn 20:00:01:25:05:11:13:03
member pwwn 50:0a:09:84:8d:11:05:df
member pwwn 50:0a:09:84:9d:11:05:df

zone name B200M3-CH2-BL1-ORARAC3-vHBA2 vsan 25
member pwwn 20:00:01:25:05:11:13:05
member pwwn 50:0a:09:84:8d:11:05:df
member pwwn 50:0a:09:84:9d:11:05:df

zone name B200M3-CH2-BL2-ORARAC4-vHBA2 vsan 25
member pwwn 20:00:01:25:b5:11:13:07
member pwwn 50:0a:09:84:8d:11:05:df
member pwwn 50:0a:09:84:9d:11:05:df

zoneset name ORARAC-FLEX-FAB-B wvsan 25
member B200M3-CH1-BL1-ORARAC1-vHBA2
member B200M3-CH1-BL2-ORARAC2-VHBA2
member B200M3-CH2-BL1-ORARAC3-vHBA2
member B200M3-CH2-BL2-ORARAC4-vHBA2

zoneset activate name ORARAC-FLEX-FAB-B vsan 25
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