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FlexPod Select with Hortonworks Data Platform
(HDP)

Apache Hadoop, a software framework is gaining importance in IT portfolios. The FlexPod Select for
Hadoop is an extension of FlexPod initiative built based on Cisco Common Platform Architecture (CPA)
for Big Data for deployments that need enterprise class external storage array features. The solution
offers a comprehensive analytic stack for big data that includes compute, storage, connectivity,
enterprise Hadoop distribution with a full range of services to manage heavy workloads. The offer is a
pre-validated solution for enterprise Hadoop deployments with breakthroughs around Hadoop stability,
operations, and storage efficiency. By integrating all the hardware and software components and using
highly reliable products, businesses can meet their tight SLAs around data performance while reducing
the risk of deploying Hadoop.

The intended audience of this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, partner engineering, and customers who want to deploy FlexPod
Select for Hadoop with Hortonworks.

Big Data Challenges and Opportunities

T
CISCO.

Big data is defined as data that is so high in volume and high in speed that it cannot be affordably
processed and analyzed using traditional relational database tools. Typically, machine generated data
combined with other data sources creates challenges for both businesses and their IT organizations. With
data in organizations growing explosively and most of that new data unstructured, companies and their
IT groups are facing a number of extraordinary issues related to scalability and complexity.

Lines of business are motivated by top line business benefits to work on unsolvable or unaffordable
problems involving machine generated data, often combined with other traditional data sources. They
exploit big data to derive competitive advantage, provide better customer experiences and help make
decisions faster. Big data can be used to prevent fraud, improve business logistics by correlating buyer
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FlexPod Select for Hadoop Benefits W

behavior with inventory, correlate patient treatments to their cures, improve homeland security and
government intelligence, cross correlating very huge data sets from credit card transactions, RFID scans,
video surveillance, and many other sources. More specifically to cater to the big data needs, an Apache
Hadoop workload or cluster is required.

Big data is more about business opportunities than reducing costs. To address these challenges and risks
of big data, companies need analytical solutions that meet the following criteria:

e Provide resilient and reliable storage for Hadoop.

e Implement high-performance Hadoop clusters.

¢ Build on an open partner-based, ecosystem.

¢ Allow efficient Hadoop clustering.

e Scale compute and storage independently and quickly as data grows in volume.
e Cost effectiveness.

The FlexPod Select for Hadoop is designed to address these challenges.

FlexPod Select for Hadoop Benefits

The FlexPod Select for Hadoop combines leading edge technologies from Cisco and NetApp to deliver
a solution that exceeds the requirements of emerging big data analytics so that businesses can manage,
process, and unlock the value of new and large volume data types that they generate. Designed for
enterprises in data-intensive industries with business critical SLAs, the solution offers pre-sized storage,
networking, and compute in a highly reliable, ready to deploy Apache Hadoop stack.

The key benefits of this solution are described in Table 1.

FlexPod Select with Hortonworks Data Platform (HDP)
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Table 1

Key benefits of FlexPod Select for Hadoop

Enterprise-Class Big Data
Architecture

Accelerate Time to Value

Co-existence with Enterprise
Applications

Easy manageability, more
reliability, scalability and
high performance.

Fully redundant
architecture.

Superior reliability and
stability.

Lower cluster downtime.

Faster recovery from drive
failure.

Fewer copies of Hadoop
data means less storage to
manage, higher storage
efficiency.

Dynamically add capacity to
as data grows, expand
storage while cluster is
running.

Protection of namenode
Single Point of Failure.

Reduced risk, better power
and floor space foot print,
pre-validated solution.

Validated, pre-tested,
reference architecture
(Cisco Verified Design).

Pre-sized, leading-edge
storage, compute,
networking with Hadoop,
Hortonworks Data Platform
(HDP).

Higher performance with
faster interconnects, lower
latency and less network
congestion.

Well-established FlexPod
channel.

Independent scaling of
compute and storage or scale
together.

Allocate more/less storage
capacity to compute node.

Seamless data and
management integration
with enterprise applications
and traditional FlexPod
deployments.

Global support and services.

Open analytical stack for
higher interoperability
within infrastructure.

Hadoop handles data well,
in any kind of schema.

Open solution with best in
class components.

Proven at PB scale.

Lower TCO, less rack-space
needed, lower power.
required (180TB in 4U).

Hortonworks Data Platform (HDP)

The Hortonworks Data Platform (HDP) is an enterprise-grade, hardened Apache Hadoop distribution
that enables you to store, process, and manage large data sets.

Apache Hadoop is an open-source software framework that allows for the distributed processing of large
data sets across clusters of computers using simple programming models. It is designed for
high-availability and fault-tolerance, and can scale from a single server up to thousands of machines.

The Hortonworks Data Platform combines the most useful and stable versions of Apache Hadoop and
its related projects into a single tested and certified package. Hortonworks offers the latest innovations
from the open source community, along with the testing and quality you expect from enterprise-quality
software.

The Hortonworks Data Platform is designed to integrate with and extend the capabilities of your existing
investments in data applications, tools, and processes. With Hortonworks, you can refine, analyze, and
gain business insights from both structured and unstructured data — quickly, easily, and economically.

r FlexPod Select with Hortonworks Data Platform (HDP)
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Hortonworks - Key Features and Benefits

With the Hortonworks Data Platform, enterprises can retain and process more data, join new and existing
data sets, and lower the cost of data analysis. Hortonworks enables enterprises to implement the
following data management principles:

e Retain as much data as possible. Traditional data warehouses age, and over time will eventually
store only summary data. Analyzing detailed records is often critical to uncovering useful business
insights.

e Join new and existing data sets. Enterprises can build large-scale environments for transactional
data with analytic databases, but these solutions are not always well suited to processing
nontraditional data sets such as text, images, machine data, and online data. Hortonworks enables
enterprises to incorporate both structured and unstructured data in one comprehensive data
management system.

e Archive data at low cost. It is not always clear what portion of stored data will be of value for future
analysis. Therefore, it can be difficult to justify expensive processes to capture, cleanse, and store
that data. Hadoop scales easily, so you can store years of data without much incremental cost, and
find deeper patterns that your competitors may miss.

e Access all data efficiently. Data needs to be readily accessible. Apache Hadoop clusters can provide
alow-cost solution for storing massive data sets while still making the information readily available.
Hadoop is designed to efficiently scan all of the data, which is complimentary to databases that are
efficient at finding subsets of data.

e Apply data cleansing and data cataloging. Categorize and label all data in Hadoop with enough
descriptive information (metadata) to make sense of it later, and to enable integration with
transactional databases and analytic tools. This greatly reduces the time and effort of integrating
with other data sets, and avoids a scenario in which valuable data is eventually rendered useless.

e Integrate with existing platforms and applications. There are many business intelligence (BI) and
analytic tools available, but they may not be compatible with your particular data warehouse or
DBMS. Hortonworks connects seamlessly with many leading analytic, data integration, and
database management tools.

The Hortonworks Data Platform is the foundation for the next-generation enterprise data architecture —
one that addresses both the volume and complexity of today’s data.

FlexPod Select for Hadoop with Hortonworks Architecture

This section provides an architectural overview on the FlexPod Select for Hadoop with Hortonworks. In
this section you will find information on solution components and their configuration brief:

e Solution Overview, page 9

e Configuration Overview, page 11

Solution Overview

Building upon the success of FlexPod, market leaders, Cisco and NetApp deliver the enterprise-class
solution FlexPod Select for Hadoop with a pre-validated, faster Time to Value (*TtV) Hadoop solution
for enterprises that provides control of and insights from big data. The FlexPod Select for Hadoop is
based on a highly scalable architecture, that can scale from single rack to multiple racks, built using the
following components:

FlexPod Select with Hortonworks Data Platform (HDP)
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*TtV is the time to realize a quantifiable business goal.

Connectivity and Management

Compute

Storage

Software

Cisco UCS 6200 Series Fabric Interconnects provide high speed, low latency connectivity for
servers and centralized management for all connected devices with UCS Manager. Deployed in
redundant pairs they offer full redundancy, performance (active-active), and exceptional scalability
for large number of nodes typical in big data clusters. UCS Manger enables rapid and consistent
server integration using service profile, ongoing system maintenance activities such as firmware
update operations across the entire cluster as a single operation, advanced monitoring, and option to
raise alarms and send notifications about the health of the entire cluster.

Cisco Nexus 2200 Series Fabric Extenders, act as remote line cards for Fabric Interconnects
providing a highly scalable and extremely cost-effective connectivity for large number of nodes.

Cisco UCS Manager resides within the Cisco UCS 6200 Series Fabric Interconnects. It makes the
system self-aware and self-integrating, managing all of the system components as a single logical
entity. Cisco UCS Manager can be accessed through an intuitive GUI, a command-line interface
(CLI), or an XML API. Cisco UCS Manager uses service profiles to define the personality,
configuration, and connectivity of all resources within Cisco UCS, radically simplifying
provisioning of resources so that the process takes minutes instead of days. This simplification
allows IT departments to shift their focus from constant maintenance to strategic business
initiatives. It also provides the most streamlined, simplified approach commercially available today
for updating firmwares of all server components.

Cisco UCS C220M3 Rack-Mount Servers, 2-socket server based on Intel® Xeon® E-2600 series
processors optimized for performance and density. This server is expandable to 512 GB of main

memory and has 8 small factor internal front-accessible, hot-swappable disk drives and two PCle
Gen 3.0 slots.

Cisco UCS Virtual Interface Card 1225, unique to Cisco UCS is a dual-port PCIe Gen 2.0 x8
10-Gbps adapter designed for unified connectivity for Cisco UCS C-series Rack-Mount Servers.

NetApp E5460 storage array provides increased performance and bandwidth for Hadoop clusters
along with higher storage efficiency and scalability.

NetApp FAS2220 and the Data ONTAP storage operating system provides high reliability for
Hadoop with reduced single points of failure, faster recovery time and namenode metadata
protection with hardware RAID.

Hortonworks Data Platform (HDP) is 100% open source distribution for Apache Hadoop. Tested at
scale, leading enterprises rely on HDP for it’s modern data architecture.

Apache Ambiari is the fully open sourced Hadoop management platform included in HDP that allow
you to provision, manage and monitor a Hadoop cluster of any size.

Red Hat® Enterprise Linux® Server, the leading enterprise Linux distribution.

r FlexPod Select with Hortonworks Data Platform (HDP)
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Configuration Overview

Master Rack

The solution is offered in a single rack and in multiple racks. The architecture consists of:

Master Rack, page 11
Expansion Rack, page 12

Master rack (single rack) is a standalone solution. The multiple rack solution consists of a master rack
and one or more expansion racks. In a single UCS management domain, up to 9 expansion racks are
supported. Deployments requiring more than 10 racks can be implemented by interconnecting multiple
domains using Cisco Nexus 6000/7000 series switches and managed by UCS Central. Figure 1 shows
the FlexPod Select for Hadoop master rack model.

The master rack consists of the following:

Two Cisco UCS 6296UP Fabric Interconnects
Two Cisco Nexus 2232PP Fabric Extenders
Sixteen Cisco UCS C220M3 Rack-Mount Servers
One Cisco Catalyst 2960S

One NetApp FAS2220

Three NetApp E5460

Two vertical PDUs

Two horizontal PDUs

Cisco 42U Rack

FlexPod Select with Hortonworks Data Platform (HDP) ]
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Figure 1 Cisco Master Rack
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Expansion Rack
Figure 2 shows the FlexPod Select for Hadoop expansion rack model. The expansion rack consists of
the following:
¢ Two Cisco Nexus 2232PP Fabric Extenders
¢ Sixteen UCS C220M3 Rack-Mount Servers
e Four NetApp E5460
e Two vertical PDUs
e Two horizontal PDUs
e (Cisco 42U Rack

r FlexPod Select with Hortonworks Data Platform (HDP)



Figure 2 Cisco Expansion Rack

Rack and PDU Configuration [l
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Rack and PDU Configuration

The rack configurations of the master rack and expansion rack are shown in Table 2 based on a Cisco

42U rack.

Table 2 Rack configuration details

Cisco 42U Racks

Master Rack Expansion Rack

Cisco UCS FI 6296UP

Cisco UCS FI 6296UP

Cisco Nexus FEX 2232PP  |Cisco Nexus FEX 2232PP

NN | | W DN~

Cisco Nexus FEX 2232PP  |Cisco Nexus FEX 2232PP

FlexPod Select with Hortonworks Data Platform (HDP) ]



I Rack and PDU Configuration

Table 2

Rack configuration details

Cisco 42U Racks

Master Rack

Expansion Rack

7 Cisco UCS C220M3 Cisco UCS C220M3
8 Cisco UCS C220M3 Cisco UCS C220M3
9 Cisco UCS C220M3 Cisco UCS C220M3
10 Cisco UCS C220M3 Cisco UCS C220M3
11 Cisco UCS C220M3 Cisco UCS C220M3
12 Cisco UCS C220M3 Cisco UCS C220M3
13 Cisco UCS C220M3 Cisco UCS C220M3
14 Cisco UCS C220M3 Cisco UCS C220M3
15 Cisco UCS C220M3 Cisco UCS C220M3
16 Cisco UCS C220M3 Cisco UCS C220M3
17 Cisco UCS C220M3 Cisco UCS C220M3
18 Cisco UCS C220M3 Cisco UCS C220M3
19 Cisco UCS C220M3 Cisco UCS C220M3
20 Cisco UCS C220M3 Cisco UCS C220M3
21 Cisco UCS C220M3 Cisco UCS C220M3
22 Cisco UCS C220M3 Cisco UCS C220M3
23

24 PDU PDU

25 PDU PDU

26 NetApp FAS 2220

27 NetApp E5460

28 Cisco Catalyst 2960S

29

30

31 NetApp E5460 NetApp E5460

32

33

34

35 NetApp E5460 NetApp E5460

36

37

38

39 NetApp E5460 NetApp E5460

40

41

42

r FlexPod Select with Hortonworks Data Platform (HDP)
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The configuration consists of two vertical PDUs and two horizontal PDUs. The Cisco UCS 6296UP
Fabric Interconnects, NetApp E5460s and NetApp FAS2220 are connected to each of the horizontal
PDUs. The Cisco Nexus 2232PP Fabric Extenders and Cisco UCS C220M3 Servers are connected to
each of the vertical PDUs for redundancy; thereby, ensuring availability during power source failure.

~

Note  Contact your Cisco representative for country specific information.

Fabric Configuration

The master rack configuration consists of two Cisco UCS 6296UP Fabric Interconnects and two Cisco
Nexus Fabric Extender 2232PP forming two fabrics, Fabric A and Fabric B topology. The Cisco UCS
C220M3 Servers 1 to 16 are connected to Fabric A and Fabric B using 10Gb Ethernet connectivity
through Cisco Nexus 2232PP Fabric Extenders, with eight uplinks.

The configuration details of the master rack and expansion racks are shown in Figure 1 and Figure 2
respectively.

Storage Configuration

NetApp E5460 belong to the NetApp E5400 modular data storage system family that support
big-bandwidth datasets requiring high sequential throughput. The NetApp E5460s are configured with
dual SAS controllers and 60 3TB 7.2K RPM SAS disk drives.

For more information, see:
http://www.netapp.com/us/products/storage-systems/e5400/index.aspx

NetApp FAS2200 offers powerful, affordable, flexible data storage for midsized businesses and
distributed enterprises. The NetApp FAS2220 has 6 drives (600GB, 10K rpm, SAS) and 4 x 1GbE ports
and 2 x 10GbE ports.

For more information, see:

http://www.netapp.com/us/products/storage-systems/fas2200/

Server Configuration and Cabling

Figure 3 illustrates the physical connectivity of Cisco UCS 6296UP Fabric Interconnects, Cisco Nexus
2232PP Fabric Extenders, and Cisco UCS C220M3 Servers.

FlexPod Select with Hortonworks Data Platform (HDP)
| g s |
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I Rack and PDU Configuration

Figure 3 Cisco Hardware Connectivity

Ciseo UCS 6236UP Fabric Interconnect & Cisen UCS B296UP Fabric Interconnect B

Figure 4 shows the ports of the Cisco Nexus 2232PP Fabric Extender connecting the Cisco UCS
C220M3 Servers. Sixteen Cisco UCS C220M3 Servers are used in the master and expansion rack
configurations offered by the FlexPod Select for Hadoop.

Figure 4 Connectivity Diagram of Cisco Nexus 2232PP FEX and Cisco UCS C220M3 Servers

Server 1 Server 3 Server 5 Server 7 Server 9 Server 11 Server 13 Server 15
FEX Port 1 FEXPort 3 FEX Port 9 FEX Port 11 FEX Port 21 FEX Part 23 FEX Port 29 FEX Port 31

Server 2 Server 4 Server b Server 8 Server 10 Server 12 Server 14 Server 16
FEX Port 2 FEXPort 4 FEX Port 10 FEX Port 12 FEX Port 22 FEX Port 24 FEX Port 30 FEX Port 32

~

Note

Cisco UCS Manager version used for this deployment is UCS 2.1(1e).

For more information on configuring single-wire management, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/c-series_integration/ucsm2.1/b_UCSM2-1_
C-Integration_chapter_010.html

For more information on physical connectivity illustrations and cluster setup, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/c-series_integration/ucsm2.1/b_UCSM2-1_
C-Integration_chapter_010.html#reference_ FE5SB914256CB4C47B30287D2F9CE3597

r FlexPod Select with Hortonworks Data Platform (HDP)
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Software Requirements

For this deployment we have used Hortonworks Data Platform and Red Hat Enterprise Linux Server.

Hortonworks Data Platform (HDP)

The Hortonworks Data Platform supported is HDP 1.3. For more information, see:
http://www.hortonworks.com

RHEL

The operating system supported is Red Hat Enterprise Linux Server 6.2. For more information on the

Linux support, see:

www.redhat.com.

Software Versions

Software Requirements

Table 3 provides the software version details of all the software requirements for this model.

Table 3 Software version details
Layer Components Version or Release Details
Compute Cisco UCS C220M3 C220M3.1.4.7b.0.1005 |Hardware BIOS version
20120256
Network Cisco UCS 6296UP UCS 2.1(1e) Fabric Interconnect
Cisco Nexus 2232PP 5.1(3)N2(2.11a) Fabric Extender
Storage NetApp FAS 2220 Data ONTAP 8.1.2 FAS Storage
7-mode
NetApp E35460 07.84 E-Series Storage
Software Red Hat Enterprise 6.2 (x86_64) Linux Distribution
Linux Server
Cisco UCSM 2.1(1e) UCS Embedded
Management Software
NetApp OnCommand (2.1 FAS Management
System Manager Software
NetApp SANtricity 10.84 E-Series Management
Software
HDP 1.3 Hortonworks Data

Platform

FlexPod Select with Hortonworks Data Platform (HDP) ]
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M Fabric Configuration

Fabric Configuration

This section provides details for configuring a fully redundant, highly available configuration for a
FlexPod Select for Hadoop. Follow these steps to configure Cisco 6296UP Fabric Interconnect.

1.

-
e

© S8 N & e B W N

Configure FI A

Configure FI B

Connect to IP address of FI A using web browser. Launch Cisco UCS Manger
Edit the chassis discovery policy.

Enable server and Uplink Ports

Create pools and polices for service profile template.

Create SP template, 16 profiles

Start discover process

Associate to server

FI Configuration for NetApp FAS2220

Performing an Initial Setup of Cisco UCS 6296UP Fabric Interconnects

Follow these steps for initial setup of the Cisco UCS 6296 Fabric Interconnects:
Cisco UCS 6296 FI A

1.

© &8 N & e B W N

e N e T e e O e G
© o0 N o e &2 e dhd =2 o

Connect to the console port on the first Cisco UCS 6296 Fabric Interconnect.

At the configuration method prompt, enter console.

If asked to either do a new setup or restore from backup, enter setup to continue.
Enter y to continue to set up a new fabric interconnect.

Enter y to enforce strong passwords.

Enter the password for the admin user.

Enter the same password again to confirm the password for the admin user.
When asked if this fabric interconnect is part of a cluster, enter y to continue.
Enter A for the switch fabric.

Enter the cluster name for the system name.

Enter the MgmtO IPv4 address for management port on the fabric interconnect.
Enter the MgmtO IPv4 subnet mask for the management port on the fabric interconnect.
Enter the IPv4 address of the default gateway.

Enter the cluster IPv4 address.

To configure DNS, enter y.

Enter the DNS IPv4 address.

Enter y to set up the default domain name.

Enter the default domain name.

Review the settings that were printed to the console, and if they are correct, enter yes to save the
configuration.

r FlexPod Select with Hortonworks Data Platform (HDP)
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20. Wait for the login prompt to make sure the configuration is saved successfully.
Cisco UCS 6296UP F1 B

1. Connect to the console port on the second Cisco UCS 6296 Fabric Interconnect.
2. At the configuration method prompt, enter console.

3. The installer detects the presence of the partner fabric interconnect and adds this fabric interconnect
to the cluster. Enter y to continue the installation.

Enter the admin password for the first fabric interconnects.
Enter the MgmtO IPv4 address for the management port on the subordinate fabric interconnect.

Enter y to save the configuration.

N o o &

Wait for the login prompt to make sure the configuration is saved successfully.
For more information on configuring Cisco UCS 6200 Series Fabric Interconnect, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/2.0/b_UCSM_GUI_Co
nfiguration_Guide_2_0_chapter_0100.html

Logging into Cisco UCS Manager

Follow these steps to log into Cisco UCS Manager:
1. Open a Web browser and type the Cisco UCS 6296UP Fabric Interconnect cluster address.
If a Security Alert dialog box appears, click Yes to accept the security certificate and continue.

In the Cisco UCS Manager launch page, click Launch UCS Manager.

& @« DN

When prompted, enter admin for the user name and enter the administrative password and click
Login to log in to the Cisco UCS Manager GUI.

Upgrade Cisco UCS Manager Software to Version 2.1(1e)
This document assumes the use of UCS 2.1(1e). For more information on upgrading the software version
to Cisco UCS 2.0 release, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/upgrading/from2.0/to2.1/b_UpgradingCi
scoUCSFrom2.0To2.1.pdf

This link provides you information on upgrading Cisco UCS Manager software and Cisco UCS 6296
Fabric Interconnect software to version 2.1(1e).

Note Make sure the Cisco UCS C-Series version 2.1(1e) software bundle is loaded on the Fabric
Interconnects.

Adding a Block of IP Addresses for KVM Console

Follow these steps to create a block of KVM IP addresses for server access in the Cisco UCS Manager
GUI:
1. Select the LAN tab at the top in the left pane in the UCSM GUI.

2. Select Pools > IP Pools > IP Pool ext-mgmt as shown in Figure 5.
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Figure 5 Management IP Pool in Cisco UCS Manager
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3. Right-click the IP Pool ext-mgmt.

4. Select Create Block of IP Addresses. Create Block of IP Address window appears as shown in
Figure 6.

Figure 6 Creating a Block of IP Addresses

Create a Block of IP Addresses L7

295.255.255.0

0.0.0.0

o I Zancel |

5. Enter the starting IP address of the block and number of IPs needed as well as the subnet and
gateway information.

r FlexPod Select with Hortonworks Data Platform (HDP)



Figure 7 Entering the Block of IP Addresses
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6. Click OK to create the IP block.

7. Click OK in the confirmation message box.

Editing the Chassis Discovery Policy

Fabric Configuration

Setting the discovery policy now will simplify the addition of Cisco UCS B-Series Chassis in the future

and additional fabric extenders for further C-Series connectivity.

To modify the chassis discovery policy, follow these steps:

1. Navigate to the Equipment tab in the left pane in the UCSM GUI.
2. In the right pane, select the Policies tab.

3. Under Global Policies, change the Chassis Discovery Policy to 8-link as shown in Figure 8.
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Figure 8 Editing the Chassis Discovery Policy
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4. Click Save Changes in the bottom right corner in the Cisco UCSM GUL.
5. Click OK.

Enabling Server and Uplink Ports

To enable the server ports and uplink ports, follow these steps:
Select the Equipment tab on the top left corner in the left pane in the UCSM GUL.
Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.

Expand the Unconfigured Ethernet Ports.

B WL =

Select the number of ports that are connected to the Cisco Nexus 2232PP FEXs (8 per FEX),
right-click them, and select Reconfigure > Configure as a Server Port as shown in Figure 9.

r FlexPod Select with Hortonworks Data Platform (HDP)



B Fabric Inkercannecks

Fabric Configuration

Figure 9 Enabling Server Ports
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Select port 1 that is connected to the Cisco Catalyst 2960-S switches, right-click them, and select
Reconfigure > Configure as Uplink Port.

Select Show Interface and select 10GB for Uplink Connection.
A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed
Module.

Expand the Unconfigured Ethernet Ports.

Select the number of ports that are connected to the Cisco Nexus 2232 FEXs (8 per FEX), right-click
them, and select Reconfigure > Configure as Server Port.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Select port 1 that is connected to the Cisco Catalyst 2960-S switches, right-click and select
Reconfigure > Configure as Uplink Port.

Select Show Interface and select 10GB for Uplink Connection.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.
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Figure 10 Window Showing Server Ports and Uplink Ports
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Creating Pools for Service Profile Template

Creating an Organization

Organizations are used as a means to organize and restrict access to various groups within the IT
organization, thereby enabling multi-tenancy of the compute resources. This document does not assume
the use of Organizations; however the necessary steps are provided for future reference.

Follow these steps to configure an organization in the Cisco UCS Manager GUI:
1. Click New on the top left corner in the right pane in the UCSM GUI.
Select Create Organization from the options.

Enter a name for the organization.

(Optional) Enter a description for the organization.

Click OK.

o e R W N

Click OK in the success message box.
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Creating MAC Address Pools

Follow these steps to configure the necessary MAC address pools in the Cisco UCS Manager GUI:

1.

-
e

© &8 N & e B W N

Select the LAN tab in the left pane in the UCSM GUIL
Select Pools > root.

Right-click the MAC Pools under the root organization.
Select Create MAC Pool to create the MAC address pool.
Enter nosh for the name of the MAC pool.

(Optional) Enter a description of the MAC pool.

Click Next.

Click Add.

Specify a starting MAC address.

Specify a size of the MAC address pool sufficient to support the available server resources. See
Figure 11, Figure 12, and Figure 13.

Figure 11 Specifying the First MAC Address and Size

Create a Block of MAC Addresses
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To ensure uniqueness of MACS in the LA Fabric, vou are strongly
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—’ Ok I Cancel
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Figure 12
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Figure 13
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1.

Click OK.

12. Click Finish.

13. Click OK in the success message box.

Configuring VLANs

VLANS are configured as shown in Table 4.
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Table 4 VLAN Configurations

VLAN Fabric NIC Port Function Failover

vlan160_mgmt |A ethO Management, User Fabric Failover to B
connectivity

vlanl1_NFS A ethl NFS Traffic Fabric Failover to B

vlan12_HDFS |B eth2 HDES Traffic Fabric Failover to A

For this deployment we are using ethO (vlan160_mgmt) for management packets, eth1 (vlan11_NFS) for
NES data traffic and eth2 (vlan12_HDFS) for HDFS data traffic.

Follow these steps to configure VLANSs in the Cisco UCS Manager GUI:
1. Select the LAN tab in the left pane in the UCSM GUI.

2. Select LAN > VLANS.

3. Right-click the VLANSs under the root organization.
4. Select Create VLANS to create the VLAN.

Figure 14 Creating VLANs
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5. Enter vlan160_mgmt for the VLAN Name.

6. Select Common/Global for vlan160_mgmt.

1.

Enter 160 on VLAN IDs of the Create VLAN IDs.

Figure 15 Creating VLAN for Fabric A

» Create YLANs

Create VLANs

8.

9.
10.
1.
12.
13.
14.
15.
16.

Click OK and then, click Finish.

Click OK in the success message box.

Select the LAN tab in the left pane again.

Select LAN > VLANS.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan11_NFS for the VLAN Name.

Select Common/Global for vlan11_NFS.

Enter 11 on VLAN IDs of the Create VLAN IDs.
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Figure 16 Creating VLAN for Fabric B

17.
18.
19.
20.
21.

23.
24,
25.

Click OK and then, click Finish.

Click OK in the success message box.

Select the LAN tab in the left pane again.

Select LAN > VLANS.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan12_HDFS for the VLAN Name.

Select Common/Global for the vlan12_HDFS.
Enter 12 on VLAN IDs of the Create VLAN IDs.
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Figure 17 Creating Global HDFS VLAN

26. Click OK then click Finish.

~

Note  All of the VLANS created need to be trunked to the upstream distribution switch connecting the fabric
interconnects.

Creating Server Pool

A server pool contains a set of servers. These servers typically share the same characteristics. Those
characteristics can be their location in the chassis, or an attribute such as server type, amount of memory,
local storage, type of CPU, or local drive configuration. You can manually assign a server to a server
pool, or use server pool policies and server pool policy qualifications to automate the assignment.

Follow these steps to configure the server pool in the Cisco UCS Manager GUI:
Select the Servers tab in the left pane in the Cisco UCS Manager GUI.
Select Pools > root.

Right-click the Server Pools.

Select Create Server Pool.

Enter nosh for the Server Pool Name.

I U

(Optional) Enter a description for the organization.
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Figure 18 Creating Server Pool

« Create Server Pool

Unified Computing System Manager

Create Server Fool Set Name and Description

1. Click Next to add servers.

8. Select all the Cisco UCS C220M3 servers to be added to the nosh server pool. Click >> to add them
to the pool.
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- Create Server Pool

Figure 19 Adding Server Pool
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9. Click Finish.
10. Click OK and then click Finish.

Creating Policies for Service Profile Template

Creating Host Firmware Package Policy

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These often include adapter, BIOS, board controller, FC adapters, HBA option
ROM, and storage controller properties.

Follow these steps create a firmware management policy for a given server configuration in the Cisco
UCS Manager GUI:

1. Select the Servers tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click Host Firmware Packages.

Select Create Host Firmware Package.

Enter nosh as the Host firmware package name.

U

Select Simple radio button to configure the Host Firmware package.
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1. Select the appropriate Rack package that you have.

Figure 20 Creating Host Firmware Package

Create Host Firmware Package

Create Host Firmware Package

o] _oma |

8. Click OK to complete creating the management firmware package.

9. Click OK.

Creating QoS Policies

Follow these steps to create QoS policy for a given server configuration in the Cisco UCS Manager GUI:

BestEffort Policy

-

Select the LAN tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click QoS Policies and select Create QoS Policy.
Enter BestEffort as the name of the policy.

Select Best Effort for Priority from the drop down menu.
Keep the Burst (Bytes) field as default, which is 10240.
Keep the Rate (Kbps) field as default, which is line-rate.
Make sure the Host Control radio button is None.

Click OK.

© 8 N & e B W N
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Figure 21 Creating QoS Policy - BestEffort

Create QoS Policy ©

Create QoS Policy

10. In the pop-up window, click OK to complete the QoS policy creation.

Platinum Policy

Select the LAN tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click QoS Policies and select Create QoS Policy.
Enter Platinum as the name of the policy.

Select Platinum for Priority from the drop down menu.
Keep the Burst (Bytes) field as default, which is 10240.
Keep the Rate (Kbps) field as default, which is line-rate.
Make sure the Host Control radio button is None.

Click OK.

© o N S g s w N =
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Figure 22 Creating QoS Policy - Platinum

» Create QoS Policy

Create QoS Policy

Create QoS Policy

10. In the pop-up window, click OK to complete the QoS policy creation.

Setting Jumbo Frames
These steps provide details for setting Jumbo frames and enabling the quality of service in the Cisco
UCS Fabric:

Select the Servers tab in the left pane in the UCSM GUL.

Select LAN Cloud > QoS System Class.

In the right pane, select the General tab.

In the Platinum row, enter 9000 for MTU.

In the Best Effort row, enter 9000 for MTU.

Check the Enabled check box next to Platinum.

o &1 & W b =
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Figure 23 Setting Jumbo Frame in Cisco UCS Fabric
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Click Save Changes.
Click OK.

Create a Local Disk Configuration Policy

Follow these steps to create local disk configuration in the Cisco UCS Manager GUI:

1.

o &1 A W DN

Select the Servers tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click Local Disk Config Policies.

Select Create Local Disk Configuration Policy.

Enter nosh as the local disk configuration policy name.

Change the Mode to Any Configuration. Uncheck the Protect Configuration check box.
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Figure 24 Configuring Local Disk Policy

» Create Local Disk Configuration Policy

Create Local Disk Configuration Policy

7. Click OK to create the Local Disk Configuration Policy.
8. Click OK.

Create a Server BIOS Policy

The BIOS policy feature in Cisco UCS automates the BIOS configuration process.

The traditional method of setting the BIOS is manual and often error-prone. By creating a BIOS policy

and assigning the policy to a server or group of servers, you can have the transparency in BIOS settings
and configuration.

Follow these steps to create a server BIOS policy in the Cisco UCS Manager GUI:
1. Select the Servers tab in the left pane in the UCSM GUI.
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Select Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy.

Enter nosh as the BIOS policy name.

S &1 & W N

Change the BIOS settings as per Figure 25, Figure 26, Figure 27, and Figure 28.

Figure 25 Creating BIOS Policy
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Unified Computing System Manager
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Figure 26 Processor Settings
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Figure 27 Intel Direct IO Settings
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Figure 28 Memory Settings
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1. Click Finish to complete creating the BIOS policy.
8. Click OK.

Creating Boot Policies

Follow these steps to create boot policies within the Cisco UCS Manager GUI:
Select the Servers tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click the Boot Policies.

s L=

Select Create Boot Policy.
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Figure 29 Creating Boot Policy
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5. Enter nosh as the boot policy name.

6. (Optional) Enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.
8. Expand Local Devices and select Add CD-ROM.

9. Expand Local Devices and select Add Local Disk.
10. Expand vNICs and select Add LAN Boot and enter ethQ.
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Figure 30 Creating Boot Order
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11. Click OK to add the Boot Policy.
12. Click OK.

Creating Service Profile Template

To create a service profile template, follow these steps:

1. Select the Servers tab in the left pane in the UCSM GUI.
2. Select Policies > root.

3. Right-click root.

4. Select Create Service Profile Template.

FlexPod Select with Hortonworks Data Platform (HDP) ]



W Creating Service Profile Template

Figure 31 Creating Service Profile Template
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The Create Service Profile Template window appears.

The following steps provide the detailed configuration procedure used to create a service profile
template:

a. Name the service profile template as nosh. Select the Updating Template radio button.

b. In the UUID section, select Hardware Default as the UUID pool.
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Figure 32 Identifying Service Profile Template
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¢. Click Next to continue to the next section.

Configuring Network Settings for the Template

In the Networking window, follow these steps to create VNICs:
1. Keep the Dynamic vNIC Connection Policy field as default.
2. Select the Expert radio button for the option How would you like to configure LAN connectivity?

3. Click Add to add a vNIC to the template.
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Figure 33 Adding vNICs
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4. The Create VNIC window displays. Name the vNIC as ethO.

5. Select nosh in the Mac Address Assignment pool.

6. Select the Fabric A radio button and check the Enable failover check box for the Fabric ID.
7. Check the vlan160_mgmt check box for VLANSs and select the Native VLAN radio button.
8. Select MTU size as 1500.

9. Select adapter policy as Linux.

10. Keep the Dynamic vNIC connection policy as <no set>.

11. Select QoS Policy as BestEffort.

12. Keep the Network Control Policy as Default.
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Figure 34 Creating Management vNIC
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13. Click OK.
14. Click Add to add another vNIC to the template.
15. The Create vNIC window appears. Name the vNIC as ethl.
16. Select nosh in the Mac Address Assignment pool.
17. Select the Fabric A radio button and check the Enable failover check box for the Fabric ID.
18. Check the Default and vlanl1 check boxes for VLANs and select the vlan11 radio button for Native
VLAN.
19. Select MTU size as 9000.
20. Select Adapter Policy as Linux.
21. Keep the Dynamic vNIC Connection Policy as <not set>.
22. Select QoS Policy to Platinum.
23. Keep the Network Control Policy as Default.
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Figure 35 Creating NFS vNIC
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24. Click OK.
25. Click Add to add another vNIC to the template.
26. The Create vNIC window appears. Name the vNIC as eth2.
27. Select nosh in the Mac Address Assignment pool.
28. Select the Fabric B radio button and check the Enable failover check box for the Fabric ID.
29. Check the vlan12_HDFS check box for VLANSs and select the Native VLAN radio button.
30. Select MTU size as 9000.
31. Select adapter policy as Linux.
32. Keep the Dynamic vNIC Connection Policy as <no set>.
33. Select QoS Policy as Platinum.
34. Keep the Network Control Policy as Default.
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Figure 36 Creating HDFS vNIC
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35. Click OK.

36. Click Next to continue to the next section.

Configuring Storage Policy for the Template

In the Storage window, follow these steps to configure storage:
1. Select nosh for the local disk configuration policy.

2. Select the No vHBASs radio button for the option How would you like to configure SAN
connectivity?
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Figure 37 Storage Settings
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3. Click Next to continue to the next section.

4. Click Next in the Zoning Window to go to the next section.

Configuring vNIC/vHBA Placement for the Template

In the vNIC/vHBA Placement Section, follow these steps to configure placement policy:
1. Select the Default Placement Policy option for Select Placement field.
2. Select ethO, ethl, and eth2 assign the vNICs in the following order:

- eth0

- ethl

- eth2

3. Review the table to make sure that all of the vNICs were assigned in the appropriate order.
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Figure 38 Creating vNIC and vHBA Policy
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4. Click Next to continue to the next section.

Configuring Server Boot Order for the Template

In the Server Boot Order Section, follow these steps to set the boot order for servers:
1. Select nosh for the Boot Policy Name field.

Check the Reboot on Boot Order Change check box.

Check the Enforce vNIC/vHBA/iSCSI Name check box.

Review the table to make sure that all of the boot devices were created and identified. Verify that the
boot devices are in the correct boot sequence.

s @« N
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Figure 39 Creating Boot Policy
Create Boot Policy ‘
Hame: 1nﬁ|
vj.
Description: |
Reboot on Book Crder Change: W
Enforce wNICHHBAISCS Name: [
The byps (primary/sscondary) doss not indcate a boot order presence.
The effective order of boot devices within the same device dass (LAN/Storage/SCST) is o d by Pl b der.
1F Enforce vINIC/vHEBR /ISCST Name is selacted and the vHIC/HBAJISCST does not exist, & corfig error will be reported.
IF & is riok sslected, the vNIC/VHBAS/GCS] are selected F they exst, otherwiss the vHICIVHBATISCST with the lowest PCle bus scan order is used,
I (e e oo
B Add Local Disk.
) Add CoRON Name || oder |  wmichhsaiscsivE [ Twe | wemip | wwm |
| Add Fioppy (2)CD-ROM 1 =
[=1- [ Storage 2
B Local Disk
=i LAN eth ethD Frimary
(@) Add LAN Book
=
I N
5. Click OK.

6. Click Next to continue to the next section.

Configuring Maintenance Policy for the Template

In the Maintenance Policy window, follow these steps to apply maintenance policy:
1. Keep the Maintenance Policy at no policy used by default.

2. Click Next to continue to the next section.

Configuring Server Assignment for the Template

In the Server Assignment window, follow these steps to assign servers to the pool:
1. Select nosh for the Pool Assignment field.
2. Keep the Server Pool Qualification field at default.

3. Select nosh for the Host Firmware Package.
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Figure 40 Assigning Sever Pool for Service Profile Template
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4. Click Next to continue to the next section.

Configuring Operational Policies for the Template

In the Operational Policies window, follow these steps:

1. Select nosh in the BIOS Policy field.
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Figure 41 Creating Operational Policies

ce Profile Template

Unified Computing System Manager

Create Service Profie Template Opal'allnnd Policies
', Ogtionally specify infarmation that affects how the system operates.
+ ¥ Idantiy Service Frofile

Template 1
2,V pistworking BIOS Configu
3. Votorage
4 Vzoong
5. VuNICIHEA R TFyous want ko override the defauk BIOS settings, select & BIOS policy that willb
5 :jm 5105 Polecy; pash [ Craste BIOS Polcy A
7. ¥ Maintenane Polcy
8. ' server Assigrment. [ = S
9 External IPMI Management Configuration

P Address
ing C ration {Thresholds)

| Power Control Policy Configuration

<oy [[ners | msh | coe |

2. Click Finish to create the Service Profile template.
3. Click OK in the pop-up window to exit the wizard.
Select the Servers tab in the left pane in the UCSM GUI.
1. Select Service Profile Templates > root.

2. Right-click the root.

3. Select Create Service Profile Template.
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4. The Create Service Profile from Template window appears.

Figure 43 Creating Service Profile from Template
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5. Now connect the power cable to the servers.
6. Servers will the be discovered by UCS Manager.

7. Association of Service Profile will take place automatically.

Creating Service Profile Template
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8. The final Cisco UCS Manager window is shown in Figure 44.

Figure 44 UCS Manager Showing Sixteen Nodes
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3 Fabric Interconnects

Cisco UCS 6296UP Fl Configuration for NetApp FAS 2220

The Cisco UCS 6296UP Fabric Interconnects are deployed in pairs with L1 to L1 and L2 to L2

connectivity for redundancy. NetApp FAS 2220 has one storage controllers. FAS controller port E1A is
connected to FI A Port 2 as the Appliance port and E1B is connected to FI B Port 2 as the Appliance port
with 10Gbs connectivity as shown in Figure 45.

Figure 45

Cisco UCS 6296UP Fis and NetApp FAS 2220 Connectivity

1 Gbs
Conn edivity

CizcolJCS 62961P Fabiic Interconnect B

Configuring VLAN for Appliance Port

Follow these steps to configure VLAN appliance cloud:

1. Select the LAN tab in the left pane in the UCSM GUI.
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2. Select LAN > Appliances > VLANSs.

3. Right-click VLANSs under the root organization.

4. Select Create VLANS to create the VLAN.

Figure 46

p Cisco Unified Computing System Manager - NetApp

Creating VLANs for Appliance Cloud

Cisco UCS 6296UP FI Configuration for NetApp FAS 2220
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5. Enter vlan11_NFS for the VLAN Name.

6. Select the Common/Global radio button.
1. Enter 11 for VLAN ID.
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Figure 47 Creating VLAN for Fabric A
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8. Click OK and then, click Finish.

Configure Appliance Port

Follow these steps to configure appliance ports:
1. Select the Equipment tab in the left pane in the UCSM GUI.
Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.

Expand the Unconfigured Ethernet Ports.

& W N

Select the port number 2, and select Reconfigure > Configure as an Appliance Port.
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Figure 48 Configuring Fabric A Appliance Port
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5. A confirmation message box appears. Click Yes, then OK to continue.
6. Select Platinum for the Priority.

7. Keep the Pin Group as <not set>.

8. Keep the Network Control Policy as Default.

9. Keep the Flow Control Policy as Default.

10. Select the 10Gbps radio button for the Admin Speed.

11. Select the Access radio button for the Port Mode.

12. Select vlan11_NFS from the drop-down menu for the Select VLAN.
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Figure 49 Configuring Appliance Port
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13. Click OK.

14. In the message box that appears, click OK.

15. Select Equipment > Fabric Interconnects > Fabric Interconnect B (secondary) > Fixed Module.
16. Expand the Unconfigured Ethernet Ports.

17. Select the port number 2, and select Reconfigure > Configure as an Appliance Port.
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Figure 50 Configuring Fabric B Appliance Port
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A confirmation message box appears. Click Yes, then OK to continue.
Select Platinum for the Priority.

Keep the Pin Group as <not set>.

Keep the Network Control Policy as Default.

Keep the Flow Control Policy as Default.

Select the 10Gbps radio button for the Admin Speed.

Select the Access radio button for the Port Mode.

Select vlan11_NFS from the drop-down menu for the Select VLAN.
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Figure 51 Configuring Appliance Port
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26. Click OK.
27. In the message box that appears, click OK.

Server and Software Configuration

Service profile template creation is explained in “Fabric Configuration” section on page 18.

The following sections provide a detailed configuration procedure of the Cisco UCS C-Series Servers.
These steps should be followed precisely because a failure to do so could result in an improper
configuration.

Performing Initial Setup of C-Series Servers

These steps provide details for initial setup of the Cisco UCS C-Series Servers. It is important to get the
systems to a known state with the appropriate firmware package.
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Logging into the Cisco UCS 6200 Fabric Interconnects

To log into the Cisco UCS Manager application through Cisco UCS 6200 Series Fabric Interconnect,
follow these steps:

1. Log in to the Cisco UCS 6200 fabric interconnects and launch the Cisco UCS Manager application.
2. In the UCSM GUI, select the Servers tab.

3. Select Servers, right-click on Servers and Open KVM Console.

4. Navigate to the Actions section and click KVM Console.

Configuring Disk Drives for 0S

There are several ways to configure RAID: using LSI WebBIOS Configuration Utility embedded in the
MegaRAID BIOS, booting DOS and running MegaCLI commands or using third party tools that have
MegaCLlI integrated. For this deployment, the first disk drive is configured using LSI WebBIOS
Configuration Utility. A RAIDI1 volume of two disk drives is configured for the operating system:

1. Once the server has booted and the MegaRAID Controller has been detected, the following will
appear on the screen:
- Press <Ctrl><H> for WebBIOS.
— Press Ctrl+H immediately.
— The Adapter Selection window appears.

2. Click Start to continue.

Figure 52 RAID Configuration for LSI MegaRAID SAS Controllers
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3. Click Configuration Wizard.

FlexPod Select with Hortonworks Data Platform (HDP) ]




M Server and Software Configuration

4. Inthe configure wizard window, select the configuration type as Clear Configuration and click Next
to clear the existing configuration.

Figure 53 Clearing Existing Configuration

MegaRAID BID nfig Utility Configuration Wizard

5. Click Yes when asked to confirm clear configuration.

6. In the Physical View, make sure all the drives are Unconfigured Good.
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Figure 54 Physical View of Unconfigured Drives
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7. Click Configuration Wizard.

8. Inthe configure wizard window, select the configuration type as New Configuration and click Next.
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Figure 55 Selecting New Configuration

HegaRAID g Utility € iguration Hizard | “$

9. Select the configuration method to be Manual Configuration to have control over all attributes of the
new storage configuration such as drive groups, virtual drives, and to set their parameters.

Figure 56 Selecting Manual Configuration

10. Click Next.
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11. The Drive Group Definition window appears. In this window select the two drives to create drive
groups.

12. Click Add to Array to move the drives to a proposed drive group configuration in the Drive Groups
pane. Click Accept DG and then, click Next.

Figure 57 Moving Drives to Drive Groups
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13. In the Span definitions Window, Click Add to SPAN and then, click Next.
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Figure 58 Adding Arrayhole to Span
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14. In Virtual Drive definitions window, follow these steps to configure read normal and write through
modes:

a. Change Strip Size to IMB. A larger strip size produces higher read performance. If your server
regularly performs random read requests, select a smaller strip size.

b. From the read Policy drop down list, choose Read Normal.
c. From the Write Policy drop down list, choose Write Back with BBU.
d. Make Sure RAID Level is set to RAIDI.

r FlexPod Select with Hortonworks Data Platform (HDP)



Server and Software Configuration

Figure 59 Defining Virtual Drive
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e. Click Accept to accept the changes to the virtual drive definitions.
f. Click Next.

15. After you finish the virtual drive definitions, click Next. The Configuration Preview window
appears.

16. Review the virtual drive configuration in the Configuration Preview window and click Accept to
save the configuration.

17. Click Yes to save the configuration.

18. Click Yes. When asked to confirm to initialize.
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Figure 60 Confirmation to Initialize
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19. Set VDO as the Boot Drive and click Go.
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Figure 61 Setting Boot Drive
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20. Click Home.
21. Review the Configuration and Click Exit.

Installing Red Hat Enterprise Linux Server 6.2 using KVM

One of the options to install RHEL is explained in this section.

You can install Red Hat Enterprise Linux Server 6.2 using the KVM console of Cisco UCS Manager. To
open the KVM console, follow these steps:

1. Login to Cisco UCS Manager.
2. Select Equipment tab and navigate to the servers.

3. Right-click on the server and select KVM Console.
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Figure 62
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Start Faulk Suppression
Stop Fault Suppression

Copy Crlc
Copy XML Ctri+
Delete Chrl+D

G T — ]

Part Det
Connection Details

Boot Order Details

To install Red Hat Linux Server 6.2, follow these steps:
In the KVM window, select the Virtual Media tab.

1.
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Figure 63 Adding ISO Image
& UCS / Rack =16 - KYM Consale
Fle Help
% Shutdown Server ., Reset
K Concle | server
wve | Virtual Media |
Clhenk; Yierw
Mapped | ResdOnly | Drive Bt
O C & #: - Floppy
Creste Imape
I C (=) 32 - Remrvable Dk
r B &E-como _ e |
* ¥ oo |
Detads &
Dtads
Target Crbvs | Mapped To [Readfytes  [wWrite Bytes  [Duration |
Wirtual CDIOVD Mok mapped LI5E Resed
Pty able Dk Mok mapped
Flocpy Mot mapped
[ Lopoed in 8¢ _computsToken_@10.29.160.50 | Not regisbered with UCS Cantral ' | |System Time: 2013-03-08722:01

2. Click Add Image in the window that appeared.
3. Browse to the Red Hat Enterprise Linux Server 6.2 installer ISO image file.

a

Note  The Red Hat Enterprise Linux 6.2 DVD is assumed to be on the client machine. If not, create an
ISO Image of Red Hat Enterprise Linux DVD using software such as ImgBurn or MagicISO.
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Figure 64 Selecting the Red Hat Enterprise Linux ISO Image
Lookin: [ Deskkop - - IE =
i 1M Computer
~ ;l_-;. €l Metwork
- Libraries

2 Adminiskrakor

iy,
A, File name: RHEL_6.2 x86_64.is0 Open |
Files of type:  pisk image fils (*.iso, *.img) - Cancel |

4. Click Open to add the image to the list of virtual media.
5. Check the check box for Mapped, next to the entry corresponding to the image you just added.
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Figure 65 Mapping the ISO Image

& UCS [ Rack =16 = K¥™M Console

-
-

C = &5} E: - COJoVD WMM
O = & 0: - cojov Remove Image...

= | ctrator|DeskioplRHEL_6.2 o -1

Detads
Target Drive |Mapped To [ReadBytes  [write Bytes  [Duration |
Mirtual COYIVD o= C:\users) Administrator|... S804 ] 000008 USE Reset
et able Cek [
Floppy ok mapped
[ ) Lopgedin 8 _computeToken_@10.29.160.50 | Mot regisbered with UCS Central | | [System Time: 2013-03-06T22:04

In the KVM window, select the KVM tab to monitor during boot.

In the KVM window, select the Boot Server button in the upper left corner.
Click OK.

Click OK to reboot the system.

© & N @

10. On reboot, the machine detects the presence of the Red Hat Enterprise Linux Server 6.2 install
media.

11. Select the Install or Upgrade an Existing System option.
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Figure 66 Selecting the RHEL Installation Option

& UCS / Rack -16 - K¥M Console

Fle View Maros  Tooks Help

% Stakdown Server &, Resat
K¥M Conccle | server
KM | et Medis

Henory test

Press [Tabl to edit options

Automatic boot in 48 zeco

RED HAT’
ENTERPRISE LINUX' 6

Copyright © 20002010 Red Hal Inc. and sthed. AN ﬂnm

4 Loggedin as __computeToken_©10.29.160.50 | Not registered with LUCS Central Syshem Time: 2013-03-08T22:16

12. Skip the Media test as we are installing from ISO Image, click Next to continue.
13. Select Language for the Installation and click Next.

14. Select Basic Storage Devices and click Next.
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Figure 67 Selecting Storage Device Type

k\.'J‘!'l.\at type of devices will your installation imvolve?

Basic Storage Devices
Installs or upgrades to typical types of storsge devices. If you're not sure which cption is right for you.
this is probally it

Specialized Storage Devices
Installs or upgrades o enterprise devices such as Storage Area Metworks (SANs). This option will allow
you o add FCaE [ ISCSI / ZFCP disks and 1o Niter ot devices the nstaller shauld ignare

4 Back o Next

15. Select Fresh Installation and click Next.
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Figure 68 Selecting Installation Type

Fresh Installation
il i _' Choese this opithon to imstall a fresh copy of Red Hat Enterprise Linux on your system.  Existing software
and dsta may be overwritien depending on your configuration chokes.

Upgrade an Existing Installation
“ Choase this aption if you would e to upgrads your existing Red Hat Enterprise Linux system. This
option will presevve the exinting data on your storage device(s)

4 ack wp Hext

16. Enter the Host name of the server and click Configure Network.
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Figure 69 Entering the Host Name

Please name this computer. The
|&|5E3 hostname identifies the computer on a
K ="== netwark.

Hostname: |dnl

4| Back | f *ﬂext'

17. Network Connections window appears.

18. In the Network Connections window, Select the tab Wired.
19. Select the interface System eth0, and click Edit.

20. Editing System ethO window appears.

21. Check the Connect automatically check box.

22. For the field Method, select Manual from the drop down list.
23. Click Add and enter IP Address, Netmask and Gateway.

24. Click Apply.
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Figure 70

Please name this computer. The
| hostname identifies the computer on a
~ = network.

Hostname: |dnl

Network Connections

| @ wired | & wireless ‘1" Mobile Broadband (3 VPN ! DSL

Name LastUsed || é,dd
System ethl never :
| Edit...
System eth2 never - 1
System eth0 never | Delete...
Close

Configuring Network Connections

Editing Systam eth0

Connection pame: [53rstem etho

& (Connect automatically

Wired 802.1x Security  IPv4 Settings | |Pv6 Settings

Method: | Manual

| €

Addresses

Address Netmask Gateway Add

10.29.160.53 255.255.255.0 10.29.160.1 [ammmee
Delete

DNS servers: (

search domains: |

1 Require IPv4 addressing for this connection to complete

Boutes...

Available to all users | cancel Apply... |

25. Select the Appropriate Time Zone and click Next.

26. Enter the root Password and click Next.
27. Select Use All Space and Click Next.

@Back | | mphext |
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Which type of installation would you like?

L
M

Use All Space
Removes all partitions on the selected device(s). This includes partitions created by other operating
Systems.

Tip: This aption wil remave data from the selected device(s). Make sure you have backiups.

Replace Existing Linux Systemi(s)
Removes only Linux partitions (created from a previous Linux installation). This does not remove other
partitions you may have on your storage device(s) (such as VFAT or FAT32),

Tip: This option will remove data from the selected device(s). Make sure you have backups.

Shrink Current System
Shrinks existing partitions to create free space for the defauit layout.

Use Free Space
Retains your current data and partitions and uses only the unpartitioned space on the selected device
{s), Assuming you have enough free space avallable.

Create Custom Layout
Manually create your own custom layout on the selected device(s) using our partitioning tool

[ Encrypt system
[ Reyiew and modify partitioning layout

Server and Software Configuration

daBack = Next |

28. Select appropriate boot device. In this example, LSI UCSC-RAID 2008M-8i is selected. Click
sp  to add the selected boot device to appear in the right pane under Install Target Devices

and click Next.
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Figure 72 Selecting the Data Storage Device

Below are the storage devices you've selected to be a part of this installation. Please
indicate using the amows below which devices you'd like to use as data drives (these will
not be form anly mounted) and which devices you'd like to use as system drives
({these may be atted). Please also indicate which system drive will have the
bootlgader installed,

Data Storage Devices (to be mounted only) Install Target Devices
Madal Capacity Vendor  [dentifier BL::tdtr Muadel Capacity Idenitifier il
LSl INF-01-D0 11443202 MB LS pei-0000:82:00.0-5a5-0x50

LS INF-D1-00 11443302 MB LSI pei-0000: 82:00.0-5a5-0xc 50

LA pci-0000: 81 :00.0-5c5i-0

LSI Universal Xport 20 MB LSl pei-0000: 82:00.0-5a5-0c 50

»
&
e i | >
= Tip: Install target devices will be reformatted and wiped of any data. Make sure you have
= backups.

4mBack wp Mext |

29. Click write changes to the disks and then, click Next.
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Figure 73 Writing Partitioning Options into the Disk

kBelow' are the storage devices you've selected to be a part of this installation. Please
indicate using the amows below which devices you'd like to use as data drives (these will
not be formatted, only mounted) and which devices you'd like to use as system drives
(these may be formatted). Please also indicate which system drive will have the
bootloader installed.

Data Storage Devices (to be mounted only) Install Target Devices
Model Capacity Vendor  Identifier Boot | \1odel Capacity  Identifier
- Loader
LSl INF-01-00 11443302 MB LSI pCi-OOOU.82.00.0'565'0K5U ® LS| UCSC-RAID2008M8i 571250 MB pci-0000:81:
LSI INF-01-00 11443302 MB LSI pci-0000:82:00.0-sas-0x50

LS| Universal Xport 20 MB LSl pci-0000:82:00.0-s5as5-0x50

Writing storage configuration to disk

The partitioning options you have selected will
now be written to disk. Any data on deleted or
reformatted partitions will be lost.

*

(<] e g [) L} i s [?

) Tip: Install target devices will be reformatted and wiped of any data. Make sure you have
~ backups.

| 4mBack | | mpNext |

30. Select Basic Server Installation and Click Next.
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Figure 74 Selecting RHEL Installation Option

The default installation of Red Hat Enterprise Linux is a basic server install. You can
optionally select a different set of software now.

) Database Server

O Web Server

O Identity Management Server

C Virtualization Host

O Desktop

O Software Development Workstation
© Minimal

Please select any additional repositories that you want to use for software installation.
] High Availability

] Load Balancer

¥ Red Hat Enterprise Linux

T VS 1T P——

<k Add additional seftware repositories I =7 Modify repository i

You can further customize the software selection now, or after install via the software
management application.

@ Customize later O Customize now

31. After the installer is finished loading, press Enter to continue with the install.
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Installation Starting

Starting installation process
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Post 0S Install Configuration

Infrastructure Node

Post 0S Install Configuration

This section describes the steps needed to implement an infrastructure node for the cluster. The
infrastructure node may provide some or all of the following services to the namenodes and datanodes

in the cluster:
e NTP — time server

e DNS resolution for cluster-private hostnames

e DHCP IP address assignment for cluster-private NICs

e Local mirror of one or more software repository and/or distribution

i Management server

~

Note  This section assumes that only the default basic server install has been done.

Setting Up Password-less Login

To manage all of the clusters nodes from the Infrastructure Node we need to setup password-less login.
It assists in automating common tasks with Parallel-SSH (pssh) and shell-scripts without having to use

passwords.
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Once Red Hat Linux is installed across all the nodes in the cluster, follow these steps to enable
password-less login across all the nodes.

1. Login to the Infrastructure Node

ssh 10.29.160.53

2. Run the ssh-keygen command to create both public and private keys on the admin node.

3. Then run the following command from the Infrastructure Node to copy the public key id_rsa.pub to
all the nodes of the cluster. ssh-copy-id appends the keys to the remote-host’s .ssh/authorized_key.

for IP in {53..68}; do echo -n "SIP -> "; ssh-copy-id -i ~/.ssh/id_rsa.pub
10.29.160.$IP; done

Enter yes for Are you sure you want to continue connecting (yes/no)?
Enter the password of the remote host.

Installing and Configuring Parallel Shell

Parallel-SSH

Parallel SSH is used to run commands on several hosts at the same time. It takes a file of hostnames and
a bunch of common ssh parameters as parameters, executes the given command in parallel on the nodes
specified.

The tool can be downloaded from https://code.google.com/p/parallel-ssh/
Fetch and install this tool via the following commands:

cd /tmp/

curl https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz -0 -L
tar xzf pssh-2.3.1.tar.gz

cd pssh-2.3.1

python setup.py install

To make use of pssh, a file containing just only the IP addresses of the nodes in the cluster needs to be
created. The following was used for the contents of the /root/pssh.hosts file on all of the nodes and will
need to be customized to fit your implementation:

# /root/pssh.hosts - cluster node IPs or names
10.29.160.53

10.29.160.54

10.29.160.55

10.29.160.56

10.29.160.57

10.29.160.58

10.29.160.59

10.29.160.60

10.29.160.61

10.29.160.62

10.29.160.63

10.29.160.64

10.29.160.65

10.29.160.66

10.29.160.67

10.29.160.68

This file is used with pssh by specifying the -h option on the command line. For example, the following

command will execute the hostname command on all of the nodes listed in the /root/pssh.hosts file:

pssh -h /root/pssh.hosts -A hostname
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For information on the -A option and other pssh options, use one or both of the following commands:

pssh -help
man pssh

Create Local Redhat Repo

If your infrastructure node and your cluster nodes have Internet access, you may be able to skip this
section.

To create a repository using RHEL DVD or ISO on the infrastructure node (in this deployment
10.29.160.53 is as an infrastructure node), create a directory with all the required rpms, run the
createrepo command and then publish the resulting repository.

1. Create the directories where the local copies of the software installation packages will reside. In this
example, they are created under the /var/www/html/ directory.

mkdir -p /var/www/html/JDK/
mkdir -p /var/www/html/RHEL/6.2/

2. Then mount the RHEL DVD. This can be done by loading the DVD disc into a DVD drive attached
to the server or by mounting the .iso image as in this example.

mount /rhel-server-6.2-x86_64-dvd.iso/mnt -t is09660 -o ro,loop=/dev/loopl

3. Next, copy the contents of the DVD to the /var/www/html/RHEL/6.2/ directory and then verify that
the contents copied match their source.

cd /mnt/;tar -c -p -b 128 -f -
cd /var/www/html/RHEL/6.2/;tar -x -p -b 128 -f -
diff -r /mnt/ /var/www/html/RHEL/6.2/

4. Now create a .repo file for the yum command.

cat > /var/www/html/RHEL/6.2/rhel62copy.repo
[rhel6.2]

name=Red Hat Enterprise Linux 6.2
baseurl=file:///var/www/html/RHEL/6.2/
gpgcheck=0

enabled=1

~

Note  Based on this repo file yum requires httpd to be running on the infrastructure node for the other
nodes to access the repository. Steps to install and configure httpd are in the following section.

5. Copy the rhel62copy.repoto all the nodes of the cluster.
pscp -h /root/pssh.hosts \
/var/www/html/RHEL/6.2/rhel62copy.repo /etc/yum.repos.d/

6. Creating the Red Hat Repository Database.

Install the createrepo package. Use it to regenerate the repository database(s) for the local copy of
the RHEL DVD contents. Then purge the yum caches.

yum -y install createrepo
cd /var/www/html/RHEL/6.2/
createrepo .

yum clean all

7. Update Yum on all nodes.

FlexPod Select with Hortonworks Data Platform (HDP) ]



I Post 0S Install Configuration

pssh -h /root/allnodes "yum clean all"

Install Required Packages

This section assumes that only the default basic server install has been done.

Table 5 provides a list of packages that are required.

Table 5 Required list of packages

Package Description

xfsprogs Utilities for managing XFS filesystem

jdk Java SE Development Kit6, Update 39(JDK 6u39)
or more recent

Utilities dnsmasq, httpd, lynx

Note  Installation of Java and JDK is detailed in a separate section.

Create the following script install_packages.sh to install required packages:
Script install_packages.sh

yum -y install dnsmasqg httpd lynx

# get and install xfsprogs from local repo on Infrastructure node

cd /tmp/

curl http://10.29.160.53/RHEL/6.2/Packages/xfsprogs-3.1.1-6.el1l6.x86_64.rpm -0 -L
rpm -i /tmp/xfsprogs-3.1.1-6.el16.x86_64.rpm

Copy script disable_services.sh to all nodes and run the script on all nodes:

pscp -h /root/pssh.hosts /root/install_packages.sh /root/
pssh -h /root/pssh.hosts “/root/install_packages.sh”

Disable SELinux

Execute the following commands to disable SELinux on all the nodes:

pssh -h /root/pssh.hosts “setenforce 0”
pssh -h /root/pssh.hosts “sed -i -e 's/=enforcing/=disabled/g;'\ /etc/selinux/config”
Disable Unwanted Services

Execute the following commands as a script to disable and turn off unwanted services on all nodes:
Script disable_services.sh

Scat disable_services.sh

# disble/shutdown things we do not need
for X in bluetooth certmonger cgconfigd cgred cpuspeed cups dnsmasqg \
ebtables fcoe fcoe-target ipé6tables iptables iscsi iscsid ksm ksmtuned \
libvirtd-guests libvirtd postfix psacct gpidd rhnsd rhsmcertd \
sendmail smartd virt-who vsftpd winbind wpa_supplicant ypbind NetworkManager
do

/sbin/service $X stop
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/sbin/chkconfig $X off
done

Copy script disable_services.sh to all nodes and run the script on all nodes:

pscp -h /root/pssh.hosts /root/disable_servicesh.h /root/
pssh -h /root/pssh.hosts “/root/disable_services.sh”

Enable and start the httpd service

Before starting the httpd service, you may need to edit the server configuration file
(/etc/httpd/conf/httpd.conf) to change one or more of the following settings:

e Listen
e ServerName
e ExtendedStatus
e server-status
Ensure httpd is able to read the repofiles

chcon -R -t httpd_sys_content_t /var/www/html/RHEL/6.2/

Perform the following commands to enable and start the httpd service:

chkconfig httpd on
service httpd start

JDK Installation

Download Java SE 6 Development Kit (JDK)

Using a web browser, click on the following link:
http://www.oracle.com/technetwork/java/index.html

and download the latest Java™ SE 6 Development Kit (JDK™6).

Once the JDK6 package has been downloaded, place it in the /var/www/html/JDK/ directory.

Install JDK6 on All Node

Create the following script install_jdk.sh to install JDK:
Script install_jdk.sh

# Copy and install JDK

cd /tmp/

curl http://10.29.160.53/JDK/jdk-6udl-1linux-x64.bin -0 -L
sh ./jdk-6ud4l-linux-x64.bin -noregister

Copy script disable_services.sh to all nodes and run the script on all nodes:

pscp -h /root/pssh.hosts /root/install_jdk.sh /root/
pssh -h /root/pssh.hosts “/root/install_jdk.sh”
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Ext js Installation

From infra-0, download extjs

wget
http://s3.amazonaws.com/public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.15/repos/centos6
/extjs/extjs-2.2-1.noarch.rpm

Copy the extjs rpm to all nodes from the infra-0 node

pscp -h /root/pssh.hosts /root/extjs-2.2-1.noarch.rpm /root/

Install extjs on all nodes

pssh -h /root/allnodes “yum -y install /root/extjs-2.2-1.noarch.rpm”

Services to Configure On Infrastructure Node

These are some of the other services that you may want to configure on the infrastructure node. This is
optional.

DHCP for Cluster Private Interfaces

If DHCP service is needed, it may be done via one of the following services:
e dnsmasq

e dhep

DNS for Cluster Private Interfaces

Hostname resolution for cluster private interfaces may be done by one or two of the following services
running on the infrastructure node:

e /etc/hosts file propagated to all nodes in the cluster
e dnsmasq
e bind

The configuration described in this document used both the /etc/hosts file and the dnsmasq service to
provide DNS services. The FAS2220 is the main user of the DNS service in this configuration.

The following was used for the contents of the /etc/resolv.conf file on all of the nodes and will need to
be customized to fit your implementation:

domain hadoop.local
search hadoop.local
nameserver 10.29.160.53

Once configured, the /etc/resolv.conf file can be pushed to all nodes via the following command:
pssh -h /root/pssh.hosts -A /etc/resolv.conf /etc/resolv.conf

The following was used for the contents of the /ete/nsswitch.conf file on all of the nodes and may need
to be customized to fit your implementation:

# /etc/nsswitch.conf - for all nodes
passwd: files
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shadow:
group:
#hosts:
hosts:
ethers:
netmasks:
networks:
protocols:
rpc:
services:
automount:
aliases:
netgroup:
publickey:
bootparams:

Once configured, the /etc/nsswitch.conf file can be pushed to all nodes via the following command:

pssh -h /root/pssh.hosts -A /etc/nsswitch.conf

The following was used for the contents of the /etc/hosts file on all of the nodes and will need to be

files
files

db files nisplus nis dns

files dns
files
files
files
files
files
files
files nis
files nis
nisplus
nisplus
nisplus

plus
plus

[NOTFOUND=return] £

customized to fit your implementation:

# /etc/hosts file for all nodes
localhost localhost.localdomain localhost4 localhost4.localdomaind

127.0.0.1
localhost-st
HEpE
10.29.160.1
#

# NTAP FAS22
# 0.0.0.0
10.29.160.43
#10.29.160.4
# 0.0.0.0

# 0.0.0.0

# 0.0.0.0
192.168.11.4
192.168.11.4
#192.168.11.
#

# NTAP E-Ser
10.29.160.33
10.29.160.34
10.29.160.37
10.29.160.38
10.29.160.35
10.29.160.36
#

# CISCO ethO
10.29.160.53

10
10
10
10
10
10
10
10
10
10
10
10
10

.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29

.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.

54
55
56
57
58
59
60
61
62
63
64
65
66

ack

iles
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/etc/nsswitch.conf

localhost localhost.localdomain localhost6 localhost6.localdomainé
gateway

20 unit
fas22

fas2220-e0M.hadoop.local fas2220-e0M

20-e0P

5 fas2220-e0a.hadoop.local fas2220-ela

fas22
fas22
fas22

3 fas2220-ela.hadoop.local fas2220-ela

20-e0b
20-e0
20-e0d

5 fas2220.hadoop.local fas2220-elb fas2220

45 vif-
E5460
e5460
e5460
e5460
e5460
e5460
e5460

ies

mappings

nnl-0
nn2-0
trl-0
dnl-0
dn2-0
dn3-0
dn4-0
dn5-0
dn6-0
dn7-0
dn8-0
dn9-0

a

units
-2-A.
-2-B.
-1-A.
-1-B.
-3-A.
-3-B.

hadoop.
hadoop.
hadoop.
hadoop.
hadoop.
hadoop.

-VLAN160
infra.hadoop.local infra
infrastructure-0

.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.
.hadoop.

local
local
local
local
local
local
local
local
local
local
local
local

local
local
local
local
local
local

nnl-0
nn2-0
trl-0
dnl-0
dn2-0
dn3-0
dn4-0
dn5-0
dn6-0
dn7-0
dn8-0
dn9-0

e5460-2-A
e5460-2-B
e5460-1-A
e5460-1-B
e5460-3-A
e5460-3-B

infra-0.hadoop.local infra-0 mailhost

namenodel-0 namenode-1-0 nn01-0
namenode2-0 namenode-2-0 nn02-0
trackerl-0 tracker-1-0 tr01-0

datanodel-0
datanode2-0
datanode3-0
datanode4-0
datanode5-0
datanode6-0
datanode7-0
datanode8-0
datanode9-0

datanode-1-0
datanode-2-0
datanode-3-0
datanode-4-0
datanode-5-0
datanode-6-0
datanode-7-0
datanode-8-0
datanode-9-0

dn01-0
dn02-0
dn03-0
dn04-0
dn05-0
dn06-0
dn07-0
dn08-0
dn09-0

dnl0-0.hadoop.local dnl0-0 datanodel0-0 datanode-10-0
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10.29.160.67 dnll-0.hadoop.local dnll-0 datanodell-0 datanode-11-0
10.29.160.68 dnl2-0.hadoop.local dnl2-0 datanodel2-0 datanode-12-0

#

# CISCO ethl mappings - VLAN11

192.168.11.11 infra-1 infra-1 infrastructure-1
192.168.11.12 nnl-1.hadoop.local nnl-1 namenodel-1 nn0l-1
192.168.11.13 nn2-1.hadoop.local nn2-1 namenode2-1 nn02-1

192.168.11.14 trl-1.hadoop.local trl-1 trackerl-1 tracker-1-1 tr0l-1

192.168.11.15 dnl-1.hadoop.local dnl-1 dn01l-1
192.168.11.16 dn2-1.hadoop.local dn2-1 dn02-1
192.168.11.17 dn3-1.hadoop.local dn3-1 dn03-1
192.168.11.18 dn4-1.hadoop.local dn4-1 dn04-1
192.168.11.19 dn5-1.hadoop.local dn5-1 dn05-1
192.168.11.20 dn6-1.hadoop.local dn6-1 dn06-1
192.168.11.21 dn7-1.hadoop.local dn7-1 dn07-1
192.168.11.22 dn8-1.hadoop.local dn8-1 dn08-1
192.168.11.23 dn9-1.hadoop.local dn9-1 dn09-1
192.168.11.24 dnl0-1.hadoop.local dnl0-1
192.168.11.25 dnll-1.hadoop.local dnll-1
192.168.11.26 dnl2-1.hadoop.local dnl2-1

#

# eth2 mappings - VLANI12

192.168.12.11 infra-2.hadoop.local infra-2 infrastructure-2

192.168.12.12 nnl-2.hadoop.local nnl-2 namenodel-2 nn0l1-2
192.168.12.13 nn2-2.hadoop.local nn2-2 namenode2-2 nn02-2

192.168.12.14 trl-2.hadoop.local trl-2 trackerl-2 tracker-1-2 tr01-2

192.168.12.15 dnl-2.hadoop.local dnl-2 dn01l-2
192.168.12.16 dn2-2.hadoop.local dn2-2 dn02-2
192.168.12.17 dn3-2.hadoop.local dn3-2 dn03-2
192.168.12.18 dn4-2.hadoop.local dn4-2 dn04-2
192.168.12.19 dn5-2.hadoop.local dn5-2 dn05-2
192.168.12.20 dn6-2.hadoop.local dné6-2 dn06-2
192.168.12.21 dn7-2.hadoop.local dn7-2 dn07-2
192.168.12.22 dn8-2.hadoop.local dn8-2 dn08-2
192.168.12.23 dn9-2.hadoop.local dn9-2 dn09-2
192.168.12.24 dnl0-2.hadoop.local dnl0-2

192.168.12.25 dnll-2.hadoop.local dnll-2

192.168.12.26 dnl2-2.hadoop.local dnl2-2

When configured, the /etc/hosts file can be pushed to all nodes through the following command:

pssh -h /root/pssh.hosts -A /etc/hosts /etc/hosts

The following was used for the contents of the /etc/dnsmasq.conf file on the infrastructure node and
will need to be customized to fit your implementation should you choose to use the dnsmasq service:

Configuration file for dnsmasqg.

Format is one option per line, legal options are the same
as the long options legal on the command line. See
"/usr/sbin/dnsmasqg --help" or "man 8 dnsmasq" for details.
domain-needed

bogus-priv

filterwin2k

no-resolv

local=/hadoop.local/

address=/doubleclick.net/127.0.0.1
address=/www.google-analytics.com/127.0.0.1
address=/google-analytics.com/127.0.0.1

interface=eth0

interface=ethl

interface=eth2

H* H o H I

bind-interfaces
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domain=hadoop.local,10.29.160.0/24,1local
domain=hadoop.local,192.168.11.0/24,1local
domain=hadoop.local,192.168.12.0/24,local

#

dhcp-range=tag:
dhcp-range=tag:
dhcp-range=tag:

#

dhcp-range=tag:
dhcp-range=tag:

#

# NTAP

# E-Series E54
dhcp-host=net:
dhcp-host=net:
#
dhcp-host=net:
dhcp-host=net:
#
dhcp-host=net:
dhcp-host=net:
#

# NTAP

# FAS2220 unit
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
#

# CISCO

# management (

# name nodes and tracker

dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
#

# 10GbE cluste

60 units
mgmt, 00:08
mgmt, 00:80

08
08

mgmt, 00:
mgmt, 00:

08
08

mgmt, 00:
mgmt, 00:

mgmt, 00:20:98:30:58:1d,10.29.
mgmt, 00:20:98:30:58:18,10.29.
datall,00:a0:98:1a:19:6c,192.
datall,00:a0:98:1a:19:64d,192.

eth0)

mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25
mgmt, 00:25

r members

:E5:
:ES:

:E5:
:ES:

:E5:
:ES:

nodes

:B5:
:B5:
:B5:

:B5

:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:

(et

02
02
02
:02
02
02
02
02
02
02
02
02
02
02
02

hl)

# name nodes and tracker nodes

#

dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:
dhcp-host=net:

datall, 00
datall, 00:
datall, 00
datall, 00
datall, 00
datall, 00
datall, 00
datall, 00
datall, 00
datall, 00:

:25

:25
:25
:25
:25
:25
:25
:25

25

25

:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:
:B5:

1F:
1F:

1F:
1F:

1F:
1F:

csco_eth2,192.168.

datall,192.168.11.
datal2,192.168.12.

69

69

67

:20:

:20

:20:

:20
:20

:20:

:20
:20

:20:

:20
:20
:20
:20
:20

:21:

02
02
02
02
02
02
02
02
02
02

83:

9F:

6B:

mgmt,10.29.160.54,10.29.160.68,255.255.255.0,24h
csco_ethl,192.168.
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11.12,192.168.11.39,255.255.255.0,24h
12.12,192.168.12.39,255.255.255.0,24h

40,
40,

:34,10
08,10

:F4,10
2C,10

:20:
:20
:20
:21:
:20
:20
:20:
:20:
:20:
:20

1c,10
:A8,10

6F, 10
:5F,10.
0F, 10.
:FF, 10
:BF, 10
8E, 10
:7E,10
:2E, 10
1E, 10
:DE, 10
:CE, 10.
:9D,10.
:4D,10
:3D,10
0D, 10

192.168.11
192.168.12

9F,192

:4F,192
:3F,192

0F,192

:EF,192
:AF,192

6E,192
5E,192
0E, 192

:FE,192

.29.
.29.

.29.
.29.

.29.
.29.

.29.
29.
29.
.29.
.29.
.29.
.29.
.29.
.29.
.29.
29.
29.
.29.
.29.
.29.

160
160

160
160

160
160

160
160

160
160

160
160

.168
.168
.168
.168
.168
.168
.168
.168
.168
.168

168.
168.

160.

160.
160.
160.
160.
160.
160.
160.

160.
160.
160.

.49,255.255.255.0,24h
.49,255.255.255.0,24h

.33,e5460-3-a
.34,e5460-3-b

.35,e5460-2-a
.36,e5460-2-b

.37,e5460-1-a
.38,e5460-1-b

.43,fas2220-e0M
.45, fas2220-e0a
11.43,fas2220-ela

11.45,fas2220

53,infra-0
.54,nnl1-0
.55, nn2-0
56,trl-0
57,dnl-0
58,dn2-0
59,dn3-0
60,dn4-0
61,dn5-0
62,dn6-0
.63,dn7-0
.64,dn8-0
65,dn9-0
66,dnl10-0
67,dnl1-0

.11.11,infra-1
.11.12,nnl1-1
.11.13,nn2-1
.11.14,tr1-1
.11.15,dnl1-1
.11.16,dn2-1
.11.17,dn3-1
.11.18,dn4-1
.11.19,dn5-1
.11.20,dn6-1
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dhcp-host=net:datall, 00:25:B5:02:20:BE,192.168.11.21,dn7-1
dhcp-host=net:datall, 00:25:B5:02:20:8D,192.168.11.22,dn8-1
dhcp-host=net:datall, 00:25:B5:02:20:7D,192.168.11.23,dn9-1
dhcp-host=net:datall,00:25:B5:02:20:2D,192.168.11.24,dn10-1
dhcp-host=net:datall,00:25:B5:02:20:1D,192.168.11.25,dnl11-1
dhcp-host=net:datall,00:25:B5:02:20:DD,192.168.11.26,dnl12-1
#

# 10GbE cluster members (eth2)

# name nodes and tracker nodes

#
dhcp-host=net:datal2,00:25:B5:02:20:8F,192.168.12.11, infra-2
dhcp-host=net:datal2,00:25:B5:02:20:7F,192.168.12.12,nnl1-2
dhcp-host=net:datal2,00:25:B5:02:20:2F,192.168.12.13,nn2-2
dhcp-host=net:datal2,00:25:B5:02:20:1F,192.168.12.14,trl1-2
dhcp-host=net:datal2,00:25:B5:02:20:DF,192.168.12.15,dnl-2
dhcp-host=net:datal2,00:25:B5:02:20:CF,192.168.12.16,dn2-2
dhcp-host=net:datal2,00:25:B5:02:20:9E,192.168.12.17,dn3-2
dhcp-host=net:datal2,00:25:B5:02:20:4E,192.168.12.18,dn4-2
dhcp-host=net:datal2,00:25:B5:02:20:3E,192.168.12.19,dn5-2
dhcp-host=net:datal2,00:25:B5:02:21:0E,192.168.12.20,dn6-2
dhcp-host=net:datal2,00:25:B5:02:20:EE,192.168.12.21,dn7-2
dhcp-host=net:datal2,00:25:B5:02:20:AE,192.168.12.22,dn8-2
dhcp-host=net:datal2,00:25:B5:02:20:6D,192.168.12.23,dn9-2
dhcp-host=net:datal2,00:25:B5:02:20:5D,192.168.12.24,dn10-2
dhcp-host=net:datal2,00:25:B5:02:20:0D,192.168.12.25,dnl11-2
dhcp-host=net:datal2,00:25:B5:02:20:FD,192.168.12.26,dnl2-2

dhcp-vendorclass=set:csco_ethl, Linux
dhcp-vendorclass=set:csco_eth2, Linux

dhcp-option=26,9000

# Set the NTP time server addresses to 192.168.0.4 and 10.10.0.5
dhcp-option=option:ntp-server,10.29.160.53

dhcp-lease-max=150
dhcp-leasefile=/var/lib/misc/dnsmasqg.leases
dhcp-authoritative

local-ttl=5

Once the /etc/dnsmasq.conf file has been configured, the dnsmasq service must be started via the
commands:

chkconfig dnsmasqg on
service dnsmasqg restart

NTP

If needed, the Infrastructure server can act as a time server for all nodes in the cluster via one of the
following methods:

e ntp service
e cron or at job to push the time to the rest of the nodes in the cluster

The configuration described in this document used the ntp service running on the infrastructure node to
provide time services for the other nodes in the cluster.

The following was used for the contents of the /ete/ntp.conf file on the infrastructure node and may need
to be customized to fit your implementation should you choose to use the ntp service:

# /etc/ntp.conf - infrastructure node NTP config
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# For more information about this file, see the man pages ntp.conf(5),
# ntp_acc(5), ntp_auth(5), ntp_clock(5), ntp_misc(5), ntp_mon(5).
driftfile /var/lib/ntp/drift

# Permit time synchronization with our time source, but do not

# permit the source to query or modify the service on this system.
restrict default kod nomodify notrap nopeer nogquery

restrict -6 default kod nomodify notrap nopeer noquery

# Permit all access over the loopback interface.

restrict 127.0.0.1

restrict -6 ::1

# Hosts on local network are less restricted.

#restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap

# Use public servers from the pool.ntp.org project.

# Please consider joining the pool (http://www.pool.ntp.org/join.html).
#server 0.rhel.pool.ntp.org
#server 1l.rhel.pool.ntp.org
#server 2.rhel.pool.ntp.org
#broadcast 192.168.1.255 autokey
#broadcastclient

#broadcast 224.0.1.1 autokey multicast server
#multicastclient 224.0.1.1 multicast client
#manycastserver 239.255.254.254 # manycast server
#manycastclient 239.255.254.254 autokey # manycast client

# Undisciplined Local Clock. This is a fake driver intended for backup
# and when no outside source of synchronized time is available.

server 127.127.1.0 # local clock

fudge 127.127.1.0 stratum 10

includefile /etc/ntp/crypto/pw

keys /etc/ntp/keys

broadcast server
broadcast client

H+ o

The following was used for the contents of the /etc/ntp.conf file on the other nodes and may need to be
customized to fit your implementation should you choose to use the ntp service:

# /etc/ntp.conf - all other nodes

server 10.29.160.53

driftfile /var/lib/ntp/drift

restrict default kod nomodify notrap nopeer noquery
restrict -6 default kod nomodify notrap nopeer nogquery
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw

keys /etc/ntp/keys

Once all of the /etc/ntp.conf files have been configured, the ntpd service must be started by executing
the following commands on then infrastructure node and then all of the other nodes:

chkconfig ntpd on

service ntpd restart

pssh -h /root/pssh.hosts -A chkconfig ntpd on
pssh -h /root/pssh.hosts -A service ntpd restart

System Tunings

/etc/sysctl.conf

The following should be appended to the /etc/sysctl.conf file on all of the nodes:

B oo
# /etc/sysctl.conf -- append to the file on all nodes
# BEGIN: Hadoop tweaks

#

FlexPod Select with Hortonworks Data Platform (HDP) ]



I Post 0S Install Configuration

sunrpc.tcp_slot_table_entries=128
net.core.rmem_default=262144
net.core.rmem_max=16777216
net.core.wmem_default=262144
net.core.wmem_max=16777216
net.ipvé.tcp_window_scaling=1
fs.file-max=6815744
fs.xfs.rotorstep=254
vm.dirty_background_ratio=1

#

# END: Hadoop tweaks

This can be accomplished via the following commands:

cat > /tmp/sysctl.cnf << _EOD

$ oo
# /etc/sysctl.conf -- append to the file on all nodes
# BEGIN: Hadoop tweaks

#

sunrpc.tcp_slot_table_entries=128
net.core.rmem_default=262144
net.core.rmem_max=16777216
net.core.wmem_default=262144
net.core.wmem_max=16777216
net.ipv4d.tcp_window_scaling=1
fs.file-max=6815744
fs.xfs.rotorstep=254
vm.dirty_ background_ratio=1

#

# END: Hadoop tweaks

cat /tmp/sysctl.cnf >> /etc/sysctl.conf
sysctl -p

pscp -h /root/pssh.hosts -A /tmp/sysctl.cnf /tmp/sysctl.cnf
pssh -h /root/pssh.hosts -A cat /tmp/sysctl.cnf >> /etc/sysctl.conf
pssh -h /root/pssh.hosts -A sysctl -p

/etc/rc.d/rc.local

The following should be appended to the /etc/rc.d/rc.local file on all of the nodes:

# /etc/rc.d/rc.local - append to the file on all nodes
# BEGIN: Hadoop tweaks

#

svcpgm="/sbin/service"
svcact=" stop "

svctyp=""

queue_depth=128
nr_requests=128
read_ahead_kb=3072
max_sectors_kb=1024
scheduler="deadline"
dirty_background_ratio=1
dirty_ratio=20
dirty_expire_centisecs=3000
devsd="/dev/sd"

while (( ${#devsd} ))
do
devsd="${devsd}[[:alpha:]1"
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for 1 in ${devsd}

do
[[ "$S{i}" != "S{i##*]111" 1] && devsd="" && break
if [[ -b ${i} && ‘/sbin/parted -s ${i} print|/bin/grep -c boot’ -eq 0 1]
then
/sbin/parted -s ${i} print | /bin/grep xfs
[[ 1 == $? 1] && continue
/sbin/blockdev --setra 1024 ${i}
dev="echo ${i} |/bin/cut -4/ -f 3°
echo ${queue_depth} > /sys/block/${dev}/device/queue_depth
echo ${nr_requests} > /sys/block/${dev}/queue/nr_requests
echo ${read_ahead_kb} > /sys/block/${dev}/queue/read_ahead_kb
echo ${max_sectors_kb} > /sys/block/${dev}/queue/max_sectors_kb
echo ${scheduler} > /sys/block/${dev}/queue/scheduler
fi
done
done

echo $dirty_background_ratio > /proc/sys/vm/dirty_background_ratio
echo $dirty_ratio > /proc/sys/vm/dirty_ratio

echo ${dirty_expire_centisecs} > /proc/sys/vm/dirty_ expire_centisecs
echo never > /sys/kernel/mm/redhat_transparent_hugepage/defrag

echo never > /sys/kernel/mm/redhat_transparent_hugepage/enabled
echo 0 > /proc/sys/vm/nr_hugepages

# Stop some services that may be problematic.
for i in cpuspeed irgbalance

do
${svcpgm} ${i}${svctyp} ${svcact}
done
#
# END: Hadoop tweaks
# __________

This can be accomplished by copying the above to the file /tmp/rc.tmp and then executing the following
commands:

cat /tmp/rc.tmp >> /etc/rc.d/rc.local
/etc/rc.d/rc.local

pscp -h /root/pssh.hosts -A /tmp/rc.tmp /tmp/rc.tmp
pssh -h /root/pssh.hosts -A cat /tmp/rc.tmp >> /etc/rc.d/rc.local
pssh -h /root/pssh.hosts -A m/etc/rc.d/rc.local

Storage Configuration

NetApp Storage Overview

The FlexPod Select for Hadoop leverages both the NetApp fabric-attached storage (FAS) and E-Series
storage platforms to protect Hadoop Distributed File System (HDFS) metadata, and to provide HDFS
data storage, respectively. The following subsections provide details of how both types of storage arrays
are set up and provisioned, and how the provisioned storage is mapped to the servers in the Hadoop
cluster.

FlexPod Select with Hortonworks Data Platform (HDP)
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FAS Overview

A NetApp FAS2220 storage system running Data ONTAP hosts a mirrored copy of the namenode
metadata over a Network File System (NFS) mount, as shown in Figure 76. Notice that the secondary
namenode is also connected to the FAS2220 to facilitate namenode recovery to the secondary namenode

server, in the event of namenode failure.

Figure 76

Cisco UCS C220M3 Server
Apache Hadoop Primary Namenode
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Cisco UCS C220M3 Server
Apache Hadoop Secondary Namenode
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NetApp FAS 2220

E-Series Overview

Figure 77

E-Series Storage

10GhE

NetApp E5460 Array

NFS Connectivity Between Namenodes and NetApp FAS 2220

NetApp recommends creating datanode servers on the E-Series array at a ratio of four nodes to one
E5460 array, with each node having a single SAS path to one of the storage array controllers.

~

7-DiskVG  T-DiskVG T-DiskVG  T-DiskVG T-DIskVG  T-DiskVG 7-DiskVG  T-DiskVG
volumel  yolumez volumel wolume2 volumel wvolume2 volumel wvolume2
L\\ LUN1 LUN2 / \— LUN1 LUN2 j \ LUN1 LUNZ _/ \- LUN1 LUNZ j
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FAS2220 and Data ONTAP 8

Initial setup of the FAS2220 is done with the Data ONTAP command line interface via the console serial
port. Once the initial setup is done, further configuration and management of the FAS2220, the Data
ONTAP 8 operating system and Data ONTAP features is done via the NetApp OnCommand System
Manager management software.

FAS Initial Configuration

Note

Table 6 lists the values for each parameter in the NetApp FAS2220 storage system configuration.

Table 6 NetApp FAS2220 storage system configuration template

Parameter Name Sample Value

Hostname of the storage system |ntap-fas2220 (must resolve by DNS)

Hadoop Primary Namenode nnl (must resolve by DNS)

Hadoop secondary Namenode nn2 (must resolve by DNS)

Aggregate size Use existing aggr0O with the default RAID level of
RAID-DP

Volumes /vol/fsimage_bkp (100GB)

Optional: /vol/common (100GB)

NFS share /vol/fsimage_bkp (mounted on primary namenode
and secondary namenode)

Optional: /vol/common (mounted on all servers in
the cluster)

The NetApp FAS2220 for Hadoop includes 6 disks in the 24-disk chassis. The factory default Raid DP
aggr( aggregate contains three of the six assigned disks. NetApp recommends adding the other three
disks to the existing aggr0 to carve out data volumes instead of creating a new aggregate. The NetApp
FAS2240-2 for Hadoop includes 12 disks in the 24-disk chassis. Out of these 12 disks, six are assigned
to each controller. On each controller, the factory default Raid DP aggrO contains three of the six
assigned disks. Because of limited disk space in the FAS2220, NetApp recommends using the existing
aggr( to carve out data volumes instead of creating a new aggregate. This configuration is designed so
that two additional disks will be added to aggr0, leaving one disk as a hot spare.

Data ONTAP 8.1.2 7-Mode

1. Complete Configuration Worksheet

Before running the setup script, complete the configuration worksheet that is included in the Data
ONTAP® 8.1 Software Setup Guide For 7-Mode, see:

https://library.netapp.com/ecm/ecm_get_file/ECMP1119529

~

Note  You must have access to the NetApp Support site to download the Software Setup Guide.
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2. Run Setup Process

Initial setup of the FAS2220 must be done via the serial console port using the Data ONTAP
command line interface.

When Data ONTAP is installed on a new storage system, the following files are not populated:

To

letc/rc

letc/exports

/etc/hosts

/etc/hosts.equiv

setup these files, follow these steps:

Enter the configuration values the first time you power on the new system. The configuration
values populate these files and configure the installed functionality of the system.

Connect to the console port on the controller to access the CLI.

Run the setup command at the storage system command prompt.

Enter the following information:

Please
Do you
Do you
Please

enter the

want to enable IPv6?

fas2220
RETURN

[1:
[n]:

new hostname

want to configure interface groups?
enter the IP address for Network Interface ela []:RETURN
Press RETURN to accept the blank IP address

Continue entering the following information:

Should
Please
Should
Please
Should
Please
Should

Please
Should
Please
Should

Please

interface
enter the
interface
enter the
interface
enter the
interface

enter the
interface
enter the
interface

enter the

ela take over a partner IP
IP address for the Network
e0b take over a partner IP
IP address for the Network
elc take over a partner IP
IP address for the Network
e0d take over a partner IP

IP address for the Network
ela take over a partner IP
IP address for the Network
elb take over a partner IP

IP address for Network Interface eOM []:

[n]:

RETURN

address during failover?
Interface eOb []:Enter
address during failover?
Interface eOc []:Enter
address during failover?
Interface e0d []:Enter
address during failover?

Interface ela []:Enter
address during failover?
Interface elb []:Enter
address during failover?

[n]:

[n]:

[n]:

[n]:

[n]:

10.29.160.43

RETURN

RETURN

RETURN

RETURN

RETURN

RETURN

Please enter the netmaskfor the Network Interface e0OM [255.255.255.0]:

255.255.255.0

Should interface
Please enter the
Please enter flow control for eOM {none,

eOM take over a partner IP address during failover? [n]: vy
IPv4 address or interface name to be taken over by eOM []:
send, full} [full]: RETURN

e0M
receive,
RETURN

Would you like to continue setup through the Web interface? [n]:

Please enter the name or IP address of the IPv4 default gateway: 10.29.160.1

The administration host is given root access to the storage system's / etc files
for system administration. To allow /etc root access to all NFS clients enter
RETURN below.

Please enter the name or IP address for administrative host: RETURN

Please enter timezone [GTM]: US/Pacific
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Note Example time zone: America/New_York.

Where is the filer located? Hadoop Lab

Enter the root directory for HTTP files [home/http]: RETURN

Do you want to run DNS resolver? [n]: y

Please enter DNS domain name []: hadoop.local

Please enter the IP address for first nameserver []: 10.29.160.53
Do you want another nameserver? [n]: RETURN

S

Note  Optionally, enter up to three name server IP addresses.

Do you want to run NIS client? [n]: RETURN

Press the Return key to continue through AutoSupport message

would you like to configure SP LAN interface [y]: RETURN

Would you like to enable DHCP on the SP LAN interface [y]: n

Please enter the IP address for the SP: RETURN

Please enter the netmask for the SP []:RETURN

Please enter the IP address for the SP gateway: RETURN

Please enter the name or IP address of the mail host [mailhost]: <<var_mailhost>>
Please enter the IP address for <<var_mailhost>> []:<<var_mailhost>>
New password: change_me

Retype new password: change_me

g. Enter the password for admin to login to the controller.
h. Enter reboot to activate the settings.

i. After the FAS unit reboots, you should be able to use OnCommand System Manager to connect
to the FAS eOM interface that you configured above.

To configure the FAS2220 to serve NFS data by creating two NFS shares, follow these steps:
1. Log in to the FAS2220 as root, using putty or a similar SSH utility.

2. Add two additional disks to aggrO to make it a total of five disks (three data disks and two parity
disks) by running the aggr add command.

aggr add aggr0 2

3. Each controller contains a root volume named vol0O. This root volume contains the file-system and
files needed for the running Data ONTAP. From the factory, this volume is initially sized much
larger than is required for array operation in the FlexPod Select for Hadoop environment. This
volume should be resized, thereby releasing valuable storage space for use by other volumes being
created on aggregate aggrQ. By issuing the following command on each controller, the volO root
volume will be down-sized to be smaller, but adequately sized for operations.

vol size vol0O 200g

4, Create two 100GB volumes.

vol create fsimage_bkp aggrO 100g
vol create common aggrO 100g

5. Share the directories through NFS.

exportfs -p
sec=sys,rw=192.168.11.0/24:192.168.12.0/24,r00t=192.168.11.0/24:192.168.12.0/24
/vol/fsimage_bkp

exportfs -p
sec=sys,rw=192.168.11.0/24:192.168.12.0/24,ro0t=192.168.11.0/24:192.168.12.0/24
/vol/common
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NetApp OnCommand System Manager 2.1

OnCommand® System Manager is the simple yet powerful browser-based management tool that enables
administrators to easily configure and manage individual NetApp storage systems or clusters of systems.

System Manager is designed with wizards and workflows, simplifying common storage tasks such as
creating volumes, LUNS, qtrees, shares, and exports, which saves time and prevents errors. System
Manager works across all NetApp storage: FAS2000, 3000, and 6000 series as well as V-Series systems.

The following are NetApp OnCommand System Manager 2.1 prerequisites:
e If a proxy server is being used, it must be disabled.
e Sun JRE 6 must be installed.
e If running Windows or Linux guest OS on Mac OS using VMware Fusion:
— The shared-folders feature must be disabled.

— The desktop option of the mirrored-folders feature must be disabled.

Launch OnCommand System Manager

Double-click the System Manager icon on your desktop to launch System Manager. The NetApp
OnCommand System Manager icon is shown in Figure 78.

Figure 78 NetApp OnCommand System Manager Icon

Lacation: SystemManager {C:\Program Files {=86)\NetApplonComimand System
Manager|2.0)

Discover Storage Systems

To add storage system or HA pair, follow these steps:

1. In the NetApp System Manager, select Home tab and click Discover.
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Discovering Storage Systems

Figure 79
{f‘Nutﬂpu OnCommand System Manager - Windows Internet Explorer
pr———
506 = [ hipij127.0.0.1:50305)7sid=14004439¢ 49 7111302408002 7] sy [ 2| 3¢ | [ eing F
1. Favarites | = B Suggested Sites » B | Web Slice Gallery =
W Wetipp OnCommand System Manager | | 3 - B - [ @ - Page~ Safety - Tooks- @~
— Mlnetape

Tools * Help +=
@i EAsupport

3 Refresh

Login | pJDiscover || [ Add 3 Remove
Storage system name {f_?ddms Stakus

[Fa~ R0~

| | Internet | Protected Mode: On

In the Discover Storage Systems dialog box, enter the subnet IP address and click Discover.

2.
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Figure 80 Entering the IP Address for Discovering Storage Systems

and System Manager - Windows Internet Explorer

e i 127000, 1250

w Favorikes | 9= @ | Suggested Sites = @ | Web Slice Gallery

I netApp OnCommand System Manager | J M- - Y m= - Page~ Safety~ Took~ g+

Tools *  Help =

@ Heip €3 support

Discover Storage Systems

You can enter & IP address bo seanch a subnet for storage systems.

Loain S Discovet EAkhess: 10.29.160] qﬁi“’w
SNMP Dptions

Storage system name a

Storage system name  Address Serial Numnber Partner

How do I discover or add storage systems?

one T [ [ [ | L € interet | Protected tode: on

I#a = [R100% - o

3. Select one or more storage systems from the list of discovered systems and click Add Selected

Systems.
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Figure 81 Adding Selected Storage Systems
{Z NetApp OnCommand System Manager - Windows Internet Explorer
A |ﬂ hitp:{[127.0.0.1: 50306/ -_-'--|-Ijr-'--l:Ju.‘.]:-:i'.'-:f--.'.-l-ﬂ:?t-.‘-JG-'-EH::E:'-]JGE::j e S I,_! Bing P

. Favoribes | 9= £ Suggested Sikes » | Web Slice Gallery ~

I Hetapp OnCommand System Manager | 0 - B - [ mm - Page~ Safety~ Tooks~ i@~
Tools *  Help =
@Hm@ : \M

Discover Storage Systems x

‘Yowl can enter a IP address bo search a subnet For storage systems.

P Logn JIDiscover I god ez le.aQ.lﬁu | Discover

e, — ,m,];, BN SRR
Community: fpublc
Version: fvzc -

Storage system name Address Type Serial Mumber Partner

fase240.hodoop loca 1029.160.93 | wapar | sooooisouss
fas2240-b.hadoop....| 10,29.160.94 (Hapar | eoocooisoieo

Hewed di 1 discover or add storage systems?

I [ [ [ [T [3®mmeieoecedmode:on  |%5~|R100% - ,

4. Verify that the storage system or the HA pair that you added is included in the list of managed
systems.
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Figure 82 Verifying the Added Storage Systems

{2 NetApp OnCommand System Manager - Windows Internet Explorer

['E f |I'I hitp:/f127.0.0.1:

A dm1400 Bing ik
i Favortes | % @) Suggested Stes = &) Web Siice Gallery ~

I Metapp OnCommand System Manager | | i - ) - [ @ - Page~ Safety - Tooks - @~
Tools »  Help = “

@ o Dsuppon s NetApe

Logn gDiscover | [ Add FFemove | 53 Reiresh

Storage system name - pddrass Statis Type Version Model System ID
0 1a52240-b hador 10.29.160.44 « Up HA Pair 8.1,2 7-Mode FASZ240-2 1834293124
9 852240 hadoop 10.29.160.43 « Up

HA& Pair 8.1.2 7-Made FASZZ240-2 1884293547

1 [ 1| [ itermet | Protected Mode: 00~~~ |+ = | R 100% -

Adding Storage Systems

If you need to add a FAS unit to an existing System Manager setup, follow these steps within System
Manager:

1. In the Home tab, click Add.
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Figure 83

Adding FAS Storage Unit

= MetApp OnCommand System Manager - Windows Internet Explorer

pr——

[IW e nizrop.a e 7ot =] i) 40| % ] e
vz Fovorkes | 55 B Sugpested Stes = | Wish Shes Galary =
I tietacp OnConmand System Manager [ | BB -
Tools = Help =

@Hep EAsupct

r gIDiscover | [E Add | B Remave | T3 Refresh
Storage system name = Status

[ [ L G reermet | Protected Mods: on

[¥5 = [Rwew - .

2. Type the fully qualified DNS host name or the IPv4 address of the storage system.

Figure 84 Entering Host IP Address
Add a System %
Host Name or IP Address: |10.72.199.41|
¥ | More
I Add | ~ Cancel
3. Click (¥ More.

4. Select the SNMP radio button method for discovering and adding the storage system
5. You need to specify the SNMP community and the SNMP version.
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Figure 85 Specifying SNMP Details

Add a System »

Host Mame or IP Address: 10.72.199.41

<  More

(- SNMP
Community: .p ublic
Version: .V2c -
& Credentials
Add ] Cancel

6. Enter user name and password.

7. Click Add.

E-Series Configuration & Management

The configuration and management of the E-Series E5460 storage array is done via the NetApp
SANTtricity management software.

Record Storage Configurations

Use the template in Table 7 to capture and keep a record of all volume groups, volumes, serving
controllers, and Hadoop datanode hosts. The entries in the Table 7 are intended to serve as an example
of a useful naming convention; however, individual customer requirements vary widely with respect to
naming conventions. As a result, the specific names for individual projects should be substituted for
those in the example template.

Note  The recommended naming best practice is to associate the volume group name with the storage system

and controller ID hosting the volume group. Similarly, the volume name should clearly reflect which
datanode it serves.

Table 7 Storage provisioning details template

E-Series
Volume Volume Group Storage System |Controller Slot |Datanode
voll_datanodel Vgla_ntapO1-A NtapOl1 A Datanodel
vol2_datanodel Vglb_ntapO1-A
voll_datanode2 Vgla_ntap01-B NtapOl1 A Datanode?2
vol2_datanode?2 Vglb_ntap01-B
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Table 7 Storage provisioning details template

E-Series
Volume Volume Group Storage System |Controller Slot |Datanode
voll_datanode3 Vg2a_ntap01-A NtapOl1 B Datanode3
vol2_datanode3 Vg2b_ntapO1-A
voll_datanode4 Vg2a_ntap01-B NtapOl1 B Datanode4
vol2_datanode4 Vg2b_ntap01-B

Confirm That All Disks Are in Optimal Status

To confirm the health status of all disks, follow these steps:

1. Select the Hardware tab of SANtricity ES Storage Manager to view an inventory of all the hard disks

in the array.

Figure 86

2 ES460-3 - SAMEricity ES (Array Management )

SANtricity™ ES

Hard Disk Details in SANtricity ES Manager

Storage Amay  Storage  Host Mapongs  Hadware Montor  Upgrade  Help

(8] I &< & 8] ®)

E5460-0 () optimal

Crive bype:
[FOE (Ful-Dusk Encryption)

=] show

Tray %3 (front)

d_-!i Qumrmn[ [ﬁ Storage & Copy Cmm;es]&hbioal Mappings | E Hardw

ire | u Ge!unl
={| Controller in Tray 99, Slot A =
Tewe Complete Controllier Properties
Base Controller Properties
Status: © Online
Current configuration
Frrmware version 07.84.44.00
Appware version 07.84.44.00 —
Bootware wergion 07.84.44.00
MNVERAM wversion N5468-784834-DB2
Pending configuration
Frrmare verfion Mone
Appware version Hone
Bootware version: HMone
MHVERAM wersion Mone
js Transfared on Hane
Model name 486
Board ID 468
Submodd ID 161
Product IDx INF-01-00
Revision 0784
Replacement part number. X-52331-00-Ré
Part number 45724-03
Serial number SQ12500632
Vendor LSl
Date of manufacture Septamnber 21, 2011
Trunkang supported Ho

| |_'1;|
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2. Check the Status 3 gnline , for the health of all drives and look for any errors. If there are no errors,
proceed to the next step. If fault conditions are present, correct the faults before proceeding.

Selecting Drives for Volume Groups and Hot Spares

For highest performance, NetApp recommends balancing the use of even and odd disk slots for each
controller, which provides balanced I/O across drive side channels. Table 8 defines the correct mapping

of disk drives to volume groups.

Table 8 Mapping disk drives to volume groups
Volume

Host Name Group/Volume |Disk List Strings Datanode

Hostl VG1/VOL1 [99,1,11,[99,2,11,[99,3,11,[99,4,11,[99,1,2], A
[99,2,21,[99,3,2]

Hostl VG2/VOL2 [99,5,11,[99,1,31,[99,2,31,[99.4,2],[99,5,2], B
[99,1,4],[99,2,4]

Host2 VG1/VOLI [99,3,31,99.4,31,[99,5,31,[99,1,5],[99,3,4], A
[99.4,41,[99,5,4]

Host2 VG2/VOL2 [99,2,51,[99,3,5],[99,4,51,[99,1,6],[99,2,6], B
[99,3,6],[99.4,6]

Host3 VG1/VOLI [99,5,51,[99,1,71,[99,2,71,[99,3,7],[99,5,6], A
[99,1,8],[99,2,8]

Host3 VG2/VOL2 [99.4,71,[99,5,71,199,1,91,[99,3,81.[99,4,8], B
[99,5,81,[99,1,10]

Host4 VG1/VOLI [99,2,91,[99,3,91,[99,4,91,[99,5,9],[99,2,10], A
[99,3,10],[99,4,10]

Host4 VG2/VOL2 [99,1,11],[99,2,11],[99,4,111,[99,5,101,[99,1,12], |B
[99,3,12], [99,5,12]

Note The remaining four drives ([99,2,12], [99,3,11], [99,4,12] and [99,5,11]) should be designated as hot

spares.

Creating and Assigning Hot Spares

To allocate hot spares in the E-Series array, follow these steps:

1. Start the SANtricity ES Storage Manager client.

2. Select the Devices tab.

3. Inthe left pane (tree view), double-click the array where the volume group will be created. This step
opens the Array Management Window (AMW) for that array.

4. In the AMW, select the Hardware tab and follow these steps:
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a. Select hot spares beginning with slot 12 in drawer 2.
b. Choose slot 11 in drawer 3 for the second spare disk.
c. Choose slot 12 in drawer 4 for the third spare disk.

d. Choose slot 11 in drawer 5 for the fourth spare disk.

Figure 87 Selecting a Drive as Spare

¥% E5460-3 - SANtricity ES (Array Management)

SANTtricity™ ES
Rorsge Aty Roage HostMeppings Hardware Mordor Lpgrade Heb
) &) | 2] & %]

E5460-3 () Optimal

. =] . -
I summawl iy storage & Cony Semces[% Hoslmnnmgsl Hardware | [ smunl

—|Drive at Tray 99, Drawer 2, Slot 12

Drive bype:
[FoE FulkDisk Encryption) x| | show o
Status: Optimal
Tray 99 (frone)
Muode: || Unassigned
Raw capacity: 27519 GB
Tsable capacity: 2.794.019 GB

World-wide identifier:  50:00.c5.00:34.7£.30:00.00.00.00.00:00:00.00:00

Port  Charnel

1] 2

1 1

Media type: [ Hard Disk Drive

Interface type: 55 Sernal Attached SCS1({SAS)

Drrive path redundancy: 0K

Drive capabilities: Drata Assurance (D), Full Disk Encryption (FDE)
Secunty Capable: Yes, Full Disk Encryplion (FDE)

Secure: Mo

Readfvrite accessihle: ez

Drive security key identifier.  Mone

Data Assurance (DA) capable Yes
|| Speed 7,200 RPM
| » Current data rate: f Ghps =

Note The drive selected in this step is allocated as a hot spare. The allocated hot spare drive is
indicated by a red plus sign over the drive icon.

e. Right-click on the image of the chosen drive, and then select Hot Spare Coverage.

f. Inthe Hot Spare Drive Options dialog box, select the Manually Assign Individual Drives radio
button and click OK.
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Figure 88 Assigning Drives Manually

B E5460-3 - Hot Spare Drive Options [ x|

Use the options below to provide the appropriate hot spare coverage for your storage array.

" Viewfchange current hot spare coverage
This option allows you to view the current coverage and make any changes by assigning or unassigning hot spare drives.

(" Automatically assign drives
This option will automatically assign appropriate hot spare drives for the entire storage array.

% Manually assign individual drives
This option will create hot spare drives from any unassigned drives you have selected. All drives selected must be
optimal, unassigned drives that are not secure enabled. Secure enabled drives must be secure erased before assigning
as a hot spare, Security capable drives provide coverage for both security capable and non-security capable drives,
wihile non-security capable drives provide coverage only For other non-security capable drives.

€ Manually unassign individual drives
This option will take any standby hot spare drives you have selected and return them ko an unassigned state, All drives
selected must be optimal, standby hot spare drives.

Figure 89 shows assigned Hot spare in standby mode in the SANtricity Manager window.
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Figure 89 Hot Spare in Standby Mode

W% ES460-3 - SANtricity E5 (Array Management)

SANtricity™ ES
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-

—{|Drive at Tray 99, Drawer 2, Slot 12 =1

Status: 2 Optimal

Tray %3 (front) B () e Tr ks !
Mode: Hot spare standby
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Port  Channed
] 1
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Medsa type: [ Hard Disk Drive
Interface type: 5 Serial Attached SCSI (SAS)
| | Drive path redundancy: (a4
Drive capabilities: Data Assurance (DA), Full Disk Encryption (FDE)
Securily Capatle: Yes, Full Disk Eneryption (FDE)
Secure; Ho
Readfwnte accessible: Yes

Dirive security key identifier:  Mone

Data Assurance (DA) capahle Yes

- Speed: 7,200 RPM
| ;l—l Current data rate: 6 Ghps |

5. To change the drives that are allocated as hot spares, follow these steps:
a. In the Hardware tab of the AMW, select the drive to be changed.
b. From the main menu, select Hardware > Hot Spare Coverage.

c. In the Hot Spare Drive Options dialog box, select View/Change Current Hot Spare Coverage.
Click OK.
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Figure 90 Summary Showing Total Hot Spare Drives

2 E5460-3 - Hot Spare Coverage

Select the All row or an indrvidual volume group in the laft tabls bo view current hat spars coverage or assign sdditional hot spare drives. Selsct an individual drive in the right table to view
wihich volure groups it cowers or bo unassign it.

T .
Surnmarny:

Total hot spare drives: 1

fover:
GInUﬁe:n

Unassigned drives: 55

Hok spare coverage: Hok spare drives:
Yolume | RAID | Standby | Inlse | Security | DA Dé

Group Capable | Capabls | Enabled Yolums

Al

1 0 Mo Ha Yes Yes Mo

Kl |2

Detals:

Proceccs the following volume groups: <None>
Aszociated volumes: <None>

Creating Volume Groups

A volume group is a set of disk drives that are logically grouped together to provide storage with a single
RAID level for all volumes in the group. Every E-Series storage array has eight RAID 5 volume groups
of 6+1 disks (6 data disks and 1 parity disk). This leaves all 60 disks assigned in each shelf given the
four hot spare drives previously prescribed.

To create the volume groups, select the disks from across the five drawers starting with drawer one, slot
one and alternating between odd and even slot numbers as the disks are selected in a round robin fashion.
For more details on Hot spares, see “Selecting Drives for Volume Groups and Hot Spares” section on

page 110.

Creating New Volume Groups

To create a volume group, follow these steps:
1. Log into SANtricity ES or Array Management window.
a. In the Array Management window, select the Storage and Copy Services tab.

b. Select Total Unconfigured Capacity in the volume group tree view.
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Figure 91 Array Management Window Showing Unassigned Drive Details
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c. Right-click on Total Unconfigured Capacity, select Volume Group.
d. Click Create, to launch the Create Volume Group wizard.

2. In the Create Volume Group wizard, click Next.
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Figure 92 Creating Volume Group Wizard

B2 E5460-3 - Introduction (Create Yolume Group)

l'l NetApp:
This wizard will help vou quickly create a volume group, A volume group is & set of drives that vou logically group together ko provide capacity and &
RAID level for one or mare volumes.

You will be given the option to create volumes when you finish creating the volume group.

[2) Unconfigured capacity selected: 160.983 T8 (SAS)

Tips and examples on sliocating capacky

Next > cancel | e |

3. Specify a name and select drives for the volume group:

a. Enter the volume group name.

~

Note

The volume group name cannot contain spaces. Use underscores or dashes to separate the
elements of the volume group name (for example, Test_Group_1 or Test-Group-1).

b. Select the Manual (Advanced) radio button. Click Next.
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Figure 93 Manual Drive Selection

2 E5460-3 - Yolume Group Name & Drive Selection {Create Yolume Group)

Wolume group name (30 characters maximum):
[vu— 1-1

¥ Filker drive sel=ction bo show

srolumes in Ehis solume gro

all drive in Ehe wolume group must be DA capable
Drive selection choices:
" Automatic (Recommended): Choose from a list of automatically generated drive and capacity options.
¥ Manual (Advanced): Choose specific drives to obtain capacity Far the new volume group |
<Bock | Net> | concel | hep |

c. Select a RAID level for the volume group (in this example, RAIDS is selected).
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Figure 94 Selecting RAID Levels for Volume Group

% E5460-3 - Manual Drive Selection (Create Yolume Group)

Choosa a RAID level, add drives, and calculate the capacity For the valume group.

RAY i on?
‘What is drawer boss protection?
RAID level:
- Sedect the RAID level for the yolume group
|-Ssls|:t- - I
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RAID O 3 Selected drives:
lFalD 1 r | St Capatity Security D& Tray | Drawer | St Capatty Security DA
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RAID & 1 2 2,794.019 GB Yes Yes
1 3 2,79.019GB Yes Yes
99 1 4 2,794,019 GB Yes Yes
99 1 5 2,79.019GB Yes Yes
99 1 6 2,794.019 GB Yes Yes
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99 1 9 Z,794.019GB Yes Yes
kLl ] 10 2,794.019GE Yes es
99 1 11 2,794.019 GB Yes Yes
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d. Using vertical striping, select the first available disk in the first drawer. Click ' #&dd> to add
desired disks to the volume group.
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Figure 95 Adding Drives for Volume Group

[ E5460-3 - Manual Drive Selection (Create Yolume Group)

Choose a RAID level, add drives, and caloulate the capacity For the wolume group.

what RAID level is best For my application?

is bray | i

i o1 ion?
RAID lewel:
RAD S =i Select at least 3 drives {up to a maximum of 30)
Unselacted drives: Selacted drives:
Tray | Drawer | Shot Capacity Security DA
Capable Capable
1i 1;|2,794.019 GE | Yes
1 2 2,794.019GE
1 3 2,794.019GE Yes Yes
99 1 4 2,794.019GE Yes Yes
99 1 S 2,794.019GB Yes Yes
99 1 6 2,794.019GE Yes Yes
99 1 7 Z,794.019GE Yes Yes
99 1 8 2,794.019GB Yes Yes
) 1 2 2,794.019GE Yes Yes
99 1 10 2,794.019 GB  Yes s
« 1 11 2,794.019GE Yes Yes
9 1 12 2,794.019G8 Yes Yes =
a0 e . _>I_‘ 5
< Back | Frish | Cancel ] Help I

e. Continue selecting disks until seven disks are selected. Disks should be selected across drawers
in a vertical fashion. Avoid selecting more than two disks in the same drawer for a single volume
group. Since seven disks are needed per volume group and there are only five drawers, three
disks will be chosen from individual drawers, with four disks split evenly across the remaining
two drawers (two per drawer).

f. After seven disks are selected, click Calculate Capacity to confirm that the capacity of the new
volume group satisfies all the requirements for the group and that the desired RAID protection
is achieved.
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Figure 96 Calculating the Volume Group Capacity

5460-3 - Manual Drive Selection {Create ¥olume Group)

Choase a RAID level, add drives, and calculate the capacity For the volume graup.

What is tray loss protection?
What is drawer loss protection?

RAID level:
- Sedact at leact 3 drives (up to a maximum of 30)
IPJIID5 b
Unselected drives: Selected drives:
Tray | Drawer | Slot Capacity Security DA Tray | Drawer | Slot Capacity Security DA
Capable Capabls Capable Capable
99 1 3 2,794.019GB Yes Yes - 99 1 1 2,794019GE Yes es
] 1 4 Z,794.019GE Yes Yes 99 2 1 2,794.019GE Yes Yes
99 1 5 2,794.019GE Yes Yes 39 =) 1 2,794.019GE Yes Yes
% 1 6 2,794.019GE Yes Yes S 59 4 I 2,794,019GB Ves Yes
99 1 ¥ 2,794.019GE Yes Yes 99 3 2 2,799.019GB Yas Yes
%8 1 8 2,794.019GB Ves Yes < Remove % 2 2 2,7%4.0l9GB Ves Yes
99 1 9 2,794.019GB Yes Yes 99 1 2 2,794019GE Yes Yes
] 1 10 2,794.019GE Yes Yes
99 1 11 2,794.019GE Yes Yes
= i 12 2,794.019G Yes Yes
99 2 3 2,794.019GE Yes Yas =
4« S _*[_I K| I L]
RAID 5 volume group capacity: 16.371 TB
Mumber of drives: 7
Tray loss protection: (S No
Drawer loss probection: @No
<gack | Fieh | cancel | e |
g. Click Finish to create the new volume group. A message is displayed, confirming that the
volume group was successfully created and providing the option to create a new volume.
h. Click Yes to create a volume in the new volume group. This will launch the Create Volume

wizard.
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Figure 97 Selected Drives Added Successfully to the Volume Group

B E5460-3 - Yolume Group Created [ ]

0' The volume group was successfully created.

You must create at least one volume before you can use the capacity of
the new volume group.

Learn about volumes and volume groups

Would you like ko create a volume using the new volume group now?

Create New Volume

To create new volume, follow these steps:

1. In the Create Volume wizard, click Next to continue.

FlexPod Select with Hortonworks Data Platform (HDP)
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Figure 98 Creating Volume

{iy STL-E2660-3_4 - Introduction (Create Volume)

This wizard will help you create a new volume from the free
capadty (10.913 TB) on volume group Test_Group_1 (RAID 5).

You will spedfy the exact capadty and name for the volume on
I the next screen.

(B! Free capacity selected: 10.913TB

2. Specify the volume parameters.

a. Select the appropriate unit for the new volume capacity. For the volume group free capacity
shown in this example, the correct unit is TB.
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Figure 99 Entering Volume Parameters

B E5460-3 - Create Yolume: Specify Parameters ﬂ

Tips on storage provisioning

Yolume Parameters-
Yolume group name: wg-1-1
Yolume group RAID level: S
Free capacity: 16.371 TB
MNew volume capacity: Units:
| 0.000= | - [
Yolume name:

|1
Map to host: 3

|Map Later ~|

Quality of Service (QoS) Attributes

[V Enable data assurance (DA) protection on the new volume @
[~ Use 55D cache @ e

Yolume IfO characteristics type:

lFi[e system (bypical) LI

I¥ |Enable dynamic cache read prefetch @

Segment size:

IIESKB v|

Finish Cancel | Help |

b. Enter the new volume capacity to be taken from the free capacity of the selected volume group.
Because the entire volume group is used for this volume, enter the maximum size available for
the available capacity (free capacity). In this example, the free capacity of 16.371 is entered for
the new volume capacity.
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Figure 100 Specifying New Volume Capacity

B E5460-3 - Create Yolume: Specify Parameters

Ti rovisionin

~Yolume Parameters

Wolume group name: vg-1-1

Wolume group RAID level: S

Free capacity: 16,371 TB

Mew volume capacity: Units:

[ 16.371E |18 _~|
Yolume name: [

f1

Map to host:
|Map Later LI
~Quality of Service (QoS) Attributes -

v Enable data assurance (DA) protection on the new volume €2 @
I© Wse 55D cache 6 =

Wolume IO characteristics type:
IFiIe system (typical) ;I

¥ Enable dynamic cache read prefetch &

Segment size:

IIZS KB "I

Finish Cancel | Help |

c. Enter the volume name.
d. Keep the Map to host field at default.

~

Note  The volume name cannot contain spaces. Use underscores or dashes to separate elements within
the volume name (for example, vol-1-1).

3. Configure the following quality of service attributes for the volume:
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a. Select the volume I/O characteristics type from the drop down list. Select the type as Custom.

b. Check the Enable Dynamic Cache Read Prefetch check box and then select the 512KB segment

size.
Figure 101 Setting QoS Attributes for Volume
B E5460-3 - Create Yolume: Specify Parameters

Tips on storage provisioning

~Volume Parameters

Yolume group name: vg-1-1

Volume group RAID level: S

Free capacity: 16.371 TB

New volume capacity: Units:

[ 16371 |18 ~|
Yolume name: £
|w:||-1-1

Map to host:

|Map Later |

—Quality of Service (QoS) Attributes

[v Enable data assurance (DA) protection on the new volume £ @
¢

o ——
[T Use 550 cache

Yolume IO characteristics bype:

ICustom ;I

[¥ Enable dynamic cache read prefetch k3

Segment size:

|512 KB = |

| Finish i|  Cancel ] Help [

¢. Click Finish.

d. On Create Volume Complete, a confirmation message box appears. Click OK.
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4. The volume group and the new volume are displayed in the Storage and Copy Services tab of the
Array Management window.

Figure 102 Volume Group and Volume Capacity Details

2 E5450-3 - SANtricity ES {Array Management)

SANtricity™ ES
Storage Amray  Storage  Host Mappings Hardware Monitor  Upgrade Help

N ] ) 0 )

E5460-3 ) Optimal

[. Summar\,rl @ storage & Copy Senices I% Hasmanpmgslﬁ Hardwarelg Setup
| ind object in tres _I

=) Storage Array ES460-3

H Volume "vol-4-1"

(i Al Logical Objects View Associated Physical Componen!
= [ volume Groups
= By 9% vor1-1 RaD S (16371 18) Valme status: © Optimal
P vok1-1 (16.371 T8) Thin provisioned: Ho
=} 14 vg-1-2 (RAID 5) (16,371 TE)
Houw Capasity 16.371 TB
BD_Wl' 1-2(16.371 T8} Volurne world-wide identifier: 60;08:0e:50:00:1£:6b:1c:00:00:07:4c;50:fc:9c:3f
= % 913 vo:21 (RAIDS) (16.371 TE) Subsystem ID (SSID): ]
WY vol-2-1 (16.371 TB) RAID level: 5
= % 9"k vo-2-2 (RAID 5) (16.371 TE)
B vol-2-2 (16.371 TB) L - SoElvEppes
i . Accessible By Ha
5] % 2Ly wg-3-1 (RAID 5) (16,371 TB)
@D veia1 (t6.371T0) Drive tnedia type: {3 Hard Disk Drive
= % 71y vg-3-2 (RAID 5) (16,371 TE) _
Drive interface type: 5 Serial Attached SCSI (SAS)
BY vol-3-2 (16.371 T8) )
Tray loss protection: Mo

L
& % 10 vg-d-1 (RAID 5) (16.371 TE) Drawer Loss Protection: HNo

= % \.;" g vg-4-2 (RAID 5) (16,371 TE) Securs: Ho
@Y vol4-2 (16.371 TB)

Data Assurance (DA) enabled: Yes

+ Initialization - Progress
[

WOTE: To change the rate of modification, use the Change Modification Pricrity option. For more informatio

5. Select the appropriate cache settings for the new volume:

a. Right-click the volume name in the left pane in the Array Management window, and then select
Change > Cache Settings.
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2 E5460-3 - SANtricity ES (Array Management)

SANtricity™ ES

Storage Configuration

Cache Settings

Skorage Array  Storage  Host Mappings Hardware Monkor Upgrade Help

o 0 2] )| & | )

E54603 () Optimal

| == Summaf‘i] tﬁ Storage & Copy Semices [E:}i Host mappingsl HardwarelEﬁ' Getunl

|.= ~d chiect in tree
= ) Sorage Array ES460-3
b Al Logical Objects
=1 [5] volure Groups
= % 2719 var1-1 (RAID 5) (16.371 TB)
Y vek-1-1 (16,371 T8)
= @9 w2 a0 (16371 18)
| ﬁywcl-l-ztls.an TE)
2 % 97y vg-2-1 (RAID 5) (16.371 TE)
B vobz-1 (16.371 TE)
= % @1y vgr2-2 (RAID S) (16.371 TB)
Y val-2-2 (16,371 TE)
= G970 vos1 RADS (16371 T8)
(D vok-3-1 (16,371 T8)
= % 971y vg-3-2 (RAID 5) (16.371 TB)
B vol-3-2 (16371 TE)
= % 19 va-4-1 (RAID S) {16.371 TB)

= % 5"‘;':'_| Vi<

Increass Capacity. ..

E =
_, g Volume "'vol-4-1""
QIS 0f ks
Volume status: al Optimal
Thin provisioned; Ho
Capacity: 16.371 TB
Volure world-wide identifier; 60:08:0e:50:00:1f6k:1c:00:00:074c:50:fc:9c:3f
Subsystem [D (SSID): 6
RAID level: 5
LUM: Mot Mapped
Accessible By: NA
Drive media type: [ Hard Disk Drive
Drnive interface type: 585 Serial Attached SCSI(SAS)
Tray loss protection: No
Drawer Loss Protection: Mo

L3
(= Mo

P vok4-2

55D Cache

View Assoclated Physical Components

L2 |Assu.mnce (DA) enabled: Yes
Modification Priority...

qI Rename...
[ Premium Features: [ ([  Delete...
Advanced

Pre-Read Redundancy Check... the Change Modification Priority option. For more infarma

Ownership/Preferred Path 3

6. Verify the following cache properties are enabled:
a. Enable Read Caching
b. Enable Write Caching
c. Enable Dynamic Cache Read Prefetch

~

Note

Verify that Enable Write Caching with Mirroring check box is deselected. This property is
selected by default.
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Figure 104 Verifying Cache Settings

B E5460-3 - Change Cache Settings

Select volumes: [~ Select all

TCOTMOOT L vOmamis Tol &= T It I 1o

Volume Group vg-2-2 :I
Standard VYolume vol-2-2 16.371 TB

Volume Group vg-3-1

Standard Volume wol-3-1 16.371 TB

Volume Group vg-3-2

Standard Volume wol-3-2 16.371 TB

'Wolume Group vg-4-1

Standard Yolume wvol-4-1 16.371 TB

~Cache Properties-
[v Enable read caching
v Enable dvynamic cache read prefetch
[V Enable write caching

[~ Enable write caching without batteries

[~ Enable write caching with mirroring

OK Cancel | Help |

d. Click OK.

1. A pop-up message window appears displaying all the cache settings. Click Yes to confirm the
settings.

8. Any Change in the Volume Properties on saving, will show a pop-up window showing progress
indicator to indicate the change is completed successfully, click OK.
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Figure 105 Changing Volume Properties

2 E5460-3 - Change Yolume Properties - Progress X |

Processed 1 of 1 volumes - Completed.

_ox |

9. Right-click on the new volume. Select Change > Modification Priority.
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Figure 106 Priority Settings

SANtricity™ ES

Storage Array Storage  Host Mappings Mardware Monitor  Upgrade Help

|| ] 2 ] 8 )

E5460-3 () Optimal

Summaryl [{- Storage & Copy Senvices I% Host Mappingsl a Hamware“?j Se[up}
I" nd object in tree g]

E\ Volume "vol-4-1™
=) Storage Array ES460-3 b

& Al Logical bjects View Associahed Physical Components
=18 Yolure Groups
% 9% vgr1-1 (RAIDS) (16,371 T6) Valume status; © Optirmal
L @D veb1-1 (16371 T) Thin provisioned: LD
B 71y vg-1-2 (RAID 5) (16.371 TE)
®ow Capasity. 16.371 TB
@0 1216371 18) Volurme world-wide identifier- 60:08:0¢:50:00:1£.6b:1c:00:00:074¢:50:fc:9¢ 3
2 By 9 vo21 RADS) (16371 1) Subsystem ID (SSID). é
(D vokz-1 (16,371 T6) RAID level: 5
=) % 97y vg-2-2 (RAID 5) (16.371 TE)
[P vok2-2 (16,371 TE) Lt ElabREsopt
N Accessible By N4
= % @1 vgr3-1 (RAID 5) {16,371 TE)
@ v 16371 18) Drive media type: @ Hard Disk Drive
= B9 w2 (ra0s) 16371 18) — ——
Drive interface type: 585 Serial Attached SCSI (SAS)
D vek3-2 (16,371 18) .
Tray Inss protection: Mo

2 "k wg-d-1 (RAID 5) (16.371 T8 ;
T % J e 5)( ) Drawer Loss Protection: Mo

B % Py voaz— Mo
| EBWH—Z(I& Increase Capacity...
550 Cache » |swrance (DA) enabled: Yes
on Priority. ..
View Associsted Physical Components cmm
Change Modification Pri option. For mort
4| Rename... Pre-Read Redundancy Check... B
| Premium Features: @@ﬁn Delete... OwnershipfPreferred Path

e 'M

10. Use the priority slider to set the modification priority to the middle and click OK.
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B E5460-3 - Change Modification Priority

Storage Configuration

Allocating Resources Based on Priority Chosen

Select volumes:

[~ select all

Volume Group vg-2-2
Standard Volume vol-2-2 16,371 T6
WVolume Group vg-3-1
Standard Yolume vol-3-1 16,371 TB

WVolume Group vg-3-2
Standard Yolume vol-3-2 16,371 TB
WVolume Group vg-4-1
Standard Yolume vol-4-1 16,371 TB

-Select modification priority -

system performance.

The higher priorities will allocate more resources to the operation at the expense of

Priority:

| Pl
High (Defaul) Highest:

=

Cancel |

Help |

11. Click Yes in the confirmation message box, to confirm the change in the Priority.

12. Any Change in the Volume Properties on saving, will show a pop-up window showing progress
indicator to indicate the change is completed successfully, click OK.

Table 9 provides the standard storage configuration:

Table 9 E-Series Hadoop standard storage configuration

Configuration Value Comments

Total number of disks 60 The DE6600 shelf provides 60 disk slots. When
the E5400 controllers are installed in the shelf, the
model is referred to as an E5460 shelf.

Number of volume groups 8 Stripe vertically across drawers in a shelf. There

are two volume groups per host.

Volume group size

6+1 (RAID 5)

The volume group size is RAID 5.

Number of hot spares

4

One per drawer on drawers 2 through 5 for a total
of 4 global hot spare drives per 60-disk shelf.

Number of volumes (LUNS5s) 8 Create two volumes of equal size (one volume per
volume group) for each host.
Volumes per volume group 1 Create one volume per volume group.
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Table 9 E-Series Hadoop standard storage configuration

Configuration Value Comments

Volume-to-host mapping 2:1 Each host maps exclusively to two volumes
(LUNS).

Host groups none The Hadoop configuration does not share storage

between hosts in the architecture.

Number of SAN share storage 0
partitions

After the volumes are created and the LUNs are available, the LUNs must be mapped to datanodes
(hosts). It is critically important that each host has exclusive access to its LUNs through the assigned
controller. NetApp strongly recommends using a naming convention that reflects the host-to-volume
mappings.

Map Datanodes to E-Series SAS Ports

You need to determine the SAS port addresses of the datanodes and how they map to the SAS ports of
the E-Series controllers. To map SAS ports of E-series controllers with the datanodes, follow these steps:

1. Identify all the hosts with their hostnames and SAS port addresses.

2. Identify hostnames and E-Series storage systems by name and label them accordingly.
3. Use the logic of physical proximity to assign hosts to E-Series controllers.
q

Use Table 10 to map datanodes to the E-Series SAS ports.

Table 10 SAS port-mapping template

Host Name Storage Subsystem |Controller Port |Port Location Datanode SAS ID
dnl e€5460-3 1 Controller A, Port 1 {500605b002661880
dn2 e5460-3 4 Controller A, Port 4

dn3 e5460-3 5 Controller B, port 5

dn4 e€5460-3 8 Controller B, Port 8

Identify SAS Port ID Using LSI SAS2Flash Utility

The sas2flash utility is a product of LSI Corporation. It is designed to support the LSI SAS 9207-8e HBA
installed in each host attached to the E5460 arrays, primarily to display the Port IDs assigned to the SAS
host bus adapter (HBA) ports or to periodically update the BIOS and firmware on the HBA.

The sas2flash utility usually comes bundled with the following items:
e The sas2flash binary executable
e Version release notes in PDF format
e A reference guide in PDF format
e A BIOS binary file appropriate for the version (for example: mptsas2.rom)

e A firmware binary appropriate for the version (for example: 9207-8e.bin)
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Issue the following command to list the port ID of the LSI SAS HBA:

./sas2flash -list

Output will look similar to this:

Version 11.00.00.00 (2011.08.22)

Copyright (c) 2008-2011 LSI Corporation. All rights reserved

Adapter Selected is a LSI SAS: SAS2008(B2)

Controller Number 0
Controller : SAS2008(B2)
PCI Address 00:02:00:00

SAS Address

NVDATA Version (Default)
NVDATA Version (Persistent)

500605b-0-0266-1880
0a.03.00.02
0a.03.00.02

Firmware Product ID 0x2213
Firmware Version : 11.00.00.00
NVDATA Vendor : LSI

NVDATA Product ID : SAS9207-8e
BIOS Version 07.21.00.00
UEFI BSD Version : 04.30.03.00
FCODE Version : N/A

Board Name 9200-3080

Board Assembly
Board Tracer Number

: H3-25217-00C
: SP10414124

Finished Processing Commands Successfully.

Exiting SAS2Flash.

~

Note  The line containing SAS Address provides the SAS port ID of the active port. Stripping out the hyphens

allows the value to be used as the SAS port ID for that host when the host topology is created on the

array being configured. In this case, the port ID is 500605b002661880.

Map Datanodes to SAS Port IDs

After the SAS Port IDs for the datanode servers have been identified, map those IDs to the SAS ports on
the E-Series storage array. Use the SANtricity ES Storage Manager to perform the mapping.

To map the datanodes, follow these steps:

1. Launch SANtricity ES Storage Manager on Windows or Linux as appropriate.

2. [If the E-Series is already up and running, Storage Manager will list the array in the inventory. If not,
add the appropriate storage controller IP addresses to SANtricity ES Storage Manager.
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Figure 108 Discovered Storage Array

SANtricity™ ES

Edit View Tools Help

nNet

Al G| ]| 3]

BEE

D)storage array ES460-2
D)storage Array ES460-1

@ Storage Array ES460-3

Note

Hame | Type | Status | Management Connections Comment
ES460-3 = ) Optimal Out-of-Band( details )

You must associate host port identifiers (World Wide Identifiers or WWIDs) with the applicable
host before you can map storage to datanodes. Associating the wrong host ports can result in
incorrect mapping of storage.

Hosts can be mapped using two different methods:

— The Define Host Wizard—In this example, we use the Define Host Wizard that is accessed via
the Setup tab and then the Manually Define Hosts option on the Initial Setup Tasks page. With
this method, hosts are matched to port identifiers from a list containing unassociated host port
identifiers, which have been automatically detected by the storage controllers. Each host port
identifier must be correctly associated with its host; otherwise, the host will access incorrect
volumes and might fail to access any storage at all.

— The Manage Host Port Identifiers menu option—When adding host port identifiers, an alias or
user label must be provided. The user label or the alias must not exceed 30 characters. Choose
a meaningful user label or alias to easily identify the host port identifier. For example, include
the host name and storage array name in the user label. As host port identifiers are associated
with the applicable hosts, the identifiers are removed from the known unassociated host port
identifiers list.

3. Select the Setup tab and then click Manually Define Hosts.
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Figure 109 Defining Host Manually

[P E5460-3 - SANtricity ES (Array Managemient)

SANtricity™ ES

Storage furay  Storage  Host Mappings  Hardware Monitor  Upgrade  Help

) 00| 2] =] %] 9| %9

ES480-3 () Optimal

[ Summalyl l:ﬁ Storage & Copy Services I % Host Mappings
Initial Setup Tasks

Storage Array Configuration

Hardwara

l:ﬁ Setup |

Locabe Storsqe Ay
Turn on the indicator kghts For the storage array to identify it physicalhy.

Banane Storadqs Arrsy
Rename the storage array 2o it can be essly identified in the storage mansgement software,

=hanas Hardware View Srder
E Chargs the ordes in wdhich the trays are shown in the Hardwaes View to match the actual pheesical arrangsnmesnt,

.
P

Seb o Storsae Sy Password
Set a password for the storage array Eo prevent unauthorized users From malking configuration changes.
Manage Pramiym Features
Q\'Iuw avalsble premium Festures. Some premium Festures can be enabled on a trial basic, while others can only be enabled with & Feature key Fils.

ﬁ Pravision drives inte sppropriste storage slsments,

H

Optional Tasks

Save Configuration
Save configuration parameters in a File ko replicate the configuration on snother storsge array.

) ol Gefine Hoztd
@Jooﬁho the hosts and Host Port Idertifiers conrecbed to the storage array, Use this option ordy if the host is not automatically recognized and deplayed in the Mappings tab.

Mapo Molumes
%Map wolumes to hosts so that the volumes can be used for IO operations.

v
s Configure network parameters For the Ethernet management ports on the controllen{) if you want bo manage the storage array using cut-of-band management connections.

4. Enter the desired host name and click Next.
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Figure 110 Entering Host Details

¥ E5460-3 - Specify Host Name (Define Host)

B

This wizard will help you define the hosts that will access the volumes in this storage array. You will define one host at &
time.

Defining a host is one of the steps required to |et the storage array know which hosts are attached to it and to allow
access ko the volumes.

W ration required?

Host name (30 characters maximum):
[DataNodet]

Why would vou use storage partitions?
Question:
Do you plan to use storage partitions on this storage array?

"~ Yes
(* No

Mote: The wizard needs to know if you plan to use storage partitions so it can provide the proper steps to define the host.
You can always go back and re-define the hast if you change your answer,

Next > | Cancel | Help |

5. For Choose the host interface type option, select SAS from the drop down list.
6. Select the Add by selecting a known unassociated host port identifier radio button.

7. From the known unassociated host port identifier drop down list, select SAS ID of this host.
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Figure 111 Entering Host Port Identifiers

¥ E5460-3 - Specify Host Port Identifiers (Define Host)

The host communicates with the storage array through its host bus adapters (HB#&s) or its iSCSI initiators where each physical
port has a unique host port identifier. In this step, select or create an identifier, give it an alias or user |abel, then add it to the
list ko be associated with host DataModel.

How do I match a host port identifier to a host?

Choose a host inkerface type:
[sas =
Choose a method for adding a host port identifier to a host:

(+ Add by selecting a known unassociated host port identifier

Known unassociated host port identifier:

- Select Identifier - Refresh I

" Add by creating a new host port identifier
Mew host port identifier (16 characters required):

Alias (30 characters maximum):

Addl ¥ Remove &

Host port identifiers to be associated with the host:
Host Port Identifier | Alias | User Label

< Back Mext = Cancel | Help |

~

Note  Refer to the data gathered in, “Identify SAS Port ID Using LSI SAS2Flash Utility” section on
page 132 that matches your host SAS connection.

8. Select Add By Selecting a Known Unassociated Host Port Identifier and then from the drop down
list select the appropriate host port identifier.

9. Enter the alias, click Add, and then click Next.
10. From the Host type (operating system) drop down list, select Linux (DM-MP) as the host type.
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Figure 112 Specifying Host Type

B% E5460-3 - Specify Host Type (Define Host) E3

In this step, you must indicate the host type (operating system) of the host. This information will be used to determine how a
request will be handled by the storage array when the host reads and writes data to the volumes.

Mobe: For some host types, there may be several choices provided in the list.

Host type (operating system):

11. The Preview (Define Host) pane appears. Click Finish.

12. Repeat steps 1 tol1 for the remaining datanodes and host port identifiers.
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Figure 113 Summary of Host Port Identifiers

m

How do I match a host port identifier to a host?

~Current Host Port Identifiers
Show host port identifiers associated with:

All hosts EI

Host port identifier information:

Host Port Identifier l Interface Type I Alias | User Label I Associated With Host [
50:06:05:b0:04:62:9:f0 SAa5 dn3 Datanode3
50:06:05:b0:04:62:F6:90 SAS dnd Datanoded
50106:05:b0:04:62:71160
50;06:05:b0:04:62:d4:70 SAS dn2 Datanode2

Add... I Edit... | Replace... I Remove I
Close Help |

)

Note  To test, click Host Mappings at the top of the page and select Manage Host Port Identifiers from
the list displayed. All of the hosts and port mappings are displayed. Verify that this list matches
the information captured in Table 10.

E-Series Disk Initialization

The disk initialization format is set to Immediate Availability Format (IAF) by default. When the disk
initialization time, which can take more than 24 hours, can be a concern, NetApp recommends that IAF
be disabled. This change blocks writes to the disks during the initialization process; however, the
initialization process shortens dramatically. The decrease in initialization time ranges from minutes to
several hours, depending on the size of the volume groups.

Note NetApp recommends that IAF be disabled when using 2TB and 3TB 7200-RPM disk drives; however,
the setting should not be changed when Data Assurance (T10PI) is not enabled.

To disable the IAF disk initialization setting, follow these steps:

1. Open the SANtricity ES Management client, right-click the array where the setting need to be
changed, and select Execute Script.
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Figure 114 Selecting Execute Script to Verify Disk Initialization

[l SANtricity ES (Enterprise Management)

SANtricity™ ES

Edt View Tooks Help

AlG BB 3

Davice
= B wiN-2shI0UCSOCE Name [ mme | Ratus | Managsmank Connections [ Commart |
= mmscm'ered Storage Arrays (1) ES460-3 @Oamal Out-of-Band debals )
Manage Storage Aray
Locate Storage Array

| |Launched Array Managament Window for ES460-3 |

2. Inthe Script Editor — newscript.scr window, enter the show controller command to verify the current
disk initialization method setting.

show controller [a] globalNVSRAMByte [0x2f];

show controller [b] globalNVSRAMByte [0x2f];

3. Select Tools > Verify and Execute. Confirm that the commands executed successfully.
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Figure 115 Execute Commands and Verify

i wE5460-3 - Script Editor - newscript.scr

File Edit | Tools Help
Werify Syntax

show cc " allNVSRAMByte [0OxZ2f]:;
show cc I alNVSRAMByte [0x2f]:
Execute Only

4. A setting of 0x0 indicates that IAF is enabled. To disable IAF, enter the set controller commands in
the Script Editor window.

set controller [a] globalNVSRAMByte [0x2f] 0x02, 0x02;
set controller [b] globalNVSRAMByte [0x2f] 0x02, 0x02;

5. Select Tools > Verify and Execute. Confirm that the commands executed successfully.

6. Run the show controller commands again and confirm that the settings have been updated to 0x2 for
both controllers.
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Figure 116 Completion of Script Execution

| WE5460-3 - Script Editor - newscript.scr

File Edit Tools Help

show controller [a] globalNVSRAMByte [0x2f]:
show controller [b] globalNVSRAMEyte [0Ox2f]:

-Performing syntax check... :l
Syntax check complete.

Executing script...

Controller "a" NVSRAM offset OxZ2f oxz.

Controller "hb" NVSRAM offset OxZ2f = 0OxZ.

Script execution complete.

E

~

Note  With IAF disabled, disk initialization routines must complete before the array will allow data to be
written to the newly created volume groups. If disk initialization cycles longer than 24 hours are
acceptable, use the default IAF method. The disk initialization method must be selected before volume

groups are created.

Disable E-Series Auto Volume Transfer

Auto volume transfer (AVT) is a feature of E-Series firmware that enables storage controller failover in
the event that a controller becomes unavailable to datanodes. With the FlexPod Select for Hadoop,
datanodes are directly connected to storage controllers using a single SAS cable. AVT is not applicable
to this configuration, because connectivity to storage provides no redundancy. Failure of an E5460
controller is handled by the self-healing capability of Hadoop. Self-healing is supported by HDFS
replication, which results in multiple copies of data being locally available to other nodes in the cluster.
If a controller fails, MapReduce tasks using storage on that controller are reassigned to other healthy
nodes in the Hadoop cluster that have access to another copy of the missing data. Since AVT adds no

value to FlexPod Select for Hadoop, NetApp recommends that it be disabled.
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To disable AVT, follow these steps:

1. Open the SANtricity ES Management client, right-click the array where the setting need to be
changed, and select Execute Script as shown in Figure 114.

2. Inthe Script Editor — newscript.scr window, enter the show controller command to verify the current
AVT setting.

show controller [a] hostNVSRAMByte [7,0x24];
show controller [b] hostNVSRAMByte [7,0x24];
3. Select Tools > Verify and Execute as shown in Figure 115. Confirm that the commands executed

successfully.

4. A setting of Ox1 indicates that AVT is enabled. To disable AVT, enter the set controller commands
in the Script Editor window.

set controller [a] hostNVSRAMByte[7,0x24]1=0x00;
set controller [b] hostNVSRAMByte[7,0x24]1=0x00;
5. Select the Tools > Verify and Execute. Confirm that the commands executed successfully.

6. Rerun the show controller commands from step 2.

Confirm the settings have been updated to 0x0 for both controllers.

Figure 117 Completion of Script Execution

, wE5460-3 - Script Editor - newscript.scr

File Edit Tools Help

show controller [a] hostNVSRAMEByte [7,0x24];
show controller [b] hostNVSRAMByte [7,0x24];

-F'erforming syntax check... :l
Syntax check complete.

Executing script...

Controller "a" Host Type Index 7 NVIRAM offset OxZ24
Controller "b"™ Host Type Index 7 NVSRAM offset 0Ox24

Ox0.
Ox0.

Script execution complete.

1. Close the Script Editor window and proceed with creating volume groups.
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Map Volumes

To map the volumes to the assigned datanode, follow these steps:

1. Select the Host Mappings tab at the top of the Array Management window. Expand the Undefined
Mappings.

Figure 118 Unmapped LUNs

s E5460-3 - SANtricity ES {Array Management)

SANtricity™ ES
Storage Array  Storage  Host Mappings  Hardware  Monitor
| ] 2| %] 9| 9

E5460-3 () optimal

=i Summar'f'] [‘i Storage & Copy Senvices I- Host Mappings [ Wiy Hamwatel E’ Setupl

[Fe tioct i treo ] [ocfned Mappings
Wohurre Name | hccessble By ¢ | LUN “ohume Capacky | Type

Upgrade  Help

{2 Torage fray ES460-3

=) g'['- Undefined Mappings

~Fgvolzz=tumz
vl = LUN?

-~ Fgveltz=tm?
ffg oefout Group
B Unassodated Host Port Identifiers

2. Right-click the new volume name under the Undefined Mappings. click Add LUN Mapping.
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Wa ES460-3 - SANtricity ES (Array Management)

Storage Configuration

Adding LUN Mapping

SANtricity™ ES I Netapp

Shorape Aray  Storape  HostMappings Hardware Monkor  Upgrade Help

W

E5460-3 () optimadl

[Frdobe
2 ) Storage Array ES60-3
& (g Undefined egsings

Hyvazz=un?
Hgvors1=wun?

E]

[ Summar\;] [_fi Storage & Copy Ser\-iregl Eﬁ Host Mappings I @ Harﬂ\wareIE’ Se1up]
ctin tres

Defined Mappings

Yolume Name

[ dccessbeby + | N | VowmeCopedy | Twe |

3. In the Define Additional Mapping window, perform the following actions:

Select the host to use for the mapping.

b. Set the desired logical unit number (LUN) [in this example: 1].

c. Select the desired volume.
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Figure 120 Entering Additional Mapping Information

¥ E5460-3 - Define Additional Mapping

IUse this option to define an additional volume-to-LIUN mapping. You can map
the volume to the default group or to a host group or a host in an existing
storage partition. If vou want to create a new storage partition, use the
Define SAMshare Storage Partition option instead. For more information, refer
to the online help.

The list of available volumes for mapping ko a host or host group will be
different depending on whether the host or host group is Data Assurance
{DA) enabled or not. DA enabled volumes cannot be mapped to hosts or host
groups that are not DA capable.If you want to map a DA enabled volume to a
non-capable D& host or host group,you must First disable DA capabilities on
the volume.

Host group or host:

IH-:-st DataNodel LI

Logical unit number (LUN) (0 to 255):

| 1

Yolume:
Volume MName / Valume Capacity DA Enabled
: | 16,371 TB
wol-2-1 16.371 TB Mo
vol-2-2 16.371 TB Mo
vol-3-1 16.371 TB Mo
vol-3-2 16.371 TB Mo
vol-4-1 16.371 TB Mo
vol-4-2 16.371 TB Mo
add | close | Hep |
d. Click Add.
e. Repeat the above steps (a-d) for each volume to map to each host.
S

Note If a window opens giving the option to map more volumes, click Close. In order to maintain
consistency with other applications that use E-Series storage, never use a LUN number of 0.
NetApp recommends starting with a LUN number of 1.
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4. After all LUNs are mapped, reboot the hosts so that they recognize their LUNSs.

Configure Cache Settings for Array

To configure caching for the entire storage array, follow these steps:

1. From the top menu of the SANtricity Array Management window, select Storage Array. Then select
Change > Cache Settings.

Figure 121 Cache Settings

% E5460-3 - SANtricity ES (Array Management)

SANtricity™ ES g [
| Storage Array  Storage  Host Mappings Hardware Monker Upgrade Help

Premium Festuwes. . Fg E

Change Cache Settings...

%Hts‘-\#aurlr195| Hardware I[Zj’ Setupl

Configuration b &
Pre— " |petied appngs
- Vehume Name | Accessbleny | i) | Volume Capacky | Type |

Freferences... [y Access Defauk Group 7 Rccess
B Ry vo- 141 Host Datakindel 0 16371 T8 Standard
I P— [y vo-1-2 Host Datatiode1 1 16.371 T8 Standard
i & Arcess Huast Datatiodel 7 Aocess
18 Unassodiated Host Port Idenkfiers &y vot2-1 Host Datanode2 0 16371 T8 Standard
B [ Host Databiodet [y vol2-2 Host DatanodeZ 1 16371 TB Standard
B [ Host Dstanode2 [ Access Host Datanode2 7 Access
E Hog g & wval-3-1 Hust Datanodes o 16,371 TB Standard
Ry vo-32 Host Datanode3 1 16.371 T8 Standard
] 0 Host Detanodes & Brcess Host Datanoded 7 Aocess
[ vok--1 Host Datanoded 0 16.371 T8 Standard
% wvil-4-2 Host Datanoded 1 16371 TB Standard
% Access Host Datanoded 7 Recess

2. Inthe Change Cache Settings window, change the Cache Block Size setting to 32KB, verify that the
Stop Flushing setting is 80, and click OK.
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Figure 122 Changing the Cache Block Size

B E5460-3 - Change Cache Settings m

The start value must be greater than or equal to the stop value.

NOTE: To change the cache settings for an individual volume, use the
Change Cache Settings option. For more information, refer to the online help.

~Cache flush settings

W - Start Flushing

Q) 80%

| 80 3: Stop flushing

I I2KE - l Cache block size
OK I Cancel Help

2

ote Do not make any other changes.

This completes the ES460 initialization and storage configuration.

DataNode File Systems on E5460 LUNs

Once the E5460 systems have finished their initialization, it is time to create partition tables and file
systems on the LUNSs supplied to each of the datanodes.

The following script should be run as root user on each of the datanodes:

#!/bin/bash
[[ “-x" == “${1}” ]] && set -x && set -v && shift 1
# rescan scsi devs
for X in /sys/class/scsi_host/host?/scan
do
echo '- - -' > ${X}
done
# find new LUNs
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for X in /dev/sd?

do
echo $X
if [[ -b ${X} && '/sbin/parted -s ${X} print quit|/bin/grep -c boot' -ne 0 1]
then
echo "$X bootable - skipping."
continue
else

Y=S{X##*/1}1

/sbin/parted -s ${X} mklabel gpt quit

/sbin/parted -s ${X} mkpart 1 6144s 100% quit

/sbin/mkfs.xfs -f -g -1 size=65536b,lazy-count=1,su=256k -d sunit=1024,swidth=6144
-r extsize=256k -L ${Y} ${X}1

(( $? )) && continue

/bin/mkdir -p /HDP/${Y}

(( $? )) && continue

/bin/mount -t xfs -0 allocsize=128m,noatime,nobarrier,nodiratime ${X}1 /HDP/S${Y}

(( $? )) && continue

echo "LABEL=S${Y} /HDP/S${Y} xfs allocsize=128m,noatime, nobarrier,nodiratime 0 2"
>> /etc/fstab

fi

done

Installing HDP

HDP is an enterprise grade, hardened Hadoop distribution. HDP combines Apache Hadoop and its
related projects into a single tested and certified package. It offers the latest innovations from the open
source community with the testing and quality you can expect from the enterprise level software. HDP
components are shown in Figure 123.

Figure 123 HDP Components

DATA

| NFS [ MAP REDUCE

|WahHDFS! HOFS

MR HORTONWORKS
Hortonworks DATA PLATFORM (HDP)

Prerequisites for HDP Installation

This section details the prerequisites for HDP installation such as setting up of EPEL and HDP Repo.
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Hortonworks and EPEL Repo

From a host connected to the Internet, download the EPEL and Hortonworks repositories as shown
below and transfer it to infra-0.

1. Download EPEL Repository from the system connected to the Internet.

mkdir -p /tmp/Hortonworks

cd /tmp/Hortonworks

rpm -Uvh

http://download. fedoraproject.org/pub/epel/6/x86_64/epel-release-6-8.noarch.rpm
reposync -r epel

2. Download Hortonworks HDP Repo

wget
http://public-repo-1.hortonworks.com/HDP/centos6/HDP-1.3.0.0-centos6-rpm.tar.gz

3. Download Hortonworks HDP-Utils Repo

wget
http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.15/repos/centos6/HDP-UTILS-1.
1.0.15-centos6.tar.gz

4. Download Ambari Repo

wget
http://public-repo-1.hortonworks.com/ambari/centos6/ambari-1.2.3.7-centos6.tar.gz

5. Copy the repository directory to infra-0

scp -r /tmp/Hortonworks/ infra-0:/var/www/html

6. Extract the files

login to infra-0

cd /var/www/html/Hortonworks

tar -zxvf HDP-1.3.0.0-centos6-rpm.tar.gz
tar -zxvf HDP-UTILS-1.1.0.l15-centos6.tar.gz
tar -zxvf ambari-1.2.3.7-centosé6.tar.gz

1. Create the hdp.repo file with following contents:

vi /etc/yum.repos.d/hdp.repo

[HDP-1.3.0.0.]

name=Hortonworks Data Platform Version - HDP-1.3.0.0
baseurl=http://10.29.160.53/Hortonworks/HDP/centos6/1.x/GA/1.3.0.0/
gpgcheck=0

enabled=1

priority=1

8. Create the hdp-utils.repo file with following contents:

vi /etc/yum.repos.d/hdp-utils.repo

[HDP-UTILS-1.1.0.15]

name=Hortonworks Data Platform Version -HDP-UTILS-1.1.0.15
baseurl=http://10.29.160.53/Hortonworks/HDP-UTILS-1.1.0.15/repos/centosb
gpgcheck=0

enabled=1

priority=1

9. Create the Ambari repo file with following contents:

vi /etc/yum.repos.d/ambari.repo
[Updates-ambari-1.2.3.7]
name=ambari-1.2.3.7 - Updates
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baseurl=http://10.29.160.53/Hortonworks/ambari/centos6/1.x/updates/1.2.3.7
gpgcheck=0

enabled=1

priority=1

10. Create epel.repo

cd /var/www/html/Hortonworks/epel

createrepo

vi /etc/yum.repos.d/epel.repo

name=Extra Packages for Enterprise Linux 6 - Sbasearch
baseurl=http://10.29.160.53/Hortonworks/epel/
enabled=1

gpgcheck=0

priority=1

From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the cluster.

pscp -h /root/allnodes /etc/yum.repos.d/hdp* /etc/yum.repos.d/
pscp -h /root/allnodes /etc/yum.repos.d/ambari.repo /etc/yum.repos.d/
pscp -h /root/allnodes /etc/yum.repos.d/epel.repo /etc/yum.repos.d/

HDP Installation

To install HDP, issue the following CLI commands:

Install and Setup Ambari Server on infra-0

yum install ambari-server

Setup Ambari Server

ambari-server setup -j S$SJAVA_HOME

Configure Ambari Server to use Local Repository

Edit redhat6 and centos6 sections of the Ambari repoinfo.xml to point to local repository.

vi /var/lib/ambari-server/resources/stacks/HDPLocal/1l.3.0/repos/repoinfo.xml

Replace the xml element <os type="redhat6”> .. </os> with
<os type="redhat6”>
<repo>

<baseurl>http://10.29.160.53 /Hortonworks/HDP/centos6/1.x/GA/1.3.0.0</baseurl>
<repoid>HDP-1.3.0</repoid>
<reponame>HDP</reponame>

</repo>

<repo>
<baseurl>http://10.29.160.53/Hortonworks/epel</baseurl>
<repoid>HDP-epel</repoid>
<reponame>HDP-epel</reponame>

<mirrorslist><![CDATA[http://mirrors.fedoraproject.org/mirrorlist?repo=epel-6&arch=$basear
ch]]></mirrorslist>

</repo>
</os>

Replace the xml element <os type="centos6”> .. </os> with
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<os type="centos6”>

<repo>
<baseurl>http://10.29.160.53 /Hortonworks/HDP/centos6/1.x/GA/1.3.0.0</baseurl>
<repoid>HDP-1.3.0</repoid>
<reponame>HDP</reponame>

</repo>

<repo>
<baseurl>http://10.29.160.53/Hortonworks/epel</baseurl>
<repoid>HDP-epel</repoid>
<reponame>HDP-epel</reponame>

<mirrorslist><![CDATA[http://mirrors.fedoraproject.org/mirrorlist?repo=epel-6&arch=$basear
ch]]></mirrorslist>

</repo>
</os>

Start Ambari Server

ambari-server start

Confirm Ambari Server Startup

ps -ef | grep ambari-server

Login to Ambari Server

Once the Ambari service has been started, access the Ambari Install Wizard through the browser.

1. Point the browser to “Error! Hyperlink reference not valid”. address of infra-0>:8080. For instance,
http://10.29.160.53:8080.

2. Login to the Ambari Server using the default username/password as admin/admin, which can be
changed at a later period of time.

Create Cluster Name

Follow these steps to create the cluster name:

1. In the Ambari Server home page, enter FLEXPOD_HDP in the name field.
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Figure 124 Apache Ambari - Home Page

’@‘ Ambari admin ~

CLUSTER INSTALL WIZARD

Welcome to Apache Ambari!

Ambari makes it easy to install, manage, and monitor Hadoop clusters.
We will walk you through the cluster installation process with this step-by-step wizard

Mame your cluster Learn more

FLEXPOD_HODA

HDP Cluster Installation

In order to build a cluster, the install wizard needs to have a general information about how the cluster
needs to be set up. For this, you need to provide the Fully Qualified Domain Name (FQDN) of each one
of the hosts. The wizard also needs to access the private key file that was created in “Setting Up
Password-less Login” section on page 85. It uses these to locate all the hosts in the system and to access
and interact with them securely.

1. Use the Target Hosts text box to enter the list of host names, one by one. You can also give a range
within the brackets to indicate larger sets of hosts.

2. Select the option Provide your SSH Private Key in the Ambari cluster install wizard.

a. Copy the contents of the file /root/.ssh/id_rsa on infra-0 and paste it in the text area provided
by the Ambari cluster install wizard.

~

Note  Make sure there is no extra white space after the text-----END RSA PRIVATE KEY-----
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Figure 125 Copying Contents from /root/.ssh/id_rsa

[root@infra-2 ~]# cat /root/.ssh/id _rsa

BEGIN RSA PRIVATE KEY--
MIIEogIBAAKCAQEAZYEUMLBr8dR4+MHKIK6sS2e5a058 /910t HdDxgdulowsmigs
B53bg+W18X62M9FewZ XWX Lo+DQycEeqNIl+vkVwo3eKEZgGDJILNC) Jn6SNOJ1AN
N1BClGAM LPrCbxyPRrDOpAMgSIC OYVVFLNQNH1J3PGs1Igu+V/10207uvPI
Lnd79KEfgzhsmnuySVVnYQVYFXWHL tEXa2XQqC7h690dd/F8Dcd+vRSeIJLhOT

VmLulySfTiK7cFWIBIWKCAQBBGQEZYcEYKK50758pw
g+0BWYNg2xbUESSt3UEVzZ] idmeTgAEOX 78 iyXiMIRRS xMyxoVvEPPIDgXJ1j+t3AB
4hHkBzIh472twhCHmSoKhN7UPkv]5LWGETL/FLONITE/1pdb2A6yeZ8sIaullsKe

nnTUFdg8utUEXDAS SmEFtgKynMk7 7MOyLDb sSWT1KFrSEDg3vmEndiN1yBQduzvs
MLaQRZYALBIZ+POQN8yCo+4Q+cWGMK7BqIvXkMQ5PZzPD+vt70cJFWHIR+Ja2Zbopl7
HnWsKRTWBDAOGGE6 sWHUOCFRLJRKKSCYOKLOSEYRVS0t16Cd4fmsDE+tCja77him
[E/4LAOGBAPRCNS3Qr25+SROIF1rCHMC el WLY4bltdLrsL1AIredK m+RJI WU
xeI2RWP6F5sxyhJVIHTXIshafwT62k8TZB+/ispBlbF211gdMEGns1d+W7x7LYKRa
B6VTp04vI4opJt0tgjGKL2CICeYnGhaSq6QC/GgSHy7STPMS4PBAOGBANj+3HsA
xJQ7WOKisfA4nl192PX9Nnx9gVoJIDla/UmZH91aPtVESVIEUASNNMBMpINShRE7Qp3
opYBufribjkFsfwD15CA2edU0TOQIj£24rulzgT4gzBUm3vEnjUSTX/2622zYaRo0
[PDAWU+oFgeT0£0YzmH j 2cd2wmI nmdMIvDHIC{AcGBAKCUXoc/ / kFLrGGQSdyOPXEK
Y150zF /2CcUeihX 40kbNcdsk3y/G9xD/GL14demkYDEvQnigpHUIRNAjBHOb
Xw2Mf8a9Y16tLeTf+2z5LA2cLae+qODF8 /bXIQHOD] GIbCukd59dpb5c0lImHatos
90/401z63y11IXngesRLAOGRBAMyYhr0d+zLN5heDdJI JgFKV+Ceq/ kDD Rrm8MKR
9TT6z/£5ixwxeYIB0NFhwj0SCXsfy/882uGEmSLppyWrd JTkytgdJudz
GDEzRz1EYJ/UyDGJIWE /PX/LRA+BEnoFTb1lJWw /R VWgEMLYI1HYS
(Y8 /FToQMeAODsAZULMSGlgDC6 rMNBI3dlcNXzoVIE5A3K
YigoKMDjdLyLEBPFIky/b47+mC1lEsgdrk Vg0ggrcRQ3N4yB88a0+pP1lNAFZ5DO
1c9r8hJ461lmDI0e07TYilFwK 1vlzZfratFkDkUaWlSaawNuDQ=
END RSA PRIVATE KE

3. Select “Use Local Repository” and path to 64-bit JDK.

4. Provide a path to java install directory. To get java install directory, run the following command on
infra-0.

echo $JAVA_HOME

5. Click Register and Confirm to continue.
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Figure 126 Confirming the HDP Installation

CLUSTER INSTALL WIZARD

- Install Options

Target Hosts

Enter a list of host names, one per line. Or use Pattern Expressions

infra-2 hadoop local
nni-2 hadaop local
nnz-2.hadoop.local
tr1-2 hadoop local
dn[1-12)-2.hadoop.local

Host Registration Infermation

Enter the list of hosts to be included in the cluster and provide your SSH key.

@ Provide your SSH Private Key (id_rsa for root) and use SSH to automatically register hosts

Browse... | Mo file selected.

igokMDIdLYLIERFliy

fod7+mC1EsgdrkaOtyqlggreRQ3N4y8Ba0+pP 1NAPZSDO
1cIr8hJ46ImDI020T TY11 FwiBQMV1 ZfratFkDKUaWISaawNuDQ=

--END RS4A PRIVATE KEY

© Perform manual registration on hosts and do not use SSH

Advanced Options

|

|

B Use a Local Software Repasitory instead of downloading software packages from the Internet

 Path to 64-bit JOK J&VA_HOME

Jusrjavailatest

+~ Back

Host Name Pattern Expressions

Figure 127 shows a list of target host names using pattern expressions.
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Figure 127 Host Name pattern Expressions
Host name pattern expressions

infra-2.hadoop.local
nn1-2 hadoop.local
nn2-2.hadoop.local
tr1-2 hadoop local

dn1-2.hadoop local
dn2-2.hadoop.local
dn3-2 hadoap local
dn4-2 hadoop.local
dns-2 hadoop local
dne-2 hadoop local
dn7-2 hadoap local

cancel

Confirming Hosts

This screen allows you to make sure that the Ambari server has located all the required hosts for the
cluster and to make sure that the hosts have correct directories, packages, and processes to continue the
installation process.

You can remove the undesired hosts that were selected by the Ambari server. To remove all the undesired
hosts, check the appropriate check boxes provided against each of the hosts and then click

0 el . To remove a single host, click  aremove -
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Figure 128 Confirming Hosts to be Included in the Cluster

CLUSTER INSTALL WIZARD

Confirm Hosts

‘Welcome

Install Options Registering your hosts.

Hest

infra-2 hadoop local
nni-2 hadoop local
nn2-2 hadoop local
tr1-2 hadoop local

dn1-2 hadoop local
dn2-2 hadoop.local

dn3-2 hadoop.local

O(oa|o|ja|o(a|o|(o|O

o
3
(-3
=
o
w
"

dnd-2 hadoop local

dn3-2 hadoop local

B

dné-2 hadoop local

=

All host checks were successful. Click here to see the check results

+~ Back

Choose Services

Status

Success

Success

Success

Success

Success

Success

Success

Success

Success

Success

Please confirm the host list and remove any hosts that you do not want to include in the cluster.

Action

0 Reamone

0 Remove

0 Remove

Installing HDP

Show: All (18) | Installing (0) | Reqistering (0 | Success (18) | Fail (0)

HDP is made up of a number of components. See Understand the Basics for more information.

1. Select all to preselect all items.

2. When you have made your selections, click Next.
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Figure 129

CLUSTER INSTALL WIZARD
Welcome
Install Options

Confirm Hosts

Choose Services

Service all | minimum

¥ HDFS

W MapReduce
F Magios

F Ganglia

¥ Hive +HCat +
ZooKeeper

W HBase + Zookeeper

 Pig

W Sgoop
F Cozie

+— Back

Assign Masters

Choose Services

Choosing Services for the Cluster

Choose which services you want to install on your cluster.

Version Description

1.1.2

=152

323

320

0100

0945

320

Apache Hadoop Distributed File System

Apache Hadoop Distributed Processing Framework

Nagios Monitoring and Alerting system

Ganglia Metrics Collection system

Data warehouse system for ad-hoc queries & analysis of large datasets and table
& storage management service

Mon-relational distributed database and centralized service for configuration
management & synchronization

Scripting platform for analyzing large datasets

Tool for transferring bulk data between Apache Hadoop and structured data stores
such as relational databases

System for workflow coordination and execution of Apache Hadoop jobs

The Ambari install wizard attempts to assign the master nodes for various services that have been
selected for the appropriate hosts in the cluster. Figure 130 shows the current service assignments by the
host, the hostname and its number of CPU cores and RAM size.

1. Reconfigure the service assignment to match the Table 11:

Table 11

Service Assignment

Service Name

Host

NameNode nnl-2.hdoop.local
SNameNode nn2-2.hadoop.local
JobTracker tr1-2.hadoop.local

Nagios Server

infra-2.hadoop.local

Ganglia Collector

infra-2.hadoop.local

Hive Server2

nn2-2.hadoop.local

HBase Master

nn2-2.hadoop.local

Oozie Server

nn2-2.hadoop.local

ZooKeeper

tr1-2.hadoop.local
nnl-2.hdoop.local
nn2-2.hdoop.local
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2. Click Next.

Figure 130 Assigning Master Components

CLOSTER TRSTALL WIZARD -
_ Assign Masters
Welcome
Install Options Assign master components to hosts you want to run them on

= HiveServer2, Hive Metastore, and WebHCat Server will be co-hosted on the same server.

Confirm Hosts

Choose Services MameNode:

Assign

SMameNode:

JobTracker:

Manios Server:

Gangliz Collector:
HiveServer2;

Hive Metastore:
WebHCat Server:
HEase Master:
Cozie Server.
ZookKeeper;
Zookeeper:

Zaakeeper:

«~— Back

Assign Slaves and Clients

nni-2 hatoop local (252.2 Gz infra-2 hadaop local (252.2 GB, 16 cores)

M Ganglia Collector

nni-2 hadoop local (2922 GB, 16 cores)

D e

nn2-2 hadoop.local (252.2 GB, 16 cores)

WabHCat Server @ HEase Master

tr1-2.hadoop local (252.2 GB, 16 cores)

nn2-2 hadoop local (252.2 Gx|
tr1-2 hadoop local (252.2 GEx|
infra-2 hadoop local (252.2 (7|
infra-2 hadoop local (252.2 (x|
nn2-2 hadoop local (252.2 C=|
nn2-2 hadoop local s
nn2-2 hadoop local«
nn2-2 hadoop local (252.2 G|

nn2-2 hadoop local (252.2 Gx|

|tr1-2 hadoop.local (252.2 Gi=| | @
nni-2 hadoop local (252.2 Cx| @

nn2-2 hadoop local (252 2 Ej 00

The Ambari install wizard attempts to assign the slave components (DataNodes, TaskTrackers, and
RegionServers) to appropriate hosts in the cluster. Reconfigure the service assignment to match

Figure 131:

1. Accept the default assignment for DataNode, TaskTracker, RegionServer nodes.

2. Assign Client to all nodes.

3. Click Next.
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Figure 131 Assigning Slave and Client Components to Hosts

CLUSTER INSTALL WIZARD

Welcome

Iptions

Confirm Hosts

Customize Services

Assign Slaves and Clients

Assign slave and client components to hosts you want to run them on

Hosts that are assigned master components hown with *

*Client" will install HOFS Client, MapReduce Client, H lient, HCat Client, HBase Cllent, Pig, Sgoop, Oozie Client
and Zookeeper Client

Host all | none all | none all | none all | none —
Infra-2 hadoop.local = [T DataNode I™ TaskTracker ™ RegionServer F Client
nn1-2 hadoop local = [T DataNode T TaskTracker [T RegionServer I Client
nn2-2 hadoop local « " DataNode ™ TaskTracker ™ RegionServer F Client
tri-2 hadoop Jocal = [T DataNode ™ TaskTracker [T RegionServer F Client
dn1-2 hadoop local W DataNode ¥ TaskTracker W RegionServer R Client
dn2-2 hadoop local F DataNode W TaskTracker ¥ RegionServer F Client H
dn3-2 hadoop local W DataNode W TaskTracker ¥ RegionServer F Client
dnd-2 hadoop local W DataNode W TaskTracker ¥ RegionServer F Cllent
dns-2 hadoop local W DataNode W TaskTracker ¥ RegionServer F Client
dné-2 hadoop local W Datahode W TaskTracker W RegionServer F Client ;I

- Baci i

Customize Services window in the cluster install wizard presents a number of configuration settings to
manage Hadoop components. The configuration settings can be done based on your requirements under
each of the tabs as shown in Figure 132. This window shows the default settings for each of the
configuration options, but you can modify the settings to meet specific requirements.

Following are the configurations available in the cluster install wizard:

HDFS, page 160
MapReduce, page 162
Hive/HCat, page 164
WebHCat, page 165
HBase, page 166
ZooKeeper, page 167
Oozie, page 168
Nagios, page 169
Misc, page 170

The following sections provide details of each of these configurations.

HDFS

Update the HDFS configurations as shown in Table 12, and Figure 132 and Figure 133:
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Table 12 HDFS Configurations

Property Name Value
NameNode Java Heap Size 4GB
Reserved space for HDFS 4GB

Figure 132 Customize Services - HDFS Configuration Window Part 1

CLUSTER INSTALL WIZARD

Welcome Customize Services
nstall l_'|';||r||' 5

Wi have come up with recommended configurations for the services you selected. Customize them as you see fit
Confirm Hosts

Choose Services

HDFS ~ MapReduce  HiveHCat{f])  WebHCat  HBase  Zookeeper Oczie  Nagios ) Misc
Assign Masters
Assign Slaves and Clients * MameNode
Customize Services

MameNode host nni-2.hadoop local

MameNode directones frifsftsimage_bkphadoophdrshamenode

NameNode Java heap 4098 MB

size

Namehode new 200 ME

generation size

* SNameNode

SMameNode host nn2-2 hadoop local

SecondaryNamenode Mmisfsimage_bkphadoophdrsmamesecon
Checkpoint directory
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Figure 133 Customize Services - HDFS Configuration Window Part 2
* DataNode
Datamode hosts dn1-2. hadoop.local 11 others
DataMode directories MDP/sdhi/hadoop/hdfsidata
/HDP/sdc 1/Madoopdis/data
DataMode maximurm Java 1024 MB
heap size
DataMode volumes 0

failure toleration

~ General

WebHOFS enabled O

Hadoop maximum Java 1024 ME
heap size

Reserved space for 4| GB
HOFS

HOFS Maximum 21600 seconds
Checkpoint Delay

HDFS Maximum Edit Log 0.5 GB
Size for Checkpointing

P Advanced

MapReduce

Update the MapReduce configuration as shown in Table 13, and Figure 134 and Figure 135:

Table 13 MapReduce Configurations

Property Name Value
Job Tracker Maximum Java Heap Size 4GB
Number of Map Slots per Node 24
Number of Reduce Slots per Node 12
Java Options for MapReduce Tasks 4GB
Map-side sort buffer memory 1GB
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Figure 134 Customize Services - MapReduce Configuration Window Part 1

welcome Customize Services
Install Options

o We have come up with recommended configurations for the services you selected. Customize them &s you see fit
Confirm Hosts

Choose S

HOFS  MapReduce  HiwveHCat@)  WebHCat  HBase  Zook

Oozie  Nagios @ Misc

* JobTracker

JobTracker host tri-2 hadoop local

JobTracker new 200 ME
generation size

JobTracker maximum 200 ME
niEw generation size

JobTracker maximum 40%6 ME
Java heap size

* TaskTracker

TaskTracer nosts ani-2 hadoop Jocal 11 others
MapReduce local MHOP/sdbIMadoopmapred
directories MHOP/stc 1 adoopimapred

Mumber of Map slots per 24

node

Number of Reduce siots i

per node

Java options for 4096 MB
MapReduce tasks
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Figure 135 Customize Services - MapReduce Configuration Window Part 2

¥ General

WapReduce Capacity org.apache hz
Scheduler

Cluster's Map slot size -1 MB
(virtual memory)

Cluster's Reduce slot -1 MB
size (virtual memory)

Upper limit on virtual -1 MEB
mermary for single Map

task

Upper limit on virtual -1 MB
remory for single

Reduce task

Default virtual memary -1 MB
for @ job's map-task

Default virtual memory -1 MB
for a joi's reduce-task

Map-side sort buffer 1024] MB
memaory

Limit on buffer 09
Job log retention (hours) 24 hours

Maxirnum number tasks -1
for a Job

LZO compression O
Snappy compression ¥

Enable Job Diagnostics F

Hive/HCat

Enter the hive database password as per the organizational policy as shown in Figure 136.
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CLUSTER INSTALL WIZARD
welcome Customize Services
Install Options

We have come up with recommended configurations for the services you selected. Customize them as you see fit

Confirm Hosts

HOFS  MapReduce  Hive/MCat at  HBase  Zookeeper Oczie  Magios @@ Misc
* Hive Metastore

Heve Metastore host nn2-2 hadoop local

Hive Database & New MySOL Database

" Existing MySQL Database

Database Type MySQL

Database host nn2-2 hadoop local
Database narme hive

Database user hive

Database password tILT] see)

P Advanced
Attention:

« Back

WebHCat

We can restore the default settings, no changes needed as shown in Figure 137.

Installing HOP W
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Figure 137 Customize Services - WebHcat Configuration

CLUSTER INSTALL WIZARD

welcome Customize Services
Install Options

We have come up with recommended configurations for the services you selected. Customize them as you see fit
Confirm Hosts

Choose Services = o
HDFS  MapReduce  Hive/HCat  WebHCat  HBase  ZooKeeper Dozie  Nagios @)  Misc

Assign Masters

¥ Arvanced

Customize Services

templeton port

s0111

templeton hadoop.cont.dir

fetchadoop/cont

templeton jar

fusrilivhcatalog/sharetwebhc at/svriwebheat jar

templeton libjars

fusrflibizookeeper/zookeeper jar

templeton hadoop

JMusribinfadoop

templeton. pig.archive

hars Arappsimenhcatipio 1aroz

templeton.pig path

pig tar gz/pin/in'pig

Eeenelatan hash

HBase

Update the HBase configurations as shown in Table 14, and Figure 138:

Table 14 HBase Configurations
Property Name Value
HBase Master Maximum Java Heap Size 4GB

HBase RegionServers Maximum Java Heap Size |[32GB
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Welcome

Install Options
Confirm Hosts
Choose Services

Assign Masters

ves and Clients

ZooKeeper

Figure 138

Installing HOP W

Customize Services - HBase Configuration Window

Customize Services

‘We have come up with recommended configurations for the services you selected. Customize them as you see fit

HDFS MapReduce

~ HBase Master

HBase Master host

HBase Master Maximum
Java heap size

~ RegonServer

RegionServer hasts

HBase Region Servers
maximurn Java heap size

HBase Region Server
Hanuler

HBase Region Major
Compaction

HBase Region Block
Multiplier

HBase Region Memstore
Flush Size

* General

Hive/HCat  WebHCat  HBase  Zookeeper  Corie  Nagios @) Misc

nn2-2 hadoop local

4098 MB

dn1-2 hadoop local 11 others

32768 MB

30

G&400000 ms

134217728 bytes

We can restore the default settings in the ZooKeeper window, no changes needed as shown in
Figure 137.
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Figure 139 Customize Services - ZooKeeper Window

Welcome Customize Services

Install Options
Wie have come up with recommended configurations for the services you selected. Customize them as you see fit

Confirm Hosts
Choose Services - .
’ HOFS MapReduce Hive/HCat WebHCat HBase Zookeeper Cozie Magios o Misc
Assign Masters
Assign Slaves and Clients = ZooKeeper Server

Customize Services

FooKeeper Server hosts tr1-2 hadoop local 2 others
ZooKeeper directory infsffsimage_bkp/hadoopizookeeper
Length of single Tick 2000 ms

Ticks to allow far sync at 10
Init

Ticks to allow for sync at 35
Runtime

Part for running ZK 2181
Server

¥ Advanced

=
=
®

ntion:

— Back

Oozie

Enter the Oozie database password as per the organizational policy as shown in Figure 140.
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Welcome
Install Options
Confirm Hosts
Choose Services

Assign Masters

Assign Slaves and Clients

Nagios

CLUSTER INSTALL WIZARD

Welcome

nstall Options
Confirm Hosts
Choose Services

Assign Masters

Assign Sia

Customize

Figure 140

Installing HOP W

Customize Services - Oozie Window

Customize Services

e have come up with recommended configurations for the senvices you selected. Cuslomize them as you see fit

HOFS MapReduce Hive/HCat  WebHCat HBase

» Qczie Server

Oozle Server host
Database Type

Oczie Database

Database Name

Database Username

Database Password

Oaozie Data Dir

»  Advanced

¥ Custom oozie-site Xl

Attention

«— Back

Zookeeper Oozie  Nagios @)  Misc

nn2-2 hadoop local

Dertry

& New Derby Database

oorzie
oozie
..... anany] uno

Inrsisimage_bkpMadoop/oozie/data

Update the Nagios configuration as shown in Figure 141.

Enter the following in the Nagios window:

e Nagios admin password as per organizational policy.

e Hadoop admin email.

Figure 141

Customize Services - Nagios Window

Customize Services

We have come up with recommended configurations for the services you selected. Customize them as you see fit

HOFS MapReduce  Hiwi

* General

Nagios Admin username
Nagios Admin password

Hadoop Admin email

+«— Back

efHCat  WebHCat HBase Zookeeper Oozie Nagios Misc

nagiosadmin
(T sessee Undo

admin emaii@example|com Unido
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Misc

We can restore the default settings in the Misc window, no changes needed as shown in Figure 142.

Figure 142 Customize Services - Misc Window
CLUSTER INSTALL WIZARD
Weicome Customize Services
Install Options

We have Come up with recommended configurations for the services you selected. Customize them as you see fit

Confirm Hosts

Choose Senvices

HOFS MapReduce HivesHCat WebHCat HBaze
Assign Masters
As! and Chents = Users and Groups
Customize Services

Proy group for Hive, users

WebHCat, and Oozie

HOFS User hdfs
MapReduce User mapred
HBase User hbase
Hive User hive

HCat User heat
WibHCaL User ncat
Qozie User oozie
Zookieeper User zookeeper
Group hadoop

« Back

Review

Make sure the Review window shows all the configurations that you have done. Then click Deploy as
shown in Figure 143. If any changes are to be made, use the left navigation bar to return to the

appropriate screen.
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welcome

nstall Options

Customize Services

Installing HOP

Figure 143 Review Window

Review

Flease review the configuration before installation

Admin Name : admin L S|
Cluster Name : FLEXPOD_HDP
Total Hosts : 16 {16 new)
Local Repository - No
Services

HDFS

nn1-2 hadoop local
mehode | nn2-2 hadoop local
2 hosts

Datanodes

MapReduce
JobTracker : tr1-2_hadoop.local
ask ckers : 12 hosts

infra-2 hadoop local

ator / (admin ple.com)
Ganglia
rver  infra-2 hadoop local
Hive + HCatalog
Hive Metastore : nn2-2.hadoop.local =l
+— Back

The installation process is shown by the progress indicator as shown in Figure 144. Each component
when installed, gets started with a simple test which is run on each of the components. The overall status
of the installed components are shown by the progress bar besides every host.

To see the specific information on what tasks have been completed per host, click the link in the Message
column for the appropriate host. In the Tasks pop-up, select individual task to see the related log files.
Select filter conditions by using the drop-down list. To see a larger version of the log contents, click
Open. And to copy the contents to the clipboard, click Copy.

Depending on the components being installed per host, the entire process may take 30 or more minutes.

Click Next, when successfully installed and started the services message at the bottom of window
appears as shown in Figure 144.
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Figure 144 Cluster Install Wizard - Install, Start and Test Window

Show: All (16) | In Progress (0) | Waming {01 | Success (16) | Eaild0)
Host Message

infra-2 hadoop local 100% Succe:

nni-2 hadoop local 100% Success

nn2-2 hadoop local 100%  Success

tr1-2 hadoop local 100%  Success
dn1-2.hadoop local 100% Success
dn2-2 hadoop local 100% Success
on3-2 hadoop local 100% Success
dn4-2 hadoop local 100%  Suctess
dn5-2 hadoop local 100%  Success
dné-2 hadoop local 100% Success
dn7-2 hadoop local 100% Success
dnB-2 hadoop local 100% Success
dng-2 hadoop local 100% Success
dn10-2 hadoop local 100% Success

dn11-2 hadoop local 100% Success

dn12-2 hadoop local 100% Success

Successfully installed and started the services

Summary of Installation Process

The summary page shows the accomplished tasks after the completion of cluster installation.

Figure 145 Cluster Install Wizard- Summary Window
CLUSTER INSTALL WIZARD
Summary
Install Options Here is the summary of the install process.
vices The cluster consists of 16 hosts

Installed and started services successfully on 16 new hosts

Master services installed
MameNode installed on nn1-2 hadoop.local
SecondaryNameNode installed on nn2-2.hadoop local
JobTracker installed on tr1-2 hadoop local

Review MNagios Server installed on infra-2 hadoop.local

Ganglia Server installed on infra-2.hadoop local

Hive Metastore installed on nn2-2 hadoop local

HBase Master installed on nn2-2 hadoop local

Qozie Server installed on nn2-2 hadoop local

All services started
All tests passed

Install and start completed in 5 minutes and 34 seconds

+— Back
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Conclusion W

FlexPod Select for Hadoop is an innovative solution that combines technologies from the market leaders
to enhance reliability and capacity. The fully redundant fabric architecture with industry-leading
namenode resiliency, RAID protection with data replication and hot-swappable spares can significantly
lower the risk of failure and application downtime. Leading edge Hadoop management tools provide an
analytic stack for big data that is highly reliable, scalable and easier to operate.

The solution addresses today's data-driven environment, in which complex and large data sets need to be
processed quickly and efficiently. Seamless data and management integration capabilities co-exist with
FlexPod running enterprise applications such as Oracle®, Microsoft®, and SAP®, among many others.
Compatibility with traditional FlexPod deployments, that is, the existing resources, can still be used and
extended. The solution is offered in a master and an expansion configuration for easy scaling. This is a
pre-validated solution that enables quick and easy deployment.

Bill of Materials

The FlexPod Select for Hadoop is offered in a master configuration and an expansion configuration for
easy scaling.

Up to 160 servers, 2560 processor cores, and up to 10 petabytes of user storage capacity is supported in
one single domain. Applications that need to scale beyond one domain can interconnect several UCS
domains using Cisco Nexus Series switches. Scalable to thousands of servers and hundreds of petabytes
of data, these domains can be managed from a single pane by using UCS Central in a data center or in
remote global locations.

This section provides the hardware and software specifications for deploying the FlexPod Select for
Hadoop.

Cisco Bill of Materials

Table 15 provides Cisco BOM for both master rack and expansion rack solutions.

Table 15 Cisco BOM
Master Expansion
Rack Rack
Hardware / Software Description Quantity Quantity
Cisco UCS C220M3 Servers UCS C220 M3 SFF w/o CPU 16 16
(UCSC-C220-M3S) mem HDD PCle PSU w/ rail
kit
CON-UCW3-C220M3SF UC PLUS 24X7X4 UCS C220 |48 48
M3 SFF w/o
UCS-CPU-E5-2680 2.70 GHz E5-2680 130W 32 32
8C/20MB Cache/DDR3
1600MHz
UCS-MR-1X162RY-A 16GB DDR3-1600-MHz 256 256
RDIMM/PC3-12800/dual
rank/1.35v
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Table 15 Cisco BOM
Master Expansion
Rack Rack
Hardware / Software Description Quantity Quantity
A03-D600GA2 600GB 6Gb SAS 10K RPM SFF |32 32
HDD/hot plug/drive sled
mounted
CAB-N5K6A-NA Power Cord, 200/240V 6A, 32 32
North America
UCSC-PSU-650W 650W power supply for C-series |32 32
rack servers
UCSC-RAID-ROMS55 Embedded SW RAID 0/1/10/58 |16 16
ports SAS/SATA
UCSC-PCIE-CSC-02 Cisco VIC 1225 Dual Port 10Gb |16 16
SFP+ CAN
N20-BBLKD UCS 2.5 inch HDD blanking 96 96
panel
UCSC-HS-C220M3 Heat Sink for UCS C220 M3 32 32
Rack Server
UCSC-PCIF-01F Full height PClIe filler for 16 16
C-Series
UCSC-PCIF-01H Half height PClIe filler for UCS |16 16
UCSC-RAIL1 Rail Kit for C220 C22 C24 rack |16 16
servers
Cisco RP208-30-1P-U-1 Cisco RP208-30-U-1 Single 2 2
Phase PDU 2x C13 4x C19
CON-UCW3-RPDUX UC PLUS 24X7X4 Cisco 6 6
RP208-30-U-X Single Phase
PDU 2x
RACK-BLANK-001 Filler panels (qty 12) 1U plastic |1 1
toolless
Cisco R42610 standard rack Cisco R42610 standard rack 1 1
(RACK-UCS2) w/side panels
Cisco RP208-30-1P-U-2 Cisco RP208-30-U-2 Single 2 2
Phase PDU 20x C13 4x C19
CON-UCW3-RPDUX UC PLUS 24X7X4 Cisco 12 12
RP208-30-U-X Single Phase
PDU 2x
Cisco UCS 6296UP Fabric Interconnect |[UCS 6296UP 2RU Fabric Int/No |2 -
(UCS-FI-6296UP) PSU/48 UP/ 18p LIC
UCS-PSU-6296UP-AC UCS 6296UP Power 4 -

Supply/100-240VAC

CON-UCW7-FI6296UP

36X24X7 Support UCS 6296UP
2RU Fabric Int/2 PSU/4 Fans
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NetApp Bill of Materials

Table 15 Cisco BOM
Master Expansion
Rack Rack
Hardware / Software Description Quantity Quantity
Cisco Catalyst 2960S Catalyst 2960S 48 GigE PoE 1 -
(WS-C2960S-48FPS-L) 740W, 4 x SFP LAN Base
CON-SNT3-2960S4FS SMARTNET 3YR 8X5XNBD 1 1
Cat2960S Stk48 GigE PoE
740W,4xSFP Base
Cisco Nexus 2232PP Fabric Extender N2K 10GE, 2 ACPS, 1 Fan (Std |2 2
(N2K-UCS2232PP-10GE) Air), 32x1/10GE+8x10GE
CON-SNTP-N2232F Smart Net Services 24X7X4 6 6
SFP-H10GB-CU3M 10GBASE-CU SFP+ Cable 3 16 16
Meter
SFP-H10GB-CU2M 10GBASE-CU SFP+ Cable 2 16 16
Meter
SFP-H10GB-CU2M 10GBASE-CU SFP+ Cable 2 4 4
Meter
SFP-H10GB-CU 1M 10GBASE-CU SFP+ Cable 1 18 18
Meter
Table 16 provides NetApp BOM for both master rack and expansion rack solutions.
Table 16 NetApp BOM
Master Expansion
Rack Rack
Hardware / Software Description Quantity Quantity
NetApp FAS Components
FAS2220-6X1TB-R6 FAS2220, 6x1TB, base 1
X800E-R6 Power cable North America, R6 |2
X5526A-R6 Rackmount Kit, 1
4-Post,Universal, R6
NetApp E-Series Components
E5400-SYS-R6 E5400, SYS, -R6 3 4
X5526A-R6 E5400A, 6GB Controller 6 8
DE6600-SYS-ENCL-R6 DE6600 system enclosure 3 4
E-X5680A-R6 Enclosure, 4U-60, DE6600, 3 4
empty, 2PS
X-54736-00- R6 HIC, E5400, E5500, SAS, 6 8
4-Port, 6Gb
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Table 16 NetApp BOM
Master Expansion
Rack Rack
Hardware / Software Description Quantity Quantity
E-X4021A-10-R6 Disk Drives,10x3TB,7.2k, 18 24
DE6600
X-48619-00-R6 Battery, 5400 6 8
Software Licensing
SW-2220-ONTAPS-P SW, Data ONTAP® Essentials, |1 0
2220-P
SW-NFS-C SW, NES, -C 1 0
SW-CIFS-C SW, CIFS, -C 1 0
SW-FCP-C SW, FCP, -C 1 0
SW-ISCSI-C SW, iSCSI, -C 1 0

Related Information

Table 17 provides information on RHEL specifications for both master rack and expansion rack

solutions.
Table 17 Red Hat Enterprise Linux specifications
Master Expansion
Rack Rack
Red Hat Enterprise Linux Description Quantity Quantity
RHEL-2S-1G-3A Rhel/2 Socket/1 Guest/3Yr Sves |16 16
Required
CON-ISV1-RH2S1G3A ISV 24X7 Rhel/2 Socket/1 Guest |16 16

List Price 3Y

Table 18 provides information on the other hardware/software specifications required for both master

rack and expansion rack solutions.

For information on LSI products and information on how to buy these products, see:

http://www.lsi.com/channel/products/storagecomponents/Pages/LSISAS9207-8e.aspx

r FlexPod Select with Hortonworks Data Platform (HDP)
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Table 18 Hardware/Software specifications
Master Expansion
Rack Rack
Hardware/Software Description Quantity Quantity
LSI100118 LSI SAS 9207-8¢ HBA 12 16
LSI CBL-SFF8088 SAS-20M 2M External Mini SAS 12 16
SFF-8088(26-pin 4x) to
Mini-SAS SFF-8088 (26-pin 4x)
Cables
LSI00118 Support 12 16

Table 19 provides information on the Hortonworks Data Platform software required for both master rack
and expansion rack solutions.

Table 19 Software specifications
Master Expansion
Rack Rack
Software Description Quantity Quantity
HDP
NA Hortonworks Data Platform 16 16
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