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1 Overview

Industry trends indicate a vast data center transformation toward shared infrastructures. Enterprise customers are
moving away from silos of information and toward shared infrastructures, to virtualized environments, and
eventually to the cloud to increase agility and reduce costs.

This document reports the results of a study evaluating the scalability of a mixed workload environment including
Citrix XenDesktop 5.6 Hosted Virtual Desktops with PVS write-cache on SSDs on the blades, XenDesktop 5.6 Hosted
Virtual Desktop 5.6 with Personal vDisk, and XenApp 6.5 Hosted Shared Desktop environment, utilizing Citrix
Provisioning Server 6.1, on Cisco UCS B-Series B200 M3 Blade Servers running VMware ESXi 5. 1 hypervisor software
connected to an EMC VNX 7500 Storage Array. We utilize second and third generation Unified Computing System
hardware and software. We provide best practice recommendations and sizing guidelines for large scale customer
deployments of the mixed workload on the Cisco Unified Computing System.

1.1 Solution Component Benefits

Each of the components of the overall solution materially contributes to the value of functional design contained in
this document.

1.1.1 Benefits of Cisco Unified Computing System

Cisco Unified Computing System™ is the first converged data center platform that combines industry-standard, x86-
architecture servers with networking and storage access into a single converged system. The system is entirely
programmable using unified, model-based management to simplify and speed deployment of enterprise-class
applications and services running in bare-metal, virtualized, and cloud computing environments.

Benefits of the Cisco Unified Computing System include the following:
Architectural Flexibility

e Cisco UCS B-Series blade servers for infrastructure and virtual workload hosting
e Cisco UCS C-Series rack-mount servers for infrastructure and virtual workload Hosting
e (Cisco UCS 6200 Series second generation fabric interconnects provide unified blade, network and storage
connectivity
e (Cisco UCS 5108 Blade Chassis provide the perfect environment for multi-server type, multi-purpose
workloads in a single containment
Infrastructure Simplicity

e Converged, simplified architecture drives increased IT productivity
e (Cisco UCS management results in flexible, agile, high performance, self-integrating information technology
with faster ROI
e Fabric Extender technology reduces the number of system components to purchase, configure and maintain
e Standards-based, high bandwidth, low latency virtualization-aware unified fabric delivers high density,
excellent virtual desktop user-experience
Business Agility

e Model-based management means faster deployment of new capacity for rapid and accurate scalability
e Scale up to 20 Chassis and up to 160 blades in a single Cisco UCS management domain
e Tight integration with VMware vCenter for Cisco Unified Computing System
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1.1.2 Benefits of Nexus 5548UP

The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity, and business
agility, with support for networking standards. For traditional, virtualized, unified, and high-performance computing
(HPC) environments, it offers a long list of IT and business advantages, which includes the following:

Architectural Flexibility

Unified ports that support traditional Ethernet, Fibre Channel (FC),and Fibre Channel over Ethernet (FCoE)
Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric Extender (FEX)
Technology portfolio, including:

Nexus 1000V Virtual Distributed Switch

Cisco Nexus 2000 FEX

Adapter FEX

VM-FEX

Infrastructure Simplicity

Common high-density, high-performance, data-center-class, fixed-form-factor platform
Consolidates LAN and storage

Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE

Reduces management points with FEX Technology

Business Agility

Meets diverse data center deployments on one platform
Provides rapid migration and transition for traditional and evolving technologies
Offers performance and scalability to meet growing business needs

Specifications at-a Glance

A 1 -rack-unit, 1/10 Gigabit Ethernet switch

32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fibre Channel, and Ethernet or
FCoE

Throughput of up to 960 Gbps
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1.1.3 Benefits of EMC VNX Family of Storage Controllers
The EMC VNX Family

The EMC VNX Family delivers industry leading innovation and enterprise capabilities for file, block, and object storage
in a scalable, easy-to-use solution. This next-generation storage platform combines powerful and flexible hardware
with advanced efficiency, management, and protection software to meet the demanding needs of today’s
enterprises.

All of this is available in a choice of systems ranging from affordable entry-level solutions to high performance,
petabyte-capacity configurations servicing the most demanding application requirements. The VNX family includes
the VNXe Series, purpose-built for the IT generalist in smaller environments , and the VNX Series , designed to meet
the high-performance, high scalability, requirements of midsize and large enterprises.

VNXe Series — Simple, Efficient, Affordable

The VNXe Series was designed with the IT generalist in mind and provides an integrated storage system for small-to-
medium businesses as well as remote offices, and departments in larger enterprise businesses. Starting at less than
S8K, the VNXe series provides true storage consolidation with a unique application—driven approach that eliminates
the boundaries between applications and their storage.

This simple application-driven approach to managing shared storage makes the VNXe series ideal for IT
generalists/managers and application administrators who may have limited storage expertise. EMC Unisphere for the
VNXe series enables easy, wizard-based provisioning of storage for Microsoft, Exchange, file shares, iSCSI volumes,
VMware, and Hyper-V. VNXe supports tight integration with VMware to further facilitate efficient management of
virtualized environments. Complemented by Unisphere Remote, the VNXe is also ideal for remote office-branch
office (ROBO) deployments. Built-in efficiency capabilities, such as file de-duplication with compression and thin
provisioning result in streamlined operations and can save up to 50 percent in upfront storage costs. Software packs
aimed at facilitating backup, remote data protection, and disaster recovery include features such as easy-to-configure
application snapshots.

The VNXe series supports high availability by using redundant components — power supplies, fans, and storage
processors — as well as dynamic failover and failback. Additionally, the VNXe series supports the ability to upgrade
system software or hardware while the VNXe system is running. It also delivers single click access to a world of
resources such as comprehensive online documentation, training, and how-to-videos to expand your knowledge and
answer questions.

VNX Series —Simple, Efficient, Powerful

A robust platform for consolidation of legacy block storage, file-servers, and direct-attached application storage, the
VNX series enables organizations to dynamically grow, share, and cost-effectively manage multi-protocol file systems
and multi-protocol block storage access. The VNX Operating environment enables Microsoft Windows and
Linux/UNIX clients to share files in multi-protocol (NFS and CIFS) environments. At the same time it supports iSCSI,
Fiber Channel, and FCoE access for high bandwidth and latency-sensitive block applications. The combination of EMC
Atmos Virtual Edition software and VNX storage supports object-based storage and enables customers to manage
web applications from EMC Unisphere. The VNX series next generation storage platform is powered by Intel quad-
core Xeon 5600 series with a 6 —Gb/s SAS drive back-end and delivers demonstrable performance improvements over
the previous generation mid-tier storage as follows:

e Run Microsoft SQL and Oracle 3x to 10x faster
e Enable 2x system performance in less than 2 minutes —non-disruptively
e Provide up to 10 GB/s bandwidth for data warehouse applications

1.1.4 Benefits of VMware ESXi 5.1
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As virtualization is now a critical component to an overall IT strategy, it is important to choose the right vendor.
VMware is the leading business virtualization infrastructure provider, offering the most trusted and reliable platform
for building private clouds and federating to public clouds.

Find out how only VMware delivers on the core requirements for a business virtualization infrastructure solution.

1. Built on a robust, reliable foundation

2. Delivers a complete virtualization platform from desktop through the datacenter out to the public cloud

Provides the most comprehensive virtualization and cloud management

Integrates with your overall IT infrastructure

ok W

Proven with over 350,000 customers

And best of all, VMware delivers while providing

6. Low total-cost-of-ownership (TCO)

1.1.5 Benefits of Citrix Desktop Virtualization
Citrix offers three key technologies that enable high definition end user desktops:

Citrix XenDesktop

XenDesktop is a comprehensive desktop virtualization solution that includes all the capabilities required to deliver
desktops, applications and data securely to every user in an enterprise. Trusted by the world's largest organizations,
XenDesktop has won numerous awards for its leading-edge technology and strategic approach to
desktop virtualization.

XenDesktop helps businesses with the following:

e Enable virtual work styles to increase workforce productivity from anywhere

e Leverage the latest mobile devices to drive innovation throughout the business

e Rapidly adapt to change with fast, flexible desktop and app delivery for offshoring, M&A, branch expansion
and other initiatives

e Transform desktop computing with centralized delivery, management and security

A complete line of XenDesktop editions lets you choose the ideal solution for your business needs and IT strategy.
XenDesktop VDI edition, a scalable solution for delivering virtual desktopsin a VDI scenario, includes Citrix HDX
technology, Provisioning Services, and Profile Management. XenDesktop Enterprise edition is an enterprise-class
desktop virtualization solution with FlexCast delivery technology that delivers the right type of virtual desktop with
on-demand applications to any user, anywhere. The comprehensive Platinum edition includes advanced
management, monitoring and security capabilities.

Citrix XenApp

Citrix XenApp empowers users with on-demand self-service to enterprise hosted shared desktops and applications.
Used by more than 100 million people worldwide, XenApp is an application delivery solution that enables any
Windows® application to be virtualized, centralized and managed in the datacenter and instantly delivered as a
service to users anywhere on any device. Virtual application delivery with XenApp enables organizations to improve
application management by:



http://www.vmware.com/virtualization/advantages/robust/robust-foundation.html
dcr://templatedata/content/standard/data/sections/technical-resources/virtual-platform/live-migration
http://www.vmware.com/virtualization/advantages/virtualization-management/virtual-management.html
http://www.vmware.com/virtualization/advantages/infrastructure/integrated-infrastructure.html
http://www.vmware.com/virtualization/advantages/customer/virtualization-customers.html
http://www.vmware.com/virtualization/advantages/total-cost/virtual-machine-density.html
http://www.citrix.com/solutions/desktop-virtualization.html
http://www.citrix.com/hdx
http://www.citrix.com/hdx
http://www.citrix.com/products/xendesktop/features/flexible-delivery.html
http://www.citrix.com/products/xenapp/how-it-works/application-virtualization.html
http://www.citrix.com/products/xenapp/how-it-helps.html

Iy @ :
CISco CITRIX vmware

e Centralizing hosted shared desktop and applications in the datacenter to reduce complexity and lower the
cost of desktop management by up to 50 percent

e Controlling and encrypting access to data and applications to improve security

o Delivering applications instantly to users anywhere on any device

e Simplifying and automating the process of delivering or updating applications, enabling IT to focus on
strategic initiatives

XenApp reduces the cost of desktop management up to 50 percent by simplifying the management and delivery of all
Windows applications. Centralizing hosted shared desktops and applications in the datacenter reduces costs and
increases efficiency by enabling IT to manage a single instance of each application in an application hub, rather than
using manual processes to install applications on every PC.

Citrix Provisioning Server

Citrix Provisioning Server provides the capability to create, maintain and start hundreds of virtual desktop and virtual
servers from a single virtual disk image respectively. The benefits are greatly reduced disk storage requirements
compared to other provisioning techniques and the ability to maintain all of the desktops or servers by changing their
respective single virtual disk image.

Citrix Provisioning Server 6.1 was used to create and maintain XenDesktop 5.6 virtual desktops and XenApp 6.5
virtual servers for hosted shared desktops.

1.2 Audience

This document describes the architecture and deployment procedures of an infrastructure comprised of Cisco, EMC,
VMware and Citrix virtualization. The intended audience of this document includes, but is not limited to, sales
engineers, field consultants, professional services, IT managers, partner engineering, and customers who want to
deploy the solution described in this document.

2 Summary of Main Findings

The combination of technologies from Cisco Systems, Inc, Citrix Systems, Inc, VMware and EMC produced a highly
efficient, robust and scalable 4000 seat mixed Desktop Virtualization Infrastructure delivering outstanding end-user
experience with the following concurrently running workloads:

e 2000 Citrix XenApp 6.5 Hosted Shared Desktop sessions
e 1000 Citrix XenDesktop 5.6 Pooled Hosted Virtual Desktops with PVS Write Cache on Tier O Storage
e 1000 Citrix XenDesktop 5.6 Hosted Virtual Desktops with Personal vDisk

The combined power of the Cisco Unified Computing System, Nexus switching and EMC storage hardware, VMware
ESXi 5.1, Citrix Provisioning Server 6.1, Citrix XenApp 6.5 and Citrix XenDesktop 5.6 software produces a high-density
per blade and per chassis mixed workload Virtual Desktop delivery system with the following:

e (Cisco UCS B200 M3 half-width blade with dual 8-core processors, 256GB of 1600 MHz memory and two 300GB
SSDs for PVS write cache supports 40.9% more pooled hosted virtual desktop workloads than the previously
studied full width blade using a new Login VSI medium workload with flash.

e (Cisco UCS B200 M3 half-width blade with dual 8-core processors and 256GB of 1600 MHz memory supports
31.8% more hosted virtual desktop with Personal vDisk workloads than the previously studied full width blade
using a new Login VSI medium workload with flash.

e (Cisco UCS B200 M3 half-width blade with dual 8-core processors and 256GB of 1600 MHz memory supports
11.1% more hosted shared desktop sessions than the previously studied full width blade using a new Login VSI
medium workload with flash.


http://www.citrix.com/products/xendesktop/overview.html
http://www.citrix.com/products/xendesktop/overview.html
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e The study design based on 25 Cisco Unified Computing System B200 M3 desktop virtualization blades, each with
dual 8-core processors, 256GB of memory and a Cisco UCS VIC1240 converged network adapter supports 4000
virtual desktop workloads running the new medium workload with flash, more than 3 times the density of
previously studied chassis with full width blades.

e The 4000 seat system booted to a login prompt in less than 30 minutes without exhausting server CPU, memory,
network or storage subsystems.

e We were able to ramp up (log in and start workloads) to steady state (with all 4000 users logged in and working)
in 30 minutes without pegging the processor, exhausting memory or storage subsystems.

e Compared to previous studies with full width blades, the rack space required to support 5000 users was reduced
from 72 Rack Units to 30 Rack units.

e Pure Virtualization: We continue to present a validated design that is 100% virtualized on ESXi 5. 1. All of the
Windows 7 SP1 virtual desktops and supporting infrastructure components, including Active Directory, Profile
Servers, Provisioning Servers, SQL Servers, XenDesktop delivery controllers and XenApp servers were hosted as
virtual servers.

e We maintain our industry leadership with our new Cisco UCS Manager 2.1(1a) software that makes scaling
simple, consistency guaranteed and maintenance simple. Combined with UCS Central, our Cisco UCS
management scope extends to over 100,000 virtual desktops.

e QOur 10G unified fabric story gets additional validation on second generation Cisco UCS 6200 Series Fabric
Interconnects and second generation Nexus 5500 Series access switches as we run more challenging workload
testing, maintaining unsurpassed user response times.

e EMC’s VNX 7500 system provides storage consolidation and outstanding efficiency. Both block and NFS storage
resources were provided by a single system.

e EMC's Fast Cache technology delivers predictable performance and continuous availability for end user
computing environment ensuring a rich end user experience while enforcing compliance, data security, high-
availability, and increasing IT productivity.

e EMC delivers simplified management to an End User Computing infrastructure through Unisphere for ease of
configuration and management, plug-in technologies for simplified desktop provisioning, and integrations that
deliver rich metrics for monitoring your VNX storage platform.

e (Citrix HDX technology, extended in XenDesktop 5.6 Feature Pack 1 software, provides excellent performance with
host-rendered flash video and other demanding applications.

e (Citrix XenApp 6.5 extends the flexibility of the solution design by adding hosted shared server desktops and
published applications to the solution array.

e Citrix FlexCast technology provides the right desktop resources to the right device and insures a consistent user
experience based on the device being used.
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3 Architecture

3.1 Hardware Deployed

The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, when the reference architecture contained in this document is built, it can easily be scaled as
requirements and demands change. This includes scaling both up (adding additional resources within a Cisco UCS
Domain) and out (adding additional Cisco UCS Domains and VNX Storage arrays).

The 4000 User XenDesktop 5.6 and XenApp 6.5 solution includes Cisco networking, Cisco UCS and EMC storage which
the computing and storage that fit in two data center racks, including the access layer network switches in the Cisco
UCS rack.

This document details the deployment of a 4000 seat mixed workload desktop virtualization solution featuring:

e (Citrix XenDesktop 5.6 Pooled Hosted Virtual Desktops with PVS Write Cache on Tier O Storage
e  (Citrix XenDesktop 5.6 Hosted Virtual Desktops with Personal vDisks

e  Citrix XenApp 6.5 Hosted Shared Desktops

e  Citrix Provisioning Server 6.1

e  (Citrix User Profile Manager

e  Citrix StoreFront

o  Citrix NetScaler VPX

e Cisco Nexus 1000V Distributed Virtual Switch

e Cisco Virtual Machine Fabric Extender (VM-FEX)

e VMware ESXi 5.1 Hypervisor
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Figure 1. Citrix Mixed Workload Users 4000 User Hardware Components
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The reference configuration includes:

e Two Cisco Nexus 5548UP switches with 16-universal port Expansion Modules

e Two Cisco UCS 6248 Series Fabric Interconnects with UCS 6200 16-universal port Expansion Modules

e Four Cisco UCS 5108 Blade Server Chassis with two 2204XP 10 Modules per chassis

e Five Cisco UCS B200 M3 Blade servers with Intel E5-2650 processors, 96 GB RAM, and VIC1240 mezzanine
cards for infrastructure services

e Twenty-five Cisco UCS B200 M3 Blade servers with Intel E5-2690 processors, 256 GB RAM, and VIC1240
mezzanine cards for the mixed desktop virtualization workloads

e One EMC VNX7500 dual controller storage system for HA, 4 Datamovers, 600GB SAS Drives and 200GB SSD
Fast Cache Drives

The EMC VNX7500 disk shelf, disk and Fast Cache configurations are detailed in Section 5.4 Storage Architecture
Design later in this document.
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3.2 Software Revisions
Table 1. Software Used in this Deployment

Compute Cisco ucs Fabric | 2.1 (1a) Embedded Management
Interconnects
Cisco UCS B200 M3 2.1 (1a) Hardware BIOS
Network Nexus 5548UP Switch 5.2(1)N1(1) Operating System
Version
Storage EMC VNX7500 ONTAP 8.1.0 RC2 Operating System
Version
Software Cisco UCS Blade Hosts B200: VMware ESXi | Operating System
5.1 Version
B230: VMware ESXi
5.1
Cisco Nexus 1000V 4.2(1)SV1(5.2) Virtual Switch appliance
version

3.3 Configuration Guidelines

The 4000 User Mixed Workload Desktop Virtualization solution described in this document provides details for
configuring a fully redundant, highly-available configuration. Configuration guidelines are provided and refer to which
redundant component is being configured with each step. Redundant components are designated as A or B. For
example, SPA and SPB are used to identify the two EMC VNX storage controllers that are provisioned with this
document while Nexus A and Nexus B identify the pair of Cisco Nexus switches that are configured. The Cisco UCS
Fabric Interconnects are configured similarly.

This document is intended to allow the reader to configure the Mixed Workload Desktop Virtualization customer
environment as stand-alone solution.

3.3.1 VLANSs
For the 4000 User Mixed Workload Desktop Virtualization solution, we utilized VLANs to isolate and apply access
strategies to various types of network traffic. Table 2 details the VLANs used in this study.

Table 2. VLANs

VLAN Name VLANID Purpose Native
ML-VDA 800 Virtual Desktops No
ML_DC-VM-MGMT 801 ESXi, N1KV Management Yes
ML_DC-VMMOTION 802 vMotion No
ML_DC-INF 803 Infrastructure VMs No
ML_DC-STRG 804 NFS Storage No
ML_Launcher-Inf 851 Login VSI Launchers No
ML-N1KV_CTRL 900 N1KV Control No
ML-N1KV_PKT 901 N1KV Packet No
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3.3.2 VMware Clusters
We utilized five VMware Clusters to support the solution and testing environment:

e Infrastructure (Active Directory, DNS, DHCP, SQL Clusters, Citrix User Profile Manager clustered shares, PVS
6.1 virtual machines, XenDesktop controllers, Nexus 1000V Virtual Switch Manager appliances, etc.)

e VDA Clusters (3) (One XenDesktop 5.6 with PVS write cache on local SSDs and Nexus 1000V, One XenDesktop
5.6 with Personal vDisk and Nexus 1000V, and One XenApp 6.5 Hosted Shared Desktop with VM-FEX.)

e launcher Cluster (The Login Consultants Login VSI launcher infrastructure was hosted on a completely
separate Cisco UCS Domain using dedicated switching and storage. It was connected to the solution Cisco
UCS Domain via the Nexus 5000 switches in each domain).

4 Infrastructure Components
This section describes the infrastructure components used in the solution outlined in this study.

4.1 Cisco Unified Computing System (UCS)

The Cisco Unified Computing System™ (Cisco UCS") is a next-generation data center platform that unites computing,
networking, storage access, and virtualization resources into a cohesive system designed to reduce total cost of
ownership (TCO) and increase business agility. The system integrates a low-latency, lossless 10 Gigabit Ethernet
unified network fabric with enterprise-class, x86-architecture servers. The system is an integrated, scalable, multi-
chassis platform in which all resources participate in a unified management domain.
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4.1.1 Cisco Unified Computing System Components
Cisco UCS components are shown in Figure 2.

Figure 2. Cisco Unified Computing System Components
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The Cisco UCS is designed from the ground up to be programmable and self-integrating. A server’s entire hardware
stack, ranging from server firmware and settings to network profiles, is configured through model-based
management. With Cisco virtual interface cards, even the number and type of I/O interfaces is programmed
dynamically, making every server ready to power any workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration, associate a
model’s service profile with hardware resources, and the system configures itself to match the model. This
automation speeds provisioning and workload migration with accurate and rapid scalability. The result is increased IT
staff productivity, improved compliance, and reduced risk of failures due to inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure, manage, and
maintain by condensing three network layers into one. It eliminates both blade server and hypervisor-based switches
by connecting fabric interconnect ports directly to individual blade servers and virtual machines. Virtual networks are
now managed exactly as physical networks are, but with massive scalability. This represents a radical simplification
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over traditional systems, reducing capital and operating costs while increasing business agility, simplifying and
speeding deployment, and improving performance.

4.1.2 Fabric Interconnect

The Cisco UCS 6200 Series Fabric Interconnects are a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities for the system (Figure 2). The Cisco UCS 6200 Series offers line-
rate, low-latency, lossless 10 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE), and Fibre

Channel functions.

The Cisco UCS 6200 Series provides the management and communication backbone for the Cisco UCS B-Series

Blade Servers and the Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all blades, attached to
the Cisco UCS 6200 Series Fabric Interconnects become part of a single, highly available management domain. In
addition, by supporting unified fabric, the Cisco UCS 6200 Series provides both the LAN and SAN connectivity for all
blades within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut-through architecture, supporting deterministic,
low-latency, line-rate 10 Gigabit Ethernet on all ports, switching capacity of 2 terabits (Tb), and 320-Gbps bandwidth
per chassis, independent of packet size and enabled services. The product family supports Cisco® low-latency, lossless
10 Gigabit Ethernetl unified network fabric capabilities, which increase the reliability, efficiency, and scalability of
Ethernet networks. The fabric interconnect supports multiple traffic classes over a lossless Ethernet fabric from the
blade through the interconnect. Significant TCO savings come from an FCoE-optimized server design in which
network interface cards (NICs), host bus adapters (HBAs), cables, and switches can be consolidated. Cisco UCS
6248UP 48-Port Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a 1 RU, 10-GE, Cisco Data Center Ethernet, FCoE interconnect
providing more than 1Tbps throughput with low latency. It has 32 fixed ports of Fibre Channel, 10-GE, Cisco Data
Center Ethernet, and FCoE SFP+ ports.

One expansion module slot can be up to sixteen additional ports of Fibre Channel, 10-GE, Cisco Data Center Ethernet,
and FCoE SFP+.

4.1.3 Cisco UCS Manager

The Cisco UCS 6200 Series hosts and runs Cisco UCS Manager in a highly available configuration, enabling the fabric
interconnects to fully manage all Cisco UCS elements. Connectivity to the Cisco UCS 5100 Series blade chassis is
maintained through the Cisco UCS 2100 or 2200 Series Fabric Extenders in each blade chassis. The Cisco UCS 6200
Series interconnects support out-of-band management through a dedicated 10/100/1000-Mbps ethernet
management port as well as in-band management. Cisco UCS Manager typically is deployed in a clustered active-
passive configuration on redundant fabric interconnects connected through dual 10/100/1000 ethernet clustering
ports.

4.1.4 Cisco UCS 2200 Series 10 Module

The Cisco UCS 2200 Series |10 Module multiplexes and forwards all traffic from blade servers in a chassis to a parent
Cisco UCS Fabric Interconnect over from 10-Gbps unified fabric links. All traffic, even traffic between blades on the
same chassis, or VMs on the same blade, is forwarded to the parent interconnect, where network profiles are
managed efficiently and effectively by the Fabric Interconnect. At the core of the Cisco UCS Fabric Extender are ASIC
processors developed by Cisco that multiplex all traffic.

Up to two fabric extenders can be placed in a blade chassis.
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Cisco UCS 2208 has thirty-two 10GBASE-KR connections to the blade chassis midplane, with one connection per fabric
extender for each of the chassis’ eight half slots. This gives each half-slot blade server access to each of two 4x10-
Gbps unified fabric-based networks via SFP+ sockets for both throughput and redundancy. It has 8 ports connecting
up the fabric interconnect.

4.1.5 Cisco UCS Chassis

The Cisco UCS 5108 Series Blade Server Chassis is a 6 RU blade chassis that will accept up to eight half-width Cisco
UCS B-Series Blade Servers or up to four full-width Cisco UCS B-Series Blade Servers, or a combination of the two. The
UCS 5108 Series Blade Server Chassis can accept four redundant power supplies with automatic load-sharing and
failover and two Cisco UCS (either 2100 or 2200 series ) Fabric Extenders. The chassis is managed by Cisco UCS
Chassis Management Controllers, which are mounted in the Cisco UCS Fabric Extenders and work in conjunction with
the Cisco UCS Manager to control the chassis and its components.

A single Cisco UCS managed domain can theoretically scale to up to 40 individual chassis and 320 blade servers. At
this time Cisco supports up to 20 individual chassis and 160 blade servers.

Basing the I/0O infrastructure on a 10-Gbps unified network fabric allows the Cisco UCS to have a streamlined chassis
with a simple yet comprehensive set of I/0 options. The result is a chassis that has only five basic components:

= The physical chassis with passive midplane and active environmental monitoring circuitry

= Four power supply bays with power entry in the rear, and hot-swappable power supply units accessible from
the front panel

= Eight hot-swappable fan trays, each with two fans
= Two fabric extender slots accessible from the back panel

= Eight blade server slots accessible from the front panel
4.1.6 Cisco UCS B200 M3 Blade Server

Cisco UCS B200 M3 is a third generation half-slot, two-socket Blade Server. The Cisco UCS B200 M3 harnesses the
power of the latest Intel” Xeon" processor E5-2600 product family, with up to 384 GB of RAM (using 16-GB DIMMs),
two optional SAS/SATA/SSD disk drives, and up to dual 4x 10 Gigabit Ethernet throughput, utilizing our VIC 1240 LAN
on motherboard (LOM) design. The Cisco UCS B200 M3 further extends the capabilities of Cisco UCS by delivering
new levels of manageability, performance, energy efficiency, reliability, security, and I/0 bandwidth for enterprise-
class virtualization and other mainstream data center workloads.

4.1.7 Cisco UCS VIC1240 Converged Network adapter

A Cisco innovation, the Cisco UCS Virtual Interface Card (VIC) 1240 is a 4-port 10 Gigabit Ethernet, Fibre Channel over
Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed exclusively for the M3 generation of Cisco
UCS B-Series Blade Servers. When used in combination with an optional Port Expander, the Cisco UCS VIC 1240
capabilities can be expanded to eight ports of 10 Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present up to 256 PCle
standards-compliant interfaces to the host that can be dynamically configured as either network interface cards
(NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240 supports Cisco Data Center Virtual Machine
Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric interconnect ports to virtual machines,
simplifying server virtualization deployment.
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Figure 3. The Cisco UCS VIC 1240 Converged Network Adapter
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Figure 4. The Cisco UCS VIC 1240 Logical Diagram
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The Cisco UCS VIC1240 virtual interface cards are deployed in the Cisco UCS B-Series B200 M3 blade servers.

4.2 Citrix Desktop Virtualization

4.2.1 Citrix XenDesktop

Citrix XenDesktop is a desktop virtualization solution that delivers Windows desktops as an on-demand service to
any user, anywhere. With FlexCast™ delivery technology, XenDesktop can quickly and securely deliver individual
applications or complete desktops to the entire enterprise, whether users are task workers, knowledge workers
or mobile workers. Users now have the flexibility to access their desktop on any device, anytime, with a high
definition user experience. With XenDesktop, IT can manage single instances of each OS, application, and user
profile and dynamically assemble them to increase business agility and greatly simplify desktop management.
The Citrix XenDesktop open architecture enables customers to easily adopt desktop virtualization using any

hypervisor, storage, or management infrastructure.
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4.2.1.1 Enhancements in Citrix XenDesktop 5.6 Feature Pack 1

XenDesktop 5.6 Feature Pack 1, builds upon the themes of the last release which are about reducing cost and making
it easier to do desktop virtualization. Below, is an overview of new or updated technologies and capabilities
contained in Feature Pack 1:

e Remote PC — Extends the FlexCast physical delivery model to include secure remote connections to
office-based PCs with a high-definition user experience leveraging Receiver and HDX technologies. Simple
auto-assignment setup is included so Remote PC can be easily provisioned to thousands of users. With
this new FlexCast delivery feature, Citrix is simplifying desktop transformation by creating an easy on-
ramp for desktop virtualization. View the Remote PC video

e Universal Print Server — Combined with the previously available Universal Print Driver, administrators
may now install a single driver in the virtual desktop image or application server to permit local or
network printing from any device, including thin clients and tablets.

e Optimized Unified Communications — A new connector from Citrix enables Microsoft Lync 2010 clients
to create peer-to-peer connections for the ultimate user experience, while taking the load off datacenter
processing and bandwidth resources. The Cisco Virtualization Experience Client (VXC), announced
October 2011, was the first in the industry to provide peer-to-peer connection capability to
deliver uncompromised user experience benefits to Citrix customers. Download Cisco VXC. Webcam
Video Compression adds support for WebEx (in addition to Office Communicator, GoToMeeting HDFaces,
Skype and Adobe Connect).

e Mobility Pack for VDI — With the new Mobility Pack, XenDesktop dynamically transforms the user
interfaces of Windows desktops and applications to look and feel like the native user interface of
smartphones and tablets. Now, your existing Windows applications adapt to the way users interact with
applications on smaller devices without any source code changes. Previously, this technology was
available only for XenApp.

e HDX 3D Pro — This HDX update provides breakthrough visual performance of high-end graphics intensive
applications obtained by producing much faster frame rates using NVIDIAs latest APl and leveraging a
new, ultra-efficient, deep compression codec.

e XenClient Enterprise — XenClient 4.1 now supports 9x more PCs, has wider graphics support with NVIDIA
graphics & has broader server hypervisor support. Its backend management can now run on XenServer,
vSphere & Hyper-V. The release brings robust policy controls to the platform & role based administration.
XenClient 4.1 delivers enterprise level scalability with support of up to 10,000 endpoints.

e Simple License Service —This new license service automatically allocates and installs your XenDesktop
and/or XenApp licenses directly from your license server, eliminating the need to go to My Citrix to fully
allocate your licenses. For more details, reference Citrix edocs. Version 11.6.1 or higher of the License
Server is required.

4.2.2 Citrix FlexCast Technology

Citrix XenDesktop with FlexCast is an intelligent delivery technology that recognizes the user, device, and
network, and delivers the correct virtual desktop and applications specifically tailored to meet the performance,
security, and flexibility requirements of the user scenario. FlexCast technology delivers any type of virtual
desktop to any device and can change this mix at any time. FlexCast also includes on-demand applications to
deliver any type of virtual applications to any desktop, physical or virtual.

The FlexCast delivery technologies can be broken down into the following categories:


http://www.citrix.com/tv/#videos/5975
http://www.cisco.com/cisco/software/navigator.html?mdfid=283996708&i=rm
http://support.citrix.com/proddocs/topic/technologies/lic-library-node-wrapper.html
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e Hosted Shared Desktops provide a locked down, streamlined and standardized environment with a core set of
applications, ideally suited for task workers running a few lower-intensity applications with light
personalization requirements:

e Hosted VM Desktops offer a personalized Windows desktop experience, typically needed by
knowledge workers with higher application performance needs and high personalization requirements

e Streamed Virtual Hard Disk (VHD) Desktops use the local processing power of rich clients while providing
centralized single image management of the desktop. These types of desktops are often used in
computer labs and training facilities and when users require local processing for certain applications or
peripherals.

e Local VM Desktops utilize XenClient to extend the benefits of centralized, single-instance management
to mobile workers that need to use their laptops offline. When they are able to connect to a suitable
network, changes to the OS, applications, and user data are automatically synchronized with the data
center.

e Physical Desktops utilize the Remote PC feature in XenDesktop to create secure remote connections to
physical PCs on a LAN without having to build out a large scale XenDesktop infrastructure in the data
center.

e On-demand Applications allows any Windows® application to be centralized and managed in the data
center, hosted either on multi-user terminal servers or VMs and instantly delivered as a service to
physical and virtual desktops. Optimized for each user device, network, and location, applications are
delivered through a high speed protocol for use while connected or streamed through Citrix application
virtualization or Microsoft App-V directly to the endpoint for use when offline.

4.2.3 High-Definition User Experience Technology

Citrix High-Definition User Experience (HDX) technology is a set of capabilities that delivers a high definition
desktop virtualization user experience to end users for any application, device, or network. These user experience
enhancements balance performance with low bandwidth, whether it be plugging in a USB device, printing from a
network printer or rendering real time video and audio. Citrix HDX technology provides network and application
performance optimizations for a “like local PC” experience over LANs and a very usable experience over low
bandwidth and high latency WAN connections.

4.2 .4 Citrix XenDesktop Hosted VM Overview

Hosted VM uses a hypervisor to host all the desktops in the data center. Hosted VM desktops can either be
pooled or assigned. Pooled virtual desktops use Citrix Provisioning Services to stream a standard desktop image
to each desktop instance upon boot-up. Therefore, the desktop is always returned to its clean, original state.
Citrix Provisioning Services enables the streaming of a single desktop image to create multiple virtual desktops
on one or more hypervisors in a data center. This feature greatly reduces the amount of storage required
compared to other methods of creating virtual desktops. The high-level components of a Citrix XenDesktop
architecture utilizing the Hosted VM model for desktop delivery are shown in Figure 5.
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Figure 5.

Citrix XenDesktop and XenApp on VMware vSphere
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Components of a Citrix XenDesktop architecture using Hosted VM include:

Virtual Desktop Agent: The Virtual Desktop Agent (VDA) is installed on the virtual desktops and enables
direct Independent Computing Architecture (ICA) connections between the virtual desktop and user
devices with the Citrix online plug-in.

Desktop Delivery Controller: The XenDesktop controllers are responsible for maintaining the proper
level of idle desktops to allow for instantaneous connections, monitoring the state of online and
connected virtual desktops and shutting down virtual desktops as needed. The primary XD controller is
configured as the farm master server. The farm master is able to focus on its role of managing the farm
when an additional XenDesktop Controller acts as a dedicated XML server. The XML server is
responsible for user authentication, resource enumeration, and desktop launching process. A failure in
the XML broker service will result in users being unable to start their desktops. This is why multiple
controllers per farm are recommended.

Citrix Receiver: Installed on user devices, Citrix Receiver enables direct HDX connections from user
devices to virtual desktops. Receiver is a mobile workspace available on a range of platforms so users
can connect to their Windows applications and desktops from devices of their choice. Receiver for Web is
also available for devices that don’t support a native Receiver. Receiver incorporates the Citrix® ICA®

client engine and other technologies needed to communicate directly with backend resources, such as
StoreFront.
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e Citrix XenApp: Citrix XenApp is an on-demand application delivery solution that enables any Windows
application to be virtualized, centralized, managed in the data center, and instantly delivered as a
service to users anywhere on any device. XenApp can be used to deliver both virtualized applications
and virtualized desktops. In the Hosted VM model, XenApp is typically used for on-demand access to
streamed and hosted applications.

e Provisioning Services: PVS creates and provisions virtual desktops from a single desktop image (vDisk)
on demand, optimizing storage utilization and providing a pristine virtual desktop to each user every
time they log on. Desktop provisioning also simplifies desktop images, provides the best flexibility, and
offers fewer points of desktop management for both applications and desktops. The Trivial File Transfer
Protocol (TFTP) and Pre-boot eXecution Environment (PXE) services are required for the virtual
desktop to boot off the network and download the bootstrap file which instructs the virtual desktop to
connect to the PVS server for registration and vDisk access instructions.

e Personal vDisk: Personal vDisk technology is a powerful new tool that provides the persistence and
customization users want with the management flexibility IT needs in pooled VDI deployments. Personal
vDisk technology gives these users the ability to have a personalized experience of their virtual desktop.
Personal apps, data and settings are easily accessible each time they log on. This enables broader
enterprise-wide deployments of pooled virtual desktops by storing a single copy of Windows centrally,
and combining it with a personal vDisk for each employee, enhancing user personalization and reducing
storage costs.

o Hypervisor: XenDesktop has an open architecture that supports the use of XenServer, Microsoft
Hyper-V, or VMware vSphere. For the purposes of the testing documented in this paper, VMware
vSphere was the hypervisor of choice.

e  Storefront: Storefront is the next-generation of Web Interface and provides the user interface to the XenDesktop
environment. Storefront brokers user authentication, enumerates the available desktops and, upon
launch, delivers an .ica file to Citrix Receiver on the user's local device to initiate a connection. Because
StoreFront is a critical component, redundant servers must be available to provide fault tolerance.

e License Server: The Citrix License Server is responsible for managing the licenses for all of the
components of XenDesktop. XenDesktop has a 90 day grace period which allows the system to
function normally for 90 days if the license server becomes unavailable. This grace period offsets the
complexity involved with building redundancy into the license server.

e Data Store: Each XenDesktop farm requires a database called the data store. Citrix XenDesktops use the
data store to centralize configuration information for a farm in one location. The data store maintains all
the static information about the XenDesktop environment.

o Domain Controller: The Domain Controller hosts Active Directory, Dynamic Host Configuration Protocol
(DHCP), and Domain Name System (DNS). Active Directory provides a common namespace and secure
method of communication between all the servers and desktops in the environment. DNS provides IP
Host name resolution for the core XenDesktop infrastructure components. DHCP is used by the virtual
desktop to request and obtain an IP address from the DHCP service. DHCP uses Option 66 and 67 to
specify the bootstrap file location and file name to a virtual desktop. The DHCP service receives
requests on UDP port 67 and sends data to UDP port 68 on a virtual desktop. The virtual desktops then
have the operating system streamed over the network utilizing Citrix Provisioning Services (PVS).

All of the aforementioned components interact to provide a virtual desktop to an end user based on the
FlexCast Hosted VM desktop delivery model leveraging the Provisioning Services feature of XenDesktop. This
architecture provides the end user with a pristine desktop at each logon based on a centralized desktop image
that is owned and managed by IT.



at]van], . i F
CISCO CITRIX EMC. vmware

4.2.5 Citrix XenApp Hosted Shared Desktop Overview

In a typical large enterprise environment, IT will implement a mixture of Flexcast technologies to meet various
workstyle needs. Like the test in this document, hosted shared desktops can be deployed alongside hosted
VM desktops.

Host shared desktops has been a proven Citrix offering over many years and is deployed in some of the largest
enterprises today due to its ease of deployment, reliability and scalability. Hosted shared desktops are
appropriate for environments that have a standardized set of applications that do not deviate from one user
to another. All users share the same desktop interface hosted on a Windows server in the backend
datacenter. Hence, the level of desktop customization is limited compared to a Hosted VM desktop model.

If VM isolation is required and the ability to allocate resources to one user over another is important, the
Hosted VM desktop should be the model of choice.

4.2.6 Citrix Provisioning Services

Citrix Provisioning Server provides images to physical and virtual desktops. Desktops utilize network booting to
obtain the image and only portions of the desktop images are streamed across the network as needed.
Provisioning Server does require additional server resources but these can be either physical or virtual servers
depending on the capacity requirements and hardware configuration. Also, Provisioning Server does not require
the desktop to be virtualized as Provisioning Server can deliver desktop images to physical desktops.

4.3 EMC VNX Series
The VNX series delivers uncompromising scalability and flexibility for the mid-tier while providing market-leading
simplicity and efficiency to minimize total cost of ownership. Customers can benefit from VNX features such as:

o Next-generation unified storage, optimized for virtualized applications.

e Extended cache by using Flash drives with Fully Automated Storage Tiering for Virtual Pools (FAST VP) and
FAST Cache that can be optimized for the highest system performance and lowest storage cost
simultaneously on both block and file.

e  Multiprotocol supports for file, block, and object with object access through EMC Atmos™ Virtual Edition
(Atmos VE).

o Simplified management with EMC Unisphere™ for a single management framework for all NAS, SAN, and
replication needs.

e Up to three times improvement in performance with the latest Intel Xeon multicore processor technology,
optimized for Flash.

e 6 Gb/s SAS back end with the latest drive technologies supported:

e 3.5 100 GB and 200 GB Flash, 3.5” 300 GB, and 600 GB 15k or 10k rpm SAS, and 3.5” 1 TB, 2 TB and 3 TB 7.2k
rpm NL-SAS

e 2.5”100 GB and 200 GB Flash, 300 GB, 600 GB and 900 GB 10k rpm SAS

e Expanded EMC UltraFlex™ 1/O connectivity—Fibre Channel (FC), Internet Small Computer System Interface
(isCsl), Common Internet File System (CIFS), network file system (NFS) including parallel NFS (pNFS), Multi-
Path File System (MPFS), and Fibre Channel over Ethernet (FCoE) connectivity for converged networking over
Ethernet.

The VNX series includes five software suites and three software packs that make it easier and simpler to attain the
maximum overall benefits.
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e VNX FAST Suite—Automatically optimizes for the highest system performance and the lowest storage cost
simultaneously (FAST VP is not part of the FAST Suite for VNX5100").

e VNX Local Protection Suite—Practices safe data protection and repurposing.

e VNX Remote Protection Suite—Protects data against localized failures, outages, and disasters.

e VNX Application Protection Suite—Automates application copies and proves compliance.

e VNX Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious activity.

Available Software Packs

e VNX Total Efficiency Pack—Includes all five software suites (not available for VNX5100).
e VNX Total Protection Pack—Includes local, remote, and application protection suites.

e VNX Total Value Pack—Includes all three protection software suites and the Security and Compliance Suite
(VNX5100 exclusively supports this package).

4.3.1 EMC on VNX 7500 Used in Testing
EMC VNX 7500 unified storage platform is at the top of the line of the VNX series. It is powered by Intel quad-core

Xeon 5600 series processors and delivers five 9’s availability. It is designed to deliver maximum performance and
scalability for enterprises, enabling them to dramatically grow, share, and cost-effectively manage multi-protocol file
and block systems. It supports up to 1000 drives and eight X-Blades (also known as Data Movers) for file protocol
support. This solution was validated using NFS for data storage of virtual desktops, and Fibre Channel for hypervisor
SAN boot, SQL database, and infrastructure virtual machines such as Citrix XenDesktop controllers, VMware vCenter
Servers, and other supporting services.

4.4 VMware ESXi 5.1

VMware, Inc. provides virtualization software. VMware’s enterprise software hypervisors for servers—VMware ESX,
Vmware ESXi, and VSphere—are bare-metal embedded hypervisors that run directly on server hardware without
requiring an additional underlying operating system.

4.4.1 VMware on ESXi 5.1 Hypervisor

ESXi 5.1 is a "bare-metal" hypervisor, so it installs directly on top of the physical server and partitions it into multiple
virtual machines that can run simultaneously, sharing the physical resources of the underlying server. VMware
introduced ESXi in 2007 to deliver industry-leading performance and scalability while setting a new bar for reliability,
security and hypervisor management efficiency.

Due to its ultra-thin architecture with less than 100MB of code-base disk footprint, ESXi delivers industry-leading
performance and scalability plus:

e Improved Reliability and Security — with fewer lines of code and independence from general purpose OS,
ESXi drastically reduces the risk of bugs or security vulnerabilities and makes it easier to secure your
hypervisor layer.

e Streamlined Deployment and Configuration — ESXi has far fewer configuration items than ESX, greatly
simplifying deployment and configuration and making it easier to maintain consistency.
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e Higher Management Efficiency — The APl-based, partner integration model of ESXi eliminates the need to
install and manage third party management agents. You can automate routine tasks by leveraging remote
command line scripting environments such as vCLI or PowerCLI.

e Simplified Hypervisor Patching and Updating — Due to its smaller size and fewer components, ESXi requires
far fewer patches than ESX, shortening service windows and reducing security vulnerabilities.

4.5 Modular Desktop Virtualization Technical Overview

4.5.1 Modular Architecture

Today’s IT departments are facing a rapidly-evolving workplace environment. The workforce is becoming increasingly
diverse and geographically distributed and includes offshore contractors, distributed call center operations,
knowledge and task workers, partners, consultants, and executives connecting from locations around the globe at all
times.

An increasingly mobile workforce wants to use a growing array of client computing and mobile devices that they can
choose based on personal preference. These trends are increasing pressure on IT to ensure protection of corporate
data and to prevent data leakage or loss through any combination of user, endpoint device, and desktop access
scenarios. These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 7.

Figure 6. The Evolving Workplace Landscape
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through increased
control and reduced management costs.

4.5.1.1 Cisco Data Center Infrastructure for Desktop Virtualization

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a simplified,
secure, and scalable desktop virtualization platform.
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Figure 7. Citirx XenDesktop on Cisco UCS
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4.5.1.2 Simplified

Cisco UCS provides a radical new approach to industry standard computing and provides the heart of the data center
infrastructure for desktop virtualization and the Cisco Virtualization Experience (VXI). Among the many features and
benefits of Cisco UCS are the drastic reductions in the number of servers needed and number of cables per server
and the ability to very quickly deploy or re-provision servers through Cisco UCS Service Profiles. With fewer servers
and cables to manage and with streamlined server and virtual desktop provisioning, operations are significantly
simplified. Thousands of desktops can be provisioned in minutes with Cisco Service Profiles and Cisco storage
partners’ storage-based cloning. This speeds time to productivity for end users, improves business agility, and allows
IT resources to be allocated to other tasks.

IT tasks are further simplified through reduced management complexity, provided by the highly integrated Cisco UCS
Manager, along with fewer servers, interfaces, and cables to manage and maintain. This is possible due to the
industry-leading, highest virtual desktop density per blade of Cisco UCS along with the reduced cabling and port
count due to the unified fabric and unified ports of Cisco UCS and desktop virtualization data center infrastructure.

Simplification also leads to improved and more rapid success of a desktop virtualization implementation. Cisco and its
partners —Citrix (XenDesktop and Provisioning Server) and NetApp — have developed integrated, validated
architectures, including available pre-defined, validated infrastructure packages, known as FlexPod.
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4.5.1.3 Secure

While virtual desktops are inherently more secure than their physical world predecessors, they introduce new
security considerations. Desktop virtualization significantly increases the need for virtual machine-level awareness of
policy and security, especially given the dynamic and fluid nature of virtual machine mobility across an extended
computing infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco UCS and Nexus data center infrastructure for desktop
virtualization provides stronger data center, network, and desktop security with comprehensive security from the
desktop to the hypervisor. Security is enhanced with segmentation of virtual desktops, virtual machine-aware
policies and administration, and network security across the LAN and WAN infrastructure.

4.5.1.4 Scalable

Growth of a desktop virtualization solution is all but inevitable and it is critical to have a solution that can scale
predictably with that growth. The Cisco solution supports more virtual desktops per server and additional servers
scale with near linear performance. Cisco data center infrastructure provides a flexible platform for growth and
improves business agility. Cisco UCS Service Profiles allow for on-demand desktop provisioning, making it easy to
deploy dozens or thousands of additional desktops.

Each additional Cisco UCS server provides near linear performance and utilizes Cisco’s dense memory servers and
unified fabric to avoid desktop virtualization bottlenecks. The high performance, low latency network supports high
volumes of virtual desktop traffic, including high resolution video and communications.

Cisco UCS and Nexus data center infrastructure is an ideal platform for growth, with transparent scaling of server,
network, and storage resources to support desktop virtualization.

4.5.1.5 Savings and Success

As demonstrated above, the simplified, secure, scalable Cisco data center infrastructure solution for desktop
virtualization will save time and cost. There will be faster payback, better ROI, and lower TCO with the industry’s
highest virtual desktop density per server, meaning there will be fewer servers needed, reducing both capital
expenditures (CapEx) and operating expenditures (OpEx). There will also be much lower network infrastructure costs,
with fewer cables per server and fewer ports required, via the Cisco UCS architecture and unified fabric.

The simplified deployment of Cisco UCS for desktop virtualization speeds up time to productivity and enhances
business agility. IT staff and end users are more productive more quickly and the business can react to new
opportunities by simply deploying virtual desktops whenever and wherever they are needed. The high performance
Cisco systems and network deliver a near-native end-user experience, allowing users to be productive anytime,
anywhere.

4.5.2 Understanding Desktop User Groups
There must be a considerable effort within the enterprise to identify desktop user groups and their memberships.

The most broadly recognized, high level user groups are:

e Task Workers—Groups of users working in highly specialized environments where the number of tasks
performed by each worker is essentially identical. These users are typically located at a corporate facility
(e.g., call center employees).

¢ Knowledge/Office Workers—Groups of users who use a relatively diverse set of applications that are Web-
based and installed and whose data is regularly accessed. They typically have several applications running
simultaneously throughout their workday and a requirement to utilize Flash video for business purposes. This
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is not a singular group within an organization. These workers are typically located at a corporate office (e.g.,
workers in accounting groups).

e Power Users—Groups of users who run high-end, memory, processor, disk 10, and/or graphic-intensive
applications, often simultaneously. These users have high requirements for reliability, speed, and real-time
data access (e.g., design engineers).

e Mobile Workers—Groups of users who may share common traits with Knowledge/Office Workers, with the
added complexity of needing to access applications and data from wherever they are—whether at a remote
corporate facility, customer location, at the airport, at a coffee shop, or at home—all in the same day (e.g., a
company’s outbound sales force).

e Remote Workers—Groups of users who could fall into the Task Worker or Knowledge/Office Worker groups
but whose experience is from a remote site that is not corporate owned, most often from the user’s home.
This scenario introduces several challenges in terms of type, available bandwidth, and latency and reliability
of the user’s connectivity to the data center (e.g., a work-from-home accounts payable representative).

e Guest/Contract Workers—Groups of users who need access to a limited number of carefully controlled
enterprise applications and data and resources for short periods of time. These workers may need access
from the corporate LAN or remote access (e.g., a medical data transcriptionist).

There is good reason to search for and identify multiple sub-groups of the major groups listed above in the
enterprise. Typically, each sub-group has different application and data requirements.

4.5.3 Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group application and
data requirements. This can be one of the most time-consuming processes in the VDI planning exercise, but is
essential for the VDI project’s success. If the applications and data are not identified and co-located, performance will
be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated by the
inclusion cloud applications, like SalesForce.com. This application and data analysis is beyond the scope of this Cisco
Validated Design, but should not be omitted from the planning process. There are a variety of third party tools
available to assist organizations with this crucial exercise.

4.5.4 Project Planning and Solution Sizing Sample Questions
Now that user groups, their applications and their data requirements are understood, some key project and solution
sizing questions may be considered.

General project questions should be addressed at the outset, including:

e Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications and
data?
e Is there infrastructure and budget in place to run the pilot program?
e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
e Do we have end user experience performance metrics identified for each desktop sub-group?
o How will we measure success or failure?
e What is the future implication of success or failure?
Provided below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:
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e What is the desktop OS planned? Windows 7 or Windows XP?

e 32 bit or 64 bit desktop OS?

e How many virtual desktops will be deployed in the pilot? In production? All Windows 77?
e How much memory per target desktop group desktop?

e Are there any rich media, Flash, or graphics-intensive workloads?

e What is the end point graphics processing capability?

e  Will XenApp be used for Hosted Shared Server Desktops or exclusively XenDesktop?

o Are there XenApp hosted applications planned? Are they packaged or installed?

e Will Provisioning Server or Machine Creation Services be used for virtual desktop deployment?
e What is the hypervisor for the solution?

e What is the storage configuration in the existing environment?

e Are there sufficient IOPS available for the write-intensive VDI workload?

e  Will there be storage dedicated and tuned for VDI service?

e Isthere a voice component to the desktop?

e |s anti-virus a part of the image?

e Is user profile management (e.g., non-roaming profile based) part of the solution?

e What is the fault tolerance, failover, disaster recovery plan?

e Are there additional desktop sub-group specific questions?

4.5.5 Cisco Services

Cisco offers assistance for customers in the analysis, planning, implementation, and support phases of the Desktop
Virtualization lifecycle. These services are provided by the Cisco Advanced Services group. Some examples of Cisco
services include:

e Cisco VXI Unified Solution Support
o Cisco VXI Desktop Virtualization Strategy Service
e Cisco VXI Desktop Virtualization Planning and Design Service

4.5.6 The Solution: A Unified, Pre-Tested and Validated Infrastructure
To meet the challenges of designing and implementing a modular desktop infrastructure, Cisco, Citrix, EMC and

VMware have collaborated to create the data center solution for virtual desktops outlined in this document.

Key elements of the solution include:

e Ashared infrastructure that can scale easily
e Ashared infrastructure that can accommodate a variety of desktop virtualization workloads

4.6 Cisco Networking Infrastructure
This section describes the Cisco networking infrastructure components used in the configuration.

4.6.1 Cisco Nexus 5548 Switch
The Cisco Nexus 5548 Switch is a 1RU, 10 Gigabit Ethernet, FCoE access-layer switch built to provide more than 500

Gbps throughput with very low latency. It has 20 fixed 10 Gigabit Ethernet and FCoE ports that accept modules and
cables meeting the Small Form-Factor Pluggable Plus (SFP+) form factor. One expansion module slot can be
configured to support up to six additional 10 Gigabit Ethernet andFCoE ports, up to eight FC ports, or a combination
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of both. The switch has a single serial console port and a single out-of-band 10/100/1000-Mbps Ethernet
management port. Two N+1 redundant, hot-pluggable power supplies and five N+1 redundant, hot-pluggable fan

modules provide highly reliable front-to-back cooling.

4.6.1.1 Cisco Nexus 5500 Series Feature Highlights

The switch family's rich feature set makes the series ideal for rack-level, access-layer applications. It protects
investments in data center racks with standards-based Ethernet and FCoE features that allow IT departments to
consolidate networks based on their own requirements and timing.

e The combination of high port density, wire-speed performance, and extremely low latency makes
the switch an ideal product to meet the growing demand for 10 Gigabit Ethernet at the rack level.
The switch family has sufficient port density to support single or multiple racks fully populated with
blade and rack-mount servers.

e Built for today’s data centers, the switches are designed just like the servers they support. Ports and
power connections are at the rear, closer to server ports, helping keep cable lengths as short and
efficient as possible. Hot-swappable power and cooling modules can be accessed from the front
panel, where status lights offer an at-a-glance view of switch operation. Front-to-back cooling is
consistent with server designs, supporting efficient data center hot-aisle and cold-aisle designs.
Serviceability is enhanced with all customer replaceable units accessible from the front panel. The
use of SFP+ ports offers increased flexibility to use a range of interconnect solutions, including
copper for short runs and fibre for long runs.

e FCoE and IEEE data center bridging features support 1/O consolidation, ease management of
multiple traffic flows, and optimize performance. Although implementing SAN consolidation
requires only the lossless fabric provided by the Ethernet pause mechanism, the Cisco Nexus 5500
Series switches provide additional features that create an even more easily managed, high-
performance, unified network fabric.

4.6.1.2 Features and Benefits
Specific features and benefits provided by the Cisco Nexus 5500 Series follow.

10GB Ethernet, FCoE, and Unified Fabric Features

The Cisco Nexus 5500 Series is first and foremost a family of outstanding access switches for 10 Gigabit
Ethernet connectivity. Most of the features on the switches are designed for high performance with 10
Gigabit Ethernet. The Cisco Nexus 5500 Series also supports FCoE on each 10 Gigabit Ethernet port that can
be used to implement a unified data center fabric, consolidating LAN, SAN, and server clustering traffic.

Low Latency
The cut-through switching technology used in the Cisco Nexus 5500 Series ASICs enables the product to

offer a low latency of 3.2 microseconds, which remains constant regardless of the size of the packet being
switched. This latency was measured on fully configured interfaces, with access control lists (ACLs), QoS,
and all other data path features turned on. The low latency on the Cisco Nexus 5500 Series enables
application-to-application latency on the order of 10 microseconds (depending on the NIC). These
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numbers, together with the congestion management features described in the next section, make the Cisco
Nexus 5500 Series a great choice for latency-sensitive environments.

Other features:
Nonblocking Line-Rate Performance, Single-Stage Fabric, Congestion Management, Virtual Output Queues,

Lossless Ethernet (Priority Flow Control), Delayed Drop FC over Ethernet, Hardware-Level I/O Consolidation,
and End-Port Virtualization.

4.6.2 Cisco Nexus 1000V

Cisco Nexus 1000V Series Switches are virtual machine access switches that are an intelligent software switch
implementation based on IEEE 802.1Q standard for VMware vSphere environments running the Cisco® NX-OS
Software operating system. Operating inside the VMware ESX hypervisor, the Cisco Nexus 1000V Series supports
Cisco VN-Link server virtualization technology to provide:

e Policy-based virtual machine connectivity
e Mobile virtual machine security and network policy
e Non-disruptive operational model for server virtualization and networking teams

With the Cisco Nexus 1000V Series, you can have a consistent networking feature set and provisioning process all the
way from the virtual machine access layer to the core of the data center network infrastructure. Virtual servers can
now use the same network configuration, security policy, diagnostic tools, and operational models as their physical
server counterparts attached to dedicated physical network ports. Virtualization administrators can access pre-
defined network policy that follows mobile virtual machines to help ensure proper connectivity, saving valuable time
for virtual machine administration.

Developed in close collaboration with VMware, the Cisco Nexus 1000V Series is certified by VMware to be compatible
with VMware vSphere, vCenter, ESX, and ESXi, and with many other vSphere features. You can use the Cisco Nexus
1000V Series to manage your virtual machine connectivity with confidence in the integrity of the server virtualization
infrastructure.

The Cisco Nexus 1000V Release 2.1 software is being offered in two editions:

e Cisco Nexus 1000V Essential Edition: This is available at no cost and provides most of the comprehensive
Layer 2 networking features of the Cisco Nexus 1000V Series, including VXLAN, Cisco vPath for service
insertion and chaining, and VMware vCloud Director integration.

e Cisco Nexus 1000V Advanced Edition: This version offers value-added security features such as Domain Host
Control Protocol (DHCP) snooping, IP source guard, Dynamic Address Resolution Protocol (ARP) Inspection,
and Cisco TrustSec® Secure Group Access (SGA) support (a new feature in Release 2.1). The Cisco VSG zone-
based virtual firewall is also included in the Advanced Edition.

4.6.2.1 Nexus 1000V Product Architecture

Cisco Nexus 1000V Series Switches have two major components: the Virtual Ethernet Module (VEM), which runs
inside the hypervisor, and the external Virtual Supervisor Module (VSM), which manages the VEMs.

Virtual Ethernet Module (VEM)

The Cisco Nexus 1000V Series VEM runs as part of the VMware ESX or ESXi kernel and replaces the VMware virtual
switch (vSwitch). This level of integration helps ensure that the Cisco Nexus 1000V Series is fully aware of all server
virtualization events, such as VMware vMotion and Distributed Resource Scheduler (DRS). The VEM takes
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configuration information from the VSM and provides advanced networking functions: quality of service (QoS),
security features, and monitoring features.

Virtual Supervisor Module (VSM)

The Cisco Nexus 1000V Series VSM controls multiple VEMs as one logical modular switch. Configuration is performed
through the VSM and is automatically propagated to the VEMs. Instead of configuring soft switches inside the
hypervisor on a host-by-host basis administrators can define configurations for immediate use on all VEMs being
managed by the VSM from a single interface.

4.6.2.2 Nexus 1000V Features and Benefits

The Cisco Nexus 1000V Series provides a common management model for both physical and virtual network
infrastructures through Cisco VN-Link technology, which includes policy-based virtual machine connectivity, mobility
of virtual machine security and network properties, and a non-disruptive operational model.

Policy-Based Virtual Machine Connectivity

To facilitate easy creation and provisioning of virtual machines, the Cisco Nexus 1000V Series includes port profiles.
Port profiles enable you to define virtual machine network policies for different types or classes of virtual machines
and then apply the profiles through the VMware vCenter. Port profiles are a scalable mechanism for configuring
networks with large numbers of virtual machines. When the Port Profiles include QoS and security policies, they
formulate a complete service-level agreement (SLA) for the virtual machine’s traffic.

Mobility of Virtual Machine Security and Network Properties

Network and security policies defined in the port profile follow the virtual machine throughout its lifecycle, whether
it is being migrated from one server to another, suspended, hibernated, or restarted. In addition to migrating the
policy, the Cisco Nexus 1000V Series VSM moves the virtual machine’s network state. Virtual machines participating
in traffic-monitoring activities can continue these activities uninterrupted by VMware vMotion operations. When a
specific port profile is updated, the Cisco Nexus 1000V Series automatically provides live updates to all the virtual
ports using that same port profile. The capability to migrate network and security policies through VMware vMotion
makes regulatory compliance much easier to enforce with the Cisco Nexus 1000V Series because the security policy is
defined in the same way as for physical servers and is constantly enforced by the switch.

Besides traditional switching capability, the Cisco Nexus 1000V Series offers the Cisco vPath architecture to support
virtualized network services with:

e Intelligent Traffic Steering: This feature redirects packets in a network flow to a virtual service virtual machine
called a Virtual Service Node (VSN), which can be on a different server. Thus, a VSN is not required on every
server, providing flexible and consolidated deployment.

e Performance Acceleration: VEM caches the VSN’s decision for a flow, implements the service in all
subsequent packets of the flow, and accelerates virtualized network service in the hypervisor kernel.

Cisco Virtual Service Gateway (VSG) is the first VSN to leverage the Cisco vPath architecture and provides multi-
tenant, scalable, security services for virtual machines on the Cisco Nexus 1000V Series Switches.

Non-disruptive Operational Model

Because of its close integration with VMware vCenter, the Cisco Nexus 1000V Series allows virtualization
administrators to continue using VMware tools to provision virtual machines. At the same time, network
administrators can provision and operate the virtual machine network the same way they do the physical network.
While both teams work independently, the Cisco Nexus 1000V Series enforces consistent configuration and policy
throughout the server virtualization environment. This level of integration lowers the cost of ownership while
supporting organizational boundaries among server, network, security, and storage teams.
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Inside VMware vCenter, virtual machines are configured as before. For network configuration, port profiles defined
on the Cisco Nexus 1000V Series VSM are displayed by VMware vCenter as port groups. Virtualization administrators
can take advantage of preconfigured port groups and focus on virtual machine management, and network
administrators can use port profiles to apply policy for a large number of ports at the same time. Together, both
teams can deploy server virtualization more efficiently and with lower operating costs.
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e Optimized server bandwidth for I/O-intensive applications: Today, network interfaces are often dedicated to
a particular type of traffic, such as VMware Console or vMotion. With the Cisco Nexus 1000V Series, all
network interface cards (NICs) can be treated as a single logical channel with QoS attached to each type of
traffic. Consequently, the bandwidth to the server can be more efficiently utilized, with network-intensive
applications virtualized.

e Easier security audits with consistent security policy: Security audits on virtual machines are usually more
difficult to perform because virtual machines are secured differently than physical servers. As the Cisco Nexus
1000V Series provides persistent security policy to mobile virtual machines, security audits are similar to
those for physical servers.

e Virtual machine as basic building block of data center: With the Cisco Nexus 1000V Series, virtual machines
are treated the same way as physical servers in security policy, monitoring and troubleshooting, and the
operational model between network and server administrators, enabling virtual machines to be true basic
building blocks of the data center. These operational efficiencies lead to greater scaling of server
virtualization deployments with lower operating expenses.

VMware Product Compatibility

The Cisco Nexus 1000V Series is compatible with VMware vSphere as a VMware vNetwork Distributed Switch (vDS)
with support for VMware ESX and ESXi hypervisors and integration with VMware vCenter Server. Cisco Nexus 1000V
Series Switches are compatible with the various VMware vSphere features.

5 Architecture and Design of Citrix Desktop Virtualization on Cisco Unified
Computing System and EMC VNX Storage

5.1 Design Fundamentals

There are many reasons to consider desktop virtualization solutions such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Computer (BYOC)
programs. The first step in designing a desktop virtualizatoin solution is to understand the user community and the
type of tasks that are required to successfully execute their role. The following user classifications are provided:

e Knowledge Workers today do not just work in their offices all day — they attend meetings, visit
branch offices, work from home, and even coffee shops. These anywhere workers expect access to
all of their same applications and data wherever they are.

e External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices
they use and the locations they work from. Consequently, IT is stuck making trade-offs on the cost
of providing these workers a device vs. the security risk of allowing them access from their own
devices.

e Task Workers perform a set of well-defined tasks. These workers access a small set of applications
and have limited requirements from their PCs. However, since these workers are interacting with
your customers, partners, and employees, they have access to your most critical data.
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e Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by
installing their own applications and storing their own data, such as photos and music, on these
devices.

e Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant
requirement to re-provision desktops with the latest operating systems and applications as the
needs of the organization change, tops the list.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on
user requirements. There are essentially five potential desktops environments for each user:

e Traditional PC: A traditional PC is what —typically constituted a desktop environment: physical
device with a locally installed operating system.

e Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts
through a delivery protocol. With hosted, server-based desktops, a single installed instance of a
server operating system, such as Microsoft Windows Server 2008 R2, is shared by multiple users
simultaneously. Each user receives a desktop "session" and works in an isolated memory space.
Changes made by one user could impact the other users.

e Hosted Virtual Desktop: A hosted virtual desktop is a virtual desktop running either on virtualization
layer (XenServer, Hyper-V or ESX) or on bare metal hardware. The user does not work with and sit in
front of the desktop, but instead the user interacts through a delivery protocol.

e Streamed Applications: Streamed desktops and applications run entirely on the user’s local client
device and are sent from a server on demand. The user interacts with the application or desktop
directly but the resources may only available while they are connected to the network.

e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user’s local device
and continues to operate when disconnected from the network. In this case, the user’s local device
is used as a type 1 hypervisor and is synced with the data center when the device is connected to
the network.

For the purposes of the validation represented in this document only hosted virtual desktops were
validated. Each of the sections provides some fundamental design decisions for this environment.

5.2 Hosted Virtual Desktop Design Fundamentals

Citrix XenDesktop 5.6 can be used to deliver a variety of virtual desktop configurations. The following sections
describe the deployment considerations.

5.2.1 Hypervisor Selection
Citrix XenDesktop and Citrix XenApp are hypervisor agnostic, so any of the following three hypervisors can be used
for the desktop virtualization solutions:
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e Hyper-V: Microsoft Windows Server 2008 R2 Hyper-V builds on the architecture and functions of Windows
Server 2008 Hyper-V by adding multiple new features that enhance product flexibility. Hyper-V is available in
a Standard, Server Core and free Hyper-V Server 2008 R2 versions. More information on Hyper-V can be
obtained at the company web site.

e vSphere: VMware vSphere consists of the management infrastructure or virtual center server software and
the hypervisor software that virtualizes the hardware resources on the servers. It offers features like
Distributed resource scheduler, vMotion, HA, Storage vMotion, VMFS, and a mutlipathing storage layer.
More information on vSphere can be obtained at the company website.

o XenServer: Citrix® XenServer® is a complete, managed server virtualization platform built on the powerful
Xen® hypervisor. Xen technology is widely acknowledged as the fastest and most secure virtualization
software in the industry. XenServer is designed for efficient management of Windows® and Linux® virtual
servers and delivers cost-effective server consolidation and business continuity. More information on Hyper-
V can be obtained at the company website.

For this study, we utilized VMware ESXi 5.1 and vCenter 5.1.
5.2.2 Provisioning Services

XenDesktop Hosted Virtual Desktops and XenApp virtual servers for Hosted Shared Desktops can be deployed with
and without Citrix Provisioning Services, but Citrix Provisioning Services enables you to stream a single desktop image
to create multiple virtual desktops or XenApp servers on one or more hosts in the data center quickly and efficiently.
This facility greatly reduces the amount of storage required compared to other methods of creating virtual desktops
and virtual servers.

For XenDesktop Hosted Virtual Desktops, Citrix Provisioning Services created desktops can be deployed as Pooled or
Dedicated using the following types of virtual disks (vDisks).

e PVS Private Mode vDisk: A dedicated desktop is a desktop assigned to one distinct user. It uses a PVS vDisk

that is set to private mode, enabling all changes to be captured when the virtual machine is restarted.
2.

e PVS Standard Mode vDisk: A pooled virtual desktop uses Citrix Provisioning Services to stream a standard
or shared desktop image to multiple desktop instances on boot-up. Changes made to this type of PVS virtual
disk are not preserved when the virtual desktop is restarted.

When considering a Provisioning Services deployment, there are some design decisions that need to be made
regarding the write-cache for the virtual desktop or virtual server device leveraging provisioning. The write-cache is a
cache of all data that the target device has written. If data is written to the Provisioning Server vDisk in a caching
mode, the data is not written back to the base vDisk. Instead it is written to a write-cache file in one of the locations
specified below. The following options exist for the Provisioning Services write cache:

e Cache on device HD: Cache on local HD is stored in a file on a secondary local hard drive of the device. It gets
created as an invisible file in the root folder of the local HD. The Cache file size grows as needed, but never
gets larger than the original vDisk, and frequently not larger than the free space on the original vDisk.

e Cache in device RAM: Cache is stored in client RAM (Memory), The Cache maximum size is fixed by a setting
in vDisk properties. All written data can be read from local RAM instead of going back to server.RAM Cache is
faster than server cache and works in a high availability environment.
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e Cache on server: Server Cache is stored in a file on the server, or on a share, SAN, or other. The file size grows
as needed, but never gets larger than the original vDisk, and frequently not larger than the free space on the
original vDisk. It is slower than RAM cache because all reads/writes have to go to the server and be read from
a file. Cache gets deleted when the device reboots, in other words, on every boot the device reverts to the
base image. Changes remain only during a single boot session.

e Cache on device hard drive persisted: (Experimental Phase) The same as Cache on device hard drive, except
cache persists. At this time, this write cache method is an experimental feature only, and is only supported
for NT6.1 or later (Windows 7 and Windows 2008 R2 and later). This method also requires a different
bootstrap.

e Cache on server persisted: This cache option allows for the saving of changes between reboots. Using this
option, after rebooting, a target device is able to retrieve changes made from previous sessions that differ
from the read only vDisk image. If a vDisk is set to Cache on server persistent, each target device that
accesses the vDisk automatically has a device-specific, writable disk file created. Any changes made to the
vDisk image are written to that file, which is not automatically deleted upon shutdown.

The alternative to PVS Standard Mode vDisk for pooled desktop deployments is Citrix Machine Creation Services,
which is integrated directly with the XenDesktop Studio console.

Hosted Shared Desktops provided by Citrix XenApp can be deployed on bare metal hardware or as virtual machines.
PVS is extremely useful for creating multiple XenApp virtual machines to support Hosted Shared Desktops. A single
vDisk image supports all of the XenApp virtual machines in the deployment. Citrix XenApp servers were deployed as
virtual machines in this exercise.

In this study, we used Provisioning Server 6.1 for the creation and management of Pooled Desktops with PVS Write
Cache on device HD of each virtual machine. Provisioning Server 6.1 was used for Active Directory machine account
creation and management as well as for streaming the shared disk to the hypervisor hosts.

Similarly, we used Provisioning Server 6.1 for deployment and management of XenApp virtual servers with PVS write-
cache on device HD of each virtual machine.

5.2.3 Citrix XenDesktop Broker
XenDesktop Controllers (XDCs) or brokers are one of the cornerstones of any XenDesktop deployment. They provide

authentication for users coming into the XD farm; they enumerate resources available for all of those users, and they
also direct launch requests from the users to the appropriate VDIs. In addition to providing user services, they also
maintain desktop startups and shutdowns. The broker systems communicate constantly with the SQL database,
ensuring that a single broker can fail without issue.

General best practice for XenDesktop Controllers is to have at least two per XenDesktop Site for redundancy. As
additional users or resources come online, it may be necessary to either scale to larger XDCs or scale to a larger
number of XDCs (scaling up or out, as the case may be). Additional XDCs can be deployed based upon geographic
layout or other factors that may come up — including division of users or division of organizations. Additional
information on best practices for XenDesktop Controllers can be found on the Citrix website at the following link:

http://support.citrix.com/article/CTX132799

In this particular environment, we deployed two XenDesktop Controllers, as that was the best number for the
number of users that we deployed.
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5.2.4 Citrix XenDesktop with Personal vDisk
In every environment, there exists a subset of users that wants complete personalization control over their desktop.

In prior releases of XenDesktop, this was accomplished through the use of Dedicated Desktops. While providing
some of the benefits of the VDI environment, this brought about additional complexities, such as the requirement to
manage all of these additional images, at one image per user instead of a single image per a group of users. There is
also a significant storage consumption add-on, as each of these images now consumes enterprise-class storage
instead of just occupying someone’s desktop.

With XenDesktop 5.6, Citrix introduced the concept of the Personal vDisk, or PvD. PvD allows consumers of the
normal pooled random image to extensively personalize their desktop, eliminating the requirement for Dedicated
Desktop images, while still allowing the IT group to only manage that smaller number of pooled images.

One important note when considering the use of PvD in an environment is that deployment of PvD creates a
connection between a user and a particular virtual desktop. If that virtual desktop is unavailable for any reason, the
user cannot log on.

Additional information about planning a Personal vDisk environment can be found in the PvD Planning Guide,
available on the Citrix website at the following link:

http://support.citrix.com/article/CTX133227

The environment described in this document deployed half of the Hosted Virtual desktops with Personal vDisk
technology.

5.2.5 Citrix XenApp
Citrix XenApp 6.5 provides the capability of efficiently sharing Server 2008 R2 server desktops. Additionally,

applications can be delivered on the shared server desktops by installing them in XenApp 6.5 virtual disk (vDisk) or by
hosting the applications on separate XenApp 6.5 virtual servers.

User sessions provide d by XenApp 6.5 virtual servers are referred to as Hosted Virtual Desktops (HVDs.)

In this environment, HVDs were deployed for task worker workloads, with the required applications installed on the
XenApp 6.5 server’s vDisk.

5.3 Designing a Mixed Citrix XenDesktop 5.6 and XenApp 6.5 Deployment

The design of this environment presented a combined use case — XenApp Hosted Shared Desktops (HSDs),
XenDesktop Pooled Random Desktops and XenDesktop Pooled Random with PvD — in order to more closely simulate
a customer environment with several different types of users.

5.3.1 Hosted Virtual Desktops
To implement our pooled desktop delivery model for this study, known as Hosted VDI Pooled Desktops, we followed
the Citrix Reference Architecture for local desktop delivery.


http://support.citrix.com/article/CTX133227
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Figure 8. Citrix Pooled Desktop Infrastructure
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We elected to use Provisioning Services 6.1 in place of Machine Creation Services for this study so that our design
would scale to many thousands of desktops.

5.3.2 Hosted Shared Desktops

To implement our shared server desktop delivery model for this study, known as Hosted Shared Desktops, we
followed the Citrix Reference Architecture for highly available desktop virtualization.
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Figure 9. Citrix Hosted Shared Desktop Infrastructure

Virtualized XenApp Servers

Note: The infrastructure servers show in Figure X and Figure Y above were used for both XenDesktop and XenApp.
There is no requirement to maintain separate infrastructures for the delivery methods.

To read about Citrix’s XenDesktop Reference Architecture — Pooled Desktops (Local and Remote) use the following
link:

http://support.citrix.com/article/CTX131049

Learn more about XenDesktop 5.6 Planning and Design at the following location:

http://support.citrix.com/product/xd/v5.5/consulting/

To read about Citrix’s XenApp Reference Architecture, go to the following link:
http://support.citrix.com/article/ctx131762

5.4 Storage Architecture Design

In a large scale PVS deployment, the option typically chosen for the PVS write cache destination is “Cache on device
hard drive” (see 5.2.2 for other destination options) to achieve higher scalability, allow ease of manageability and
agility when the write cache area resides in the EMC VNX unified storage system. In a virtualized environment, this
cache area resides in the virtual hard disks that are attached to the virtual machines, and it accounts for the majority
of IOPS requirements as the PVS servers absorb most of the read IOPS for the virtual desktops while all writes are
redirected to the write cache area. Since the write cache area is write intensive by nature, it is recommended to
designate RAID 10 storage pools on the VNX for PVS write cache to minimize RAID penalty that are likely incurred by
RAID 5 or similar RAID types. Because EMC VNX supports RAID 10 pools with multiples of eight drives, it is


http://support.citrix.com/article/CTX131049
http://support.citrix.com/product/xd/v5.5/consulting/
http://support.citrix.com/article/ctx131762
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recommended to use that drive count unit as the building block while the number of deployed desktops continues to
scale. In this solution, the storage pools used to store PVS write cache are made up of 16 or 48 SAS drives.

6 Solution Validation

This section details the configuration and tuning that was performed on the individual components to produce a
complete, validated solution.

6.1 Configuration Topology for Scalable Citrix Mixed Workload Desktop Virtualization
Infrastructure on Cisco Unified Computing System and EMC Storage

Figure 10. Architecture Block Diagram

UCS VDI Reference Configuration
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Figure 10 above captures the architectural diagram for the purpose of this study. The architecture is divided into four
distinct layers:
e Cisco UCS Compute Platform
e The Virtual Desktop Infrastructure that runs on UCS blade hypervisor hosts
o Network Access layer and LAN
e Storage Access Network (SAN) and EMC VNX Storage array

The following figure details the physical configuration of the 5000 seat XenDesktop 5.6 environment.
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Figure 11. Detailed Configuration Architecture
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6.2 Cisco Unified Computing System Configuration

This section talks about the UCS configuration that was done as part of the infrastructure build out. The racking,
power and installation of  the chassis are described in the install guide (see
http://www.cisco.com/en/US/docs/unified computing/ucs/hw/chassis/install/ucs5108 install.html) and it is beyond
the scope of this document. More details on each step can be found in the following documents:

e Cisco UCS CLI Configuration guide
http://www.cisco.com/en/US/docs/unified computing/ucs/sw/cli/config/guide/2.1/b UCSM CLI Configuratio
n Guide 2 1.pdf



http://www.cisco.com/en/US/docs/unified_computing/ucs/hw/chassis/install/ucs5108_install.html
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/1.3.1/b_CLI_Config_Guide_1_3_1.html
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/1.3.1/b_CLI_Config_Guide_1_3_1.html
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/cli/config/guide/1.3.1/b_CLI_Config_Guide_1_3_1.html
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e Cisco UCS-M GUI Configuration guide
http://www.cisco.com/en/US/partner/docs/unified computing/ucs/sw/gui/config/quide/2.1/b UCSM G
Ul Configuration Guide 2 1.html

6.2.1 Base Cisco UCS System Configuration
To configure the Cisco Unified Computing System, perform the following steps:

1 Bring up the Fabric interconnect and from a Serial Console connection set the IP address, gateway, and
the hostname of the primary fabric interconnect. Now bring up the second fabric interconnect after
connecting the dual cables between them. The second fabric interconnect automatically recognizes the
primary and ask if you want to be part of the cluster, answer yes and set the IP address, gateway and the
hostname. Once this is done all access to the FI can be done remotely. You will also configure the virtual
IP address to connect to the FI, you need a total of three IP address to bring it online. You can also wire
up the chassis to the FI, using either 1, 2 or 4 links per 10 Module, depending on your application
bandwidth requirement. We connected all the four links to each module.

2 Now connect using your favorite browser to the Virtual IP and launch the Cisco UCS-Manager. The Java
based Cisco UCS Manager will let you do everything that you could do from the CLI. We will highlight the
GUI methodology here.

3 First check the firmware on the system and see if it is current. Visit
http://software.cisco.com/download/release.html?mdfid=2836126608&softwareid=283655658&release
=2.0(4d)&relind=AVAILABLE&rellifecycle=&reltype=Ilatest to download the most current Cisco UCS
Infrastructure and Cisco UCS Manager software. Use the UCS Manager Equipment tab in the left pane,
then the Firmware Management tab in the right pane and Packages sub-tab to view the packages on the
system. Use the Download Tasks tab to download needed software to the Fl. The firmware release used
in this paper is 2.1(1a).

T 'mm/mm’m E@ Main Topology View | A Fabric Interconnects ‘ =p Servers | o Thermal ‘ Kl Decommissioned | s Firmware Management | £ Policies | % Faults
L m ‘ Installed Firmware‘ Firmware Auto Install ‘ Catalog Package‘ Download Tasks Packages ‘ Images ‘ Upgrade Validation ‘ Fau\ts‘
er: -
# = ‘Q F\\ter‘ = Expnrt|r_‘=, Print
= ‘

2 T—_— Name Type State Version
[+ Chassis ‘8 ucs-k9-bundle-b-series.2.0.15.8.bin B Series Bundle Active 2.0(15)B
=% Rack-Mounts 8 ucs-k9-bundle-b-series.2.0.3a.8.hin 8 Series Bundle Active 2.0(3a)8

B rex @ ucsk9-bundle-b-series.2.0.3c.B.bin B Series Bundle Active 2.0(3c)B

-I;:‘:hiecnl’:tlzrcnmects @ ucsk9-bundle-b-series.2.0.4a.B.bin B Series Bundle Active 2.0(4a)8
@ ucs-k9-bundle-b-series.2.1.1a.B.bin B Series Bundle Active 2.1(1a)8 |

@ ucs-k9-bundle-c-series.2.0.1s.C.bin C Series Bundle Active 2.0(15)C

‘8 ucs-k9-bundle-infra.2.0.1s.A.bin Infrastructure Bundle Active 2.0(15)A

‘8 ucs-kd-bundle-infra.2.0.3a.A.bin Infrastructure Bundle Active 2.0(3a)A

‘8 ucs-k9-bundle-infra.2.0.3c.A.bin Infrastructure Bundle Active 2.0(3c)A

@ ucs-k9-bundle-infra.2.0.4a.A.bin Infrastructure Bundle Active 2.0(4a)A
‘8 ucs-k9-bundle-infra.2.1.1a.A.bin Infrastructure Bundle Active 2.1(1a)A |

If the firmware is not current, follow the installation and upgrade guide to upgrade the Cisco UCS
Manager firmware. We will use Cisco UCS Policy in Service Profiles later in this document to update all
UCS components in the solution.

Note: The Bios and Board Controller version numbers do not track the 10 Module, Adapter, nor CIMC
controller version numbers in the packages.

4 Configure and enable the server ports on the Fl. These are the ports that will connect the chassis to the
Fls.


http://www.cisco.com/en/US/partner/docs/unified_computing/ucs/sw/gui/config/guide/2.1/b_UCSM_GUI_Configuration_Guide_2_1.html
http://www.cisco.com/en/US/partner/docs/unified_computing/ucs/sw/gui/config/guide/2.1/b_UCSM_GUI_Configuration_Guide_2_1.html
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&release=2.0(4d)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&release=2.0(4d)&relind=AVAILABLE&rellifecycle=&reltype=latest
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[=HE Fabric Interconnects
EH Fabric Interconnect A (primary)
= Fixed Module
[ il Ethernet Ports
& [Port 1]
-=ll Port 2
-=ll Port 3
-l Port 4
-l Port 5
=il Port 6
-l Port 7
-l rort8
=l Port 8
=l Port 10
~=ll Port 11
-=ll Port 12
-l Port 13
-l Port 14
-=ll Port 15
-l Port 16
-l Port 17
=l Port 18
-=ll Port 19
-=ll Port 20
-l Port 21
-=ll Port 22
-l Port 23

EMC

p

*

vmware

Fauts | Events | Fsw | stausics|

| 5 Frint | F Role: 7] Al (7] [¥] hetwork [V Server (| FCoE Uplink [v] unfied Uplink [V Appliance Storage [ FCOE Starage [] Unified Storage ] Monitor
Shot Port D T Role Fype State
EEl 1 i server Physical T up + Enabled
=HEm Fabric Interconnects - 3 Server Physical + Up +_Enabled
B Fabric Interconnect A (primory) mtliE B Server [Physical tUp + Enabled
Foed Module A Semver [Fhysical Tup T Enabled
i 5 Semver [Physical tup + Enabled
3 Senver [Physical T 1 Enabled
1 a ‘Semver [Physical tup + Enabled
L 8 Semver [Physical Tt +_Enabled
f 8 Server [Physical tUp + Enabled
i) ‘Server Physical T up + _Enabled
1 i ‘server Physical 1 up 1 Enabled
iz Semver [Physical tup + Enabled
i 13 Senver [Physical T Up 1 Enabled
i ‘Server Physical 1 up t_Enabled
1 15 ‘Server Physical 1 up + Enabled
16 Semver [Physical tUp 1 Enabled
1 7 ‘server Physical 1 up + Enabled
i ‘Semver Fhysical tup +_Enabled
f ) Semver [Physical tUp + Enabled
Senver [Physical Tt + Enabled
1 2t ‘server Physical 1 up 1 Enabled
Semver [Physical tup + Enabled
E o 23 Server [Physical tUp 1 Enabled
B Server Physical 1 up 1 Enabled
i 25 Server [Physical tup + Enabled
Semver [Physical tup + Enabled
T 27 ‘Semver [Physical tUp + Enabled
28 ‘senver Physical 1 up 1 Enabled
i 29 Server [Physical tup + Enabled
Senver [Physical T 1 Enabled
1 3L ‘server Physical 1 up + Enabled
|3z Server Physical T up _Enabled

[ Equipment [ Servers [ Lt [ AN [ v | Admin|

I+ =l

[=} 3 Fabric Interconnects
E=E Fabric Interconnect A (primary)
B8 Fixed Module

(== Expansion Module 2
(=il Ethernet Ports
-l Port 1
il Fort 2
=l Port 3

EH
(-
[+-E=8 Fabric Interconnect B (subardinate)
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FWITM - Filter = Export i Print || f Role: [ All [¥] unconfigured ] Metwork ¥ Server (] FCOE Uplink '] Undfied Uplink [/ Appliance Storage [ FCoE Storage [+ Unified Storage (] Monitor

Slot. Port ID ¥ Role ¥ Type Overall Status Administrative State
| 2 1 Server Fhysical 7 sfp ot Fresent + Enabled
| e Fabric nterconnects 2 2 Server Not Present T Enabled

5 Fabric Interconnect A (primary) 2 3 Server Physical SFp Not Present T Enabled
I Fad Module 2 i Server Physical Sp Not Fresent [ Enabled

5 Wetwork. ical p T Enabled

6 Network up |+ Enabled

7 Network Physicel tup Enabled

8 ligtwork iU Lt Enabled

z , = = e

2 10 TNetwork X Sfp Not Fresent 1 _Enabled

& PSUs
1 83 Fabric Interconnct 8 subordinate)

and FC uplink ports:

[Eculpment | servers | Lan | San | v | acmin] Faults | Events | FsM [ Stabstes|

# =
[=HEm Fabric Interconnects
[~ = Fabric Interconnect A (primary)
£ Fixed Module
[=}-EE0 Expansion Module 2

~ll Ethernet Ports
==l FC Ports
-l FC Port 11
-l FC Port 12
o [FCPort 13 |
-l FC Port 14 Enzblz Port
-l FC Port 15 .
=l FC Port 16 =

Fans :
PSUs Configurz 5 Ualink Port
[E3] Fabric Interconnect B (subordinate) T

:Fabric dual/vsan default ... ~

-_5'“" | st v | mn Filter| = Export iz Print | Role: /] all [V Network [/] Storage [+ Monitor
slot Pot D FType Overal Status Adminisirative Stote
&= b i IPhysical I Sp Hat Present + Enabled
) B Fabric Interconnects 2 12 Physical |7 Sip Not Present 1 Enabled
51 B Fabric Interconnéct A (primary) R L — T
& opanion medule 2 I e e — el
Expar u 2 15 Physical Stp tio Present T Enabled
2 16 [Physical [ Sip ot Fresent T Enabled |

+i PSUs
] 1 Fabric Interconnact B (subordinats)

Use the Configure Unified Ports, Configure Expansion Module Ports to configure FC uplinks. Note: In this
example, we configured six FC ports, two of which are in use.

5a  On the LAN tab in the Navigator pane, configure the required Port Channels and Uplink Interfaces on
both Fabric Interconnects:
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6 Expand the Chassis node in the left pane, the click on each chassis in the left pane, then click
Acknowledge Chassis in the right pane to bring the chassis online and enable blade discovery.

@ 0 ©New - | [Z Options | @ 0 ] 4 Pending Activities | (6] Exit asee

>» & Equipment * =4 Chassis * & Chassis 1 (VirtualDesktops)

Installed Firmware | SELLogs |  Power Control Monitor |
Servers Service Profiles

&) Chassis 1 (VirtualDesktops)

Connectivity Policy [ Faults l Events [ FsM Statistics l Temperatures [ Power
10 Modules Fans Hybrid Display Slots

i =) |
=- Eé Equipment

[=}-=J Chassis ¥
e |l sates | ==

5p) Chassis 2 (Virtual Desktops)
E Chassis 3 (Infra.Servers/ysI Launcher) | = t a 5 ® 5

Sp) Chassis 4 (Infra.ServersVI Launcher) |
Rack-Mounts
Fabric Interconnects 1

Status Details

Sion Fadle S

7 Use the Admin tab in the left pane, to configure logging, users and authentication, key management,
communications, statistics, time zone and NTP services, and Licensing. Configuring your Management
IP Pool (which provides IP based access to the KVM of each UCS Blade Server,) Time zone Management
(including NTP time source(s)) and uploading your license files are critical steps in the process.
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.7 Faults, Events and Audit Log
[ b Techsupport Files
T Audit Log
Core Files
T Events
T Faults
T, Settings
T Syslog
(=} (5 User Managsment
(& Authentication
(5 LDAR

(5 RADILS

(5 TACACS+
)@ User Services

: Locales
Locally Authenticated Users

Remotsly Authenticated Users
Roles

= P Key Management

P KeyRing default

- [§ Communication Management

Call Home
Communication Services
DNS Management
Management IF Pool (sxt-mamk)

A Management Inkerfaces
-5 stats Management
B Callection Policies
=] fabric
=] Internal LaN
¢ LAN Cloud
2} 5AN Cloud
E- 8, roat
- & thr-policy-default
* g, sub-Organizations
Timezone Management
o[l Capability Catalog
- Management Extension

e

-2 License Management

Create all the pools: MAC pool, WWPN pool, WWNN pool, UUID pool, Server pool.

From the LAN tab in the navigator, under the Pools node, we created a MAC address pool of sufficient
size for the environment. In this project, we created a single pool with two address ranges for

expandability.

[ Equipment | Servers | LAN | san | vi [ Admin]

=

1+ =) | &, Filter| = Export iz Print

(=689 Pools
=R

§ IP Pools

MAC POOL DC-MAC-Poal

2848 [00:25:B5:A1:00:00 - 00:25:85:A1:01:8F]

-2 [00:25:B5:A1:02:00 - 00:25:B5:A1:03:F3]
MAC POOL default

&% Sub-Organizations

Name Size
[ MAC POOL DC-MAC-Foal 200
-4 MAC FOOL default o

For Fiber Channel connectivity, WWNN and WWPN pools must be created from the SAN tab in the

navigator pane, in the Pools node:
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R Bl P vt s s pogs ]

: 1 =) |, Filter| = Export| i Print
Pooks -
=) | Name
M & root
=2, root
.% IQN Fools
VWNN PO s

=" @WWNN Pool VDA-WWHNN-Fool

- WWNN Pool node-default
WWPN Pools
@ WWPN Pool VDA-WWPN-Pool

68 WWPN Pool default
-6 VWi Pools
------ “-#5 Sub-Organizations

----- ﬂ [20:00:00:25:B5:F1:00:00 - 20:00:00:25:B5:F1:00:C7]

----- ﬂ [20:00:00:25:85:C1:00:00 - 20:00:00:25:85:C1:00:C7]

8.3  For this project, we used a single VSAN, the default VSAN with ID 1:

@ O otw-| Qotos | @ O | Bhrerduadies | [E o ]
> S 5anN ¢+ () san Coud + =] vsahs =] vsane
1+ (= & Fiter| = Export iz Print
il Mame | 10 | Fabric 10| 1F Typa | 5 Roks | Transport] FCoE v 10 | Operatio... [E2]
=1 = = vsans -
E?E}mmm Al [ veandersk() 1] oud  veual  NetworkFe 1048 ok
= Fabric & '-;:;:“
=il FC Part Charnels )
5=l Uplink FC Inkerfaces S Febric B
<Ml FC 1nterface 211 - = vsas
=l FC Inkerface 212
=M FC ntesface 2/13
=Ml FC Inkerface 2j14
=Ml FC Inteeface 2/15
=l FC tnkesface 2416
= L0
- Fabric B
=l FC Port Charnals
= =Ml Lplink FC Intarfaces
=Ml FC Inkerface 2/11 |
=Ml FC Inteeface 2j12 [
=l FC nkerface 2413
=Ml FC Inkesface 2/14
=l FC tnkerface 2415
=Ml FC Inkeaface 2{16

8.4  The next pool we created is the Server UUID pool. On the Servers tab in the Navigator page under the
Pools node we created a single UUID Pool for the test environment. Each UCS Blade Server requires a
unique UUID to be assigned by its Service profile.
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Fault Summary
(X) V. A A < ) New - | [4 Options @ © ending)
Z o 8 3 >> wp Servers * 6 Pools » g root » MG ULID Suffix Pools
Equipment | Servers | Lan | san | vM | Admin | ~UUID Suffix Pools .
m . 14 (=) & Fitter | = Export | 5 Print
. Mame F
i [= B8 Pocl YDA-UUID-Suffix-Pool VDA-LL

E-ap Servers
[= T Service Profiles
- &, root
(=1 Service Profile Templates
= &3, rook
=} [qH Service Template B200M3-BFS-Template
=il i5CSI vNICS
==l vHBAs
+-=if] ¥NICs
= [qH Service Template B230MZ2-BFS-Template
=il i5CSI vNICS
-l vHBAs
[+ =i ¥NICs
: ‘i:l. Sub-Crganizations
=+ &5 Policies
- ,&3, rook
=& Pools
-85, rock

[#-w0 Server Pools

= H LUID Suffix Pools r
= E Pool YD&-UUID-Suffix-Pool

Pool def ault
o 5, Sub-Organizations
(&8 Schedules

0125-000000000001 - 0125-000000000064
ol defaulk

8.5 We created two Server Pools for use in our Service Profile Templates as selection criteria for automated
profile association. Server Pools were created on the Servers tab in the navigation page under the Pools
node. Only the pool name was created, no servers were added:

Server Pools
= ‘Q‘ F\herl:& Exponl& Print

| Equipment | Servers | Lan | san | vin | Admin|

Filter: Pools ©
Name Size Assigned
il | T = Server Pool B200M3-Poal 73 23
B-El Ea\s +1-<,» Server Pool B230M2-Pool 14 14
root T S
= Server Pool default 0 0
e server ool )
[+45 UID Suffix Pools
&5, Sub-Organizations

8.6 We created two Server Pool Policy Qualifications to identify the blade server model for placement into the
correct pool using the Service Profile Template. In this case we used Chassis ids to select the servers.
(We could have used slots or server models to make the selection.)
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| Equipment | Servers | Lan [ san | vm | Adminl

1+ =) |, Filter| = Export| iz Print

Name
& = ‘ = 2 B200M3Qual
=55 Policies © Chassis id range (3 - 3] 3 3
) 4, root| 5 - & Chassis id range [4 - 4] 4 4

% :;gg’s;:oﬁm & Chassis id range [5 - 5] 5 5
(-5 BI0S POISL ) Chassis id range [6 - 6] 6 6
S Boot Policies [ % B200M3Qual-Infra
[ 5 Host Firmware Packages = £ Chassis id range [5 - 51 5 5 1
& IPMI Access Profiles -5 B200M3Qual-SSD
[+ 5 Local Disk Config Policies Chassis id range [3 - 3] 3 3 |
& Maintenance Policies =1 B230Qual
(-5 Management Firware Packages - & Chassis id range [1 - 2] 1 2
& Powver Control Policies & all-chassis

S Scrub Policies
& Serial over LAN Policies
& server Pool Policies

Server Pool Policy Qualifications
S B200M3qQual
 B200M3Qual-Infra

S B200M3Qual-55D

. 5 B230Qual

. 5 all-chassis

(-5 Threshold Policies

-5} iSCS1 Authentication Profiles
5 VNIC/VHBA Flacement Policies
*-& Sub-Organizations

The next step in automating the server selection process is to create corresponding Server Pool Policies
for each Cisco UCS Blade Server model, utilizing the Server Pool and Server Pool Policy Qualifications

created earlier.

Q © orw-| Qo | @ 0| Arcdusats | @ex
2> g Servers * 5 Policies * oy rook * JI5 Server Pool Poboes * i Server Pool Poky E200M3Pookalcy

5 5e

=l vBas
=i WMICs
= [l Service Template BZ30M2-BF5-Templste

Virtual Host Bus Adapter templates were created for FC SAN connectivity from the SAN tab under the
Polices node, one template for each fabric:
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Create at least one HBA template for each Fabric Interconnect if block storage will be used. We used the
WWPN pool created earlier and the QoS Policy created in section 5.2.4 below.

10  Onthe LAN tab in the navigator pane, configure the VLANSs for the environment:

2

2

P

EEEEEE

FICATIES

S VAN ML-DC-VMMGNT (801)
= VAN ML-DC-YMMOTION (802)
= VAN MLNIY_CTR (%00)

= v mvoa (200)

= i ool (s01)
SN detar (1)

R s § iy

L]

In this project we utilized seven VLANs to accommodate our four ethernet system classes, a separate
VLAN for infrastructure services, and two VLANs for Nexus 1000V packet and control functions. (N1KV
management and VMware Management shared VLAN 801.

11 On the LAN tab in the navigator pane, under the policies node configure the vNIC templates that will be
used in the Service Profiles. In this project, we utilize eight virtual NICs per host, four pairs, with each
pair connected to both Fabric Interconnects for resiliency.
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1la Create vNIC templates for both fabrics, check Enable Failover, select VLANs supported on adapter
(optional,) set the MTU size, select the MAC Pool and QoS Policy, click OK.

Q @ Cew-| Dotns | 90O | Arromice | @or

>> S 5 pokons ¢ A roct + [l e » [l IC Terrpite

12  Create boot from SAN policy that was used for both B230 M2 and B200 M3 blades, using the WWNs
from the VNX7500 storage system as SAN targets.
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Q @ o@ew-| oo | @ @ | M pendnascies | !
22w Servers * & Policies * #5 root * & Boot Policies * &5 Boot Policy Boot-From-SAN & Boot Policy Boot-From-SaH
Evenis

=
=EoNT] | X750 BFS Policy
=1 & adapter Policies u
& Eth Adapter Palicy Linux
&5 Eth Adapter Policy Vi are Iv|
- &5 Eth Adapter Policy YMwarePassThru
-5 Eth Adapter Policy Windows
-5 Eth Adapter Policy default
-5 FC Adapter Policy Linusx
-5 FC Adapter Policy YMWare
- 55 FC Adapter Policy Windows
- 55 FC Adapter Policy default
50 i5¢5T Adapter Policy default
7t &5 BIOS Defaults

= £ BIOS Policies —
. 5 B200M3Perfios ca evices

5 B230PerfBIOS

1+ (= \4 Filter \ = Export \T‘w Print

=28 Eéut Policies 22: EDDE_aRISI:k Hame [ order | vhIC)vHEAJISCSI vNIC Type Lun ID: W [=]
& Boot Policy LocalDisk h b 4 Flopy - @ coron ! "
& Boot Policy default Bl Storage 2
7 Boot Policy diag -=] 5aN primary FCO Primary
5 Bont Policy test ¥NICs 7 =] san Target primary Primary 0 S0:06:01:60:46:E0:5E:0A
& Boot Policy utiity =] SAN Target secondary Secondary 0 50:06:01:65:46:E0:5E:04
1. & Host Firmwiare Packages (@) add Lo e FCL Secondar
- &5 B200M3-Firmwars =] S Target primary Primary 0 : ED:SE:08
-5 Beanz.0.3c - =] SAN Target secondary Secondary D : E0:SE:04
- 55 B230M2-Firmware T = P

- 55 IPMI Access Profiles
- &5 Lacal Disk Config Policies
it & Mainkenance Policies
7t 5 Management Firmware Packages
- &5 Power Contral Palicies
o 5 ok ks
55 Serial over LAN Polcies
=1 &5 Server Pool Policies () Add 15CS1 Boot
: & Server Pool Palicy B200M3PoolPalicy
: & server Pool Policy B230PoolPoliciy
=1 &5 Server Paol Palicy Qualifications

& B200mM3Qual
- B BZa0Qual
55 all-chassis

BT rham b ald nlinie o

Add 5AH Baat =] Lan Etho Etho Primary
#dd SAN Boct Target

— A Movelp W Move Down [ Deletz

13 Create performance BIOS Policies for each blade type to insure optimal performance. The following
screen captures show the settings for the Cisco UCS B230 M2 blades used in this study:
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The Advancedtab, Intel Directed|Otab settings:l
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The Advancedtab, RAS Memory settings)|
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The remaining Advanced tab settings are at platform default or not configured. Similarly, the Boot
Options and Server Management tab settings are at defaults.

Note: Be sure to Save Changes at the bottom of the page to preserve this setting. Be sure to add this
policy to your blade service profile template.

The following screen captures show the settings for the Cisco UCS B200 M3 blades used in this study:
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The remaining Advanced tab settings are at platform default or not configured. Similarly, the Boot
Options and Server Management tab settings are at defaults.

13b. Following BIOS Policy for B200 M3 used with VM-FEX configuration:

Main; Check box for Reboot on BIOS Settings change, Disable Quiet Boot. Click Next.

Create BIODS Policy

Unified Computing System Manager

Create BIOS Palicy

1. Main

z l-]Pmoessur

2 Dipwtmasatio I a—
4 Jpas Memory v

6. dusg

7. Dpa confiquration

8. ‘_-]Buul'gltlnns

9. | server Management

Processor; Enable Virtualization Technology (VT). Click Next.
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Create BIOS Policy Processor
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Intel Directed 10; enable VT for Directed 10, Interrupt Remap, Coherency Support, ATS Support, Pass
Through DMA Support. Click Next.

Creabe BIOS Policy

Unified Computing System Manager

Intel Directed 1O

RAS Memory; Memory RAS Config select maximum-performance
LV DDR Mode: enable performance-mode. Click Next.
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Create BIODS Policy

Unified Computing System Manager
RAS Memory

Create BIOS Palicy

1. Main

2. Processor

3. Intel Directed 10

4 v RAS Memory

5. Jseralport

6. 'jl.ﬁ.

7. Jdpa Configuration
g, I-]Enut'gp_tinns

9 | server Mansoement

Remaining sections from 5. Serial Port to 9. Server management set to perform-default and no changes
were made. Click Finish. Click OK.

Create BIDS Policy

Unified Computing System Manager

Create BIOS Palicy Server Management
L ' Main

+ ¥ Processor
+ ' Inkel Directed 10

z
3
4
5
6.+ use
o
a
a

<pev [[eiz | W | concer |

Note: Be sure to Save Changes at the bottom of the page to preserve this setting. Be sure to add this
policy to your blade service profile template.

14 Cisco UCS B200 M3 Host Firmware Package polices were set for Adapter and BIOS:
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Metworkstorage adspler and BICS polcy for 2.1 Delmar

& 8200M3-Firmware N
B 8230-2.0.3¢ 4, Filter| = Export g Print
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TPMI Access Profles E (Cisco UES MSIKR-B <nat set> o
w‘ Wﬁg“""! "0:*’“ \Cisco UCS MBIKR <not set> -
Man Nl nt Fi re Pa | \Cisco E M'Illii: <not set> ‘
Fower Control Policies - e A Snok set>, =
Serub Policies (Cisco UCS M61KR-L <ot set> =
Sena s A Polces e 0 Wrikq ot :
Server Pool Policies Ll Cisco UCS M72KR-Q <not set> -
i Server Fool Policy B200M3InfraPool ] <ot set> -
5 Server Fuol Folicy B200M3FoulPaboy 1 |Broadcam 10GbE Onboard Adapter <not set> -
5 Server Poal Policy B230PoolPolicty ] \Cisto UCS PBIE nol set> -
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£ s230qual Ll (Cisco UCS VIC 1280 <not set> -
all-ch F (Cisco UCS ME1KR-B |UCSE-MEZ-BRC-02 <not set> T
1 Threshold Polices - (Cisca UCS M73KR-E UCSE-MEZ-ELX-03 <not set> -
1 isCsl Authentication Frofiles (Cisco UCS M73KR-Q UCSB-MEZ-QLG-03 <nol set> =
~ 5 HIC/vHBA Placement Policies i Cisco UCS WIC 1240 T Ta) o
£, Sub-Organizations

Sl
B
2
&
&
@
]
TPMI Access Profiles - |Cisco Systems, Inc. |Cisco UCS B230 M2 <not sat> .
45 Local Disk Config Policies. Cisco ms, Inc. Qisco UCS B440 M2 <not set> -
ﬁ eintenance Polloes (Cisco Systems, Inc. (Gisco UCS B200 ML <not sat> -
155 Power Control P ware Packages l fintel Carp. [Cisco UCS B200 M1 <not set> -
-5 Sorub Paliges (Gisco Systems, Tnc. (Gisco UCS B250 ML <not set> -
Serial over LAN Palioes fntel Corp. (Cisco UCS B250 ML <not set> -
= &5 Server Fool Folides = |Gisco Systems, Inc. (Gisco UCS B200 M2 <not set> -
5 server Pool Policy 8200MImfraPool (Cesco Systems, Inc. Gisco UCS B250 M2 <ot set> -
& server Pool Palicy 8200M3PaolPolicy F |Cisco Systems, Tnc. (Cisco UCS B230 M1 X <not set> -
5 server Pool alicy 8230PaclPolicyy ] (Cisco Systems, Inc. (Cisco UCS B440 ML <not set> -
& ].i.?;"mqu Qualifications. F (Cseo systems, . (©sco ucs C200 ML - <not et -
 B200M3Qual-Tnfra (Cisco ms, Inc. Gisco UCS €200 M2 <not sat> B
5 B200M3Qual-SSD. | (Cisco Systems, Tnc. Cisco UCS €210 M1 - <not set> -
 B230Qual o |Cisco Systems, Tnc. |Cisco uCs 210 M2 <not sat> =
- all-chassis (Gisco Systems, Inc. (Cisco UCS C250 ML <not set> -
& Threshold Policies Cisco ms, Inc. Cisco UCS C250 M2 <not sat> -
& iscst rticatan Profiles. I rd
‘g‘;‘ﬂ‘“”mm*m L [Cisco Systems, Tnc. (Cisco UCS Bz2 M3 Jucsa-822-M3
rganizations |Cisco Systems, Inc. |Cisco UCS B420 M3 UCSE-B420-M3
L |Cisco Systems, Inc. |oisco ucs czo0 M2 UCSC-BSE-SFF-C200

15. Create Dynamic vNIC Connection Policy:

To create a dynamic vNIC connection policy go to LAN tab on Cisco UCS Manager. Select Policies = root
-> select Dynamic vNIC Connection Policy. Right click and select create Dynamic vNIC Connection Policy.
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4§ Qo5 System Class
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- @ & Threshold Polices
o = van Groups
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#-( Appliances

== Inkernal Lan

[ =il Irternal Fabric A&

- 3 =il Triternal Fabric B

- B Threshold Polices
= & Policies

) Appliances
B LAN Choud

- @ 5 Threshold Policies
g, root

| i Bl Default vNIC Behavior

]
i+ & Flow Control P Show Navigator

- 5 LaN Connecti te Dynamic wNIC Connection Pol
- & Multicast Pakd__ o

- 5 Metwork Control Polcies
& 5 Qos Policies
- 5 Theeshoid Policies

- [il] vMIC Tempiates
b Sub-Organizations

Select name for new dynamic vNIC connection policy, Set number of Dynamic vNICs as per the
requirement.

Adapter Policy: VMWarePassThru

Protection: Protected

Click OK. Click OK on the confirmation message.

> Create (

Creat

16  Create a service profile template using the pools, templates, and policies configured above.
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Sub-Organizations | Service Profiles | Pools | Policies| EC Zones | Fauiis| Evert=|

Equipment | Servers | Lan | san [ v | admin|
[

i = |
[} = Servers
=5 Service Profiles
4, root|
E|-. Service Profile Templates
= T €—

- Service Template B200M3-BFS-SSD-Template
([l Service Template B200M3-BFS-Template
[+ il Service Template B200M3-Infra-BFS-Template
[++[AH Service Template B230M2-BFS-Template
L. g5 Sub-Organizations
£ Policies
& Pools
(& Schedules

-

In this project, we created one template for the UCS B200 M3 Blade Server models used.

Follow through each section, utilizing the policies and objects you created earlier, then click Finish.

Note: On the Operational Policies screen, select the appropriate performance BIOS policy you created
earlier to insure maximum LV DIMM performance.

Note: For automatic deployment of service profiles from your template(s), you must associate a server
pool that contains blades with the template.

16a On the Create Service Profile Template wizard, we entered a unique name, selected the type as
updating, and selected the VDA-UUID-Suffix_Pool created earlier, then clicked Next.
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You must enter a name for the serice profile template and specify the template type. You can also specdy how a UUID will be
assigned to this template and enter a description.

16b On the Storage page, we selected the Expert mode, we selected the WWNN Pool we created earlier
from the drop down list and then click Add
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Create Servion Frofie Temglate Storage
L o Optionally specify disk policies and SAN conguration mfarmation,
+ o [hohify Seevice Profile
Inmplaic
I vstoeage || Selecka bocal dsk confign

Note that we used the default Local Storage configuration in this project. Local drives on the blades
were not used.

16c  On the Create HBA page, we entered a name (FCO) and checked Use SAN Connectivity Template, which

changed the display to the
following:
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We selected the vHBA template for Fabric Interconnect A and the VMware Adapter Policy from the drop
downs, then clicked OK.

We repeated the process for FC1, choosing VDA-HBA-B for Fabric Interconnect B. The result is the
Storage page that appears as follows:
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Creste Sarvice Profile Templste Storage @
Optionally specify disk

<pree |[ Motz Frish | concel |

16d Click Next to continue. We selected the Expert configuration option and clicked Add in the adapters
window:

Crasts Servics Profis Tenglsts Networking
Optionally specify LAN configuration information.

P et oy o o (O L Pl by .=

WCeiste N add W Modfy

ISCSI wNICs

16e In the Create vNIC window, we entered a unique Name, checked the Use LAN Connectivity Template
checkbox, selected the vNIC Template from the drop down, and the Adapter Policy the same way.
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16f  We repeated the process for the remaining seven vNICs , resulting in the following: (Eth5, 6, and 7 not
shown)
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16g Click Next. We accepted the default placement and clicked Next:
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16h  We selected the Boot from SAN policy created in Section 6.4.5 from the drop down, then proceeded:
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Create Service Profile Template Server Boot Order
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:mem oot Pokcy: [

$0:06:01:60:46:E0:5E:04
50:06:01:69:46:E0:5E:04

$0:06:01:61:46:E0:5E:04
50:01:06:68:46:£0:5€:04

16i We did not create a Maintenance Policy for the project, so we clicked Next to

continue:
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16j We made the following selections from the drop downs as shown, then clicked Next to continue:
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16k

Server Assignment
Optionally specify a server pool for this service profile template.

Firmware Management (BI0S, Disk Controller, Adapter)
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On the Operational Policies page, we expanded the BIOS Configuration section and selected the BIOS
Policy for the Cisco UCS B200 M3 created earlier, then clicked Finish to complete the Service Profile
Template:
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The result is a Service Profile Template for the Cisco UCS Blade Server B200 M3.

Now that we had created the Service Profile Templates for each Cisco UCS Blade Server model used in
the project, we used them to create the appropriate number of Service Profiles. To do so, in the Servers
tab in the navigation page, in the Service Profile Templates node, we expanded the root and selected
Service Template Cisco UCS B200 M3, then clicked on Create Service Profiles from Template in the right

pane, Actions area:

le O Chew: Do © Q| frossiie  @ex
3> g Servers * [l Servce Protle Templates + ) roce * [f] Service Template B200MY-8FS-Template:
S2eagn | Notwerk | 6052 vitCs | Boot Crder | polioms | Everts | Fam

5 S, voct
= [l Servie Protle Teercates
=, ot

+—

&
@ [l Service Terglate BIXNEEFS-Temglate

Server Pool: B200M3-Pool
Server Pocl Qualication: B200MIQual
Restrict Mgrstion: no

@ 555 BIOS Pokoes Mansgement [P Address
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We provided the naming prefix and the number of Service Profiles to create and clicked OK.

vmware

19

Pool and Server Pool Qualification policy, the Cisco UCS B200 M3 blades in the test environment began
automatically associating with the proper Service Profile.
|r -

-mlsmlvmlmmn\

i = |

= Servers

The Cisco UCS Manager created the requisite number of profiles and because of the Associated Server
[

[ =5 Service Profiles

| Sub-Organizations | Service Frofies | Pools | Palcies | FC zones | Fautts [Everss|

20

We verified that each server had a profile and that it received the correct profile.
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21. To configure service profiles for the blades to be used for VM-FEX configuration follow steps given
above with following changes:

Select existing service profile or service profile template which need to modified to use with
VM-FEX or create new service profile or service profile template. All the steps remain the same

except the one

showed below.

o Go to Policies tab and Select BIOS Policy.
o Select BIOS policy created to use with VM-FEX as shown in Section 6.2.13b
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B10S Policy

Firmware Policics
IPMI Access Prolde Policy

Power (ontrol Policy

Seriol over LAN Policy
Stats Policy 2

21d. Go to Network tab and click on Change Dynamic vNIC Connection Policy.

Gereral Storage [NBHGRR] scst vilCs | ok Onder | Pobces | Events | £s [ L

21e. Select Dynamic vNIC Connection Policy: Use a Dynamic vNIC Connection Policy. Which was created
in section 6.2.21a. Dynamic vNIC: VMFEX-vNIC. Click OK.



at]van], o : 2
cISCo CITRIX EMC. vmware

Ch

[ Equipment | Servers | Lan | san [ vm | Admin|
T

BIOS Policy

i+ =

[ER=={B8200-M3-23 -

il ISCSTN BIOS Folicy: B200M3-VMFEX ~ [l Create BIOS Policy
-l viisas BIOS Policy Instance: org-root/bios-prof-B200M3-VMFEX
==l vNICs icy ' org-root/| pi
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=il vNIC dynamic-prot-014
=il vNIC dynamic-prot-015

MIC dvnamic-prot-0
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As shown in the screenshot above, after applying changes on the service profile or template there will
be X number of dynamic vNIC port, where X is selected number of vNIC during creation of dynamic vNIC
connection policy. At this point, the UCS Blade Servers are ready for hypervisor installation.

Note: If you are using existing service profile or service profile template and it is associated with blades.
Applying these changes will make them all associated servers to Reboot. It is advised to take necessary
precautions before applying above mention changes; Ideally all blades should be in maintenance mode.

6.2.2 QoS and CoS in Cisco Unified Computing System
Cisco Unified Computing System provides different system class of service to implement quality of service including:

e System classes that specify the global configuration for certain types of traffic across the entire system
e QoS policies that assign system classes for individual vNICs
e Flow control policies that determine how uplink Ethernet ports handle pause frames
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Applications like the Cisco Unified Computing System and other time sensitive applications have to adhere to a strict
QOS for optimal performance.

6.2.3 System Class Configuration
Systems Class is the global operation where entire system interfaces are with defined QoS rules.

e By default system has Best Effort Class and FCoE Class.
Best effort is equivalent in MQC terminology as “match any”
FCoE is special Class define for FCoE traffic. In MQC terminology “match cos 3”
e System class allowed with 4 more users define class with following configurable rules.
CoS to Class Map
Weight: Bandwidth
Per class MTU
Property of Class (Drop v/s no drop)
e Max MTU per Class allowed is 9216.
e Via UCS we can map one CoS value to particular class.
e Apart from FcoE class there can be only one more class can be configured as no-drop property.

e Weight can be configured based on 0 to 10 numbers. Internally system will calculate the bandwidth based on
following equation (there will be rounding off the number).
(Weight of the given priority * 100)
» % b/w shared of given Class =

Sum of weights of all priority

6.2.4 Cisco UCS System Class Configuration
Cisco Unified Computing System defines user class names as follows:

e Platinum
e Gold
e Silver

e Bronze
Table 3. Name Table Map between Cisco Unified Computing System and the NXOS

Cisco UCS Names NXOS Names
Best effort Class-default
FC Class-fc
Platinum Class-Platinum
Gold Class-Gold
Silver Class-Silver
Bronze Class-Bronze
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Table 4. Class to CoS Map by default in Cisco Unified Computing System

vmware

Cisco UCS Class Names

Cisco UCS Default Class Value

Best effort Match any
Fc 3
Platinum 5
Gold 4
Silver 2
Bronze 1

Table 5. Default Weight in Cisco Unified Computing System

Cisco UCS Class Names

Weight

Best effort

Fc

6.2.5 Steps to Enable QOS on the Cisco Unified Computing System
For this study, we utilized four Cisco UCS QoS System Classes to priorities four types of traffic in the infrastructure.

Configure Platinum, Gold, Silver and Bronze policies by checking the enabled box. For the Platinum Policy, used for
NFS storage was configured for Jumbo Frames in the MTU column. Notice the option to set no packet drop policy

during this configuration.
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Next, in the LAN tab under Policies, Root, QoS Polices, verify QoS Policies Platinum, Gold, Silver and Bronze exist, with
each QoS policy mapped to its corresponding Priority.
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Finally, include the corresponding QoS Policy into each vNIC template using the QoS policy drop down, using the QoS
Priority to vNIC and VLAN Mapping table above.
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This is a unique value proposition for the Cisco Unified Computing System with respect to end-to-end QOS. For
example, we have a VLAN for the EMC storage, configure Platinum policy with Jumbo frames and get an end-to-end
QOS and performance guarantees from the Blade Servers to the Nexus 1000V virtual distributed switches running in
vCenter through the Nexus 5548UP access layer switches.
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6.3 LAN Configuration

The access layer LAN configuration consists of a pair of Cisco Nexus 5548s (N5Ks,) a family member of our low-
latency, line-rate, 10 Gigabit Ethernet and FCoE switches for our VDI deployment.

6.3.1 UCS Connectivity
Four 10 Gigabit Ethernet uplink ports are configured on each of the Cisco UCS 6248 Fabric Interconnects, and they
are connected to the Cisco Nexus 5548 pair in a bow tie manner as shown below in a port channel.

The 6248 Fabric Interconnect is in End host mode, as we are doing both Fiber Channel as well as Ethernet (NAS) data
access as per the recommended best practice of the Cisco Unified Computing System. We built this out for scale and
have provisioned more than 40 G per Fabriclinterconnect (Figure 32).

Note: The upstream configuration is beyond the scope of this document; there are some good reference document
[4] that talks about best practices of using the Cisco Nexus 5000 and 7000 Series Switches. New with the Nexus 5500
series is an available Layer 3 module that was not used in these tests and that will not be covered in this document.

Figure 12. Ethernet Network Configuration with Upstream Cisco Nexus 5500 Series from the Cisco
Unified Computing System 6200 Series Fabric Interconnects

Upstream LAN Switch

To UGS Chassis (4 X 106G Per Chassis) To UGS Chassis (4 X 106G Per Chassis)

6.3.2 EMC VNX7500 LAN Connectivity
The Cisco Nexus 5548 is used to connect to the EMC VNX7500 storage system for Fiber Channel and file-based access.

The EMC VNX7500 is equipped with dual-port 8GB FC modules on each controller. These are connected to the pair of
Nexus 5548s to provide block storage access to the environment. (See Section 6.4 SAN configuration below.)
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The EMC VNX7500 supports four dual-port 10G Data Movers which are connected to the pair of N5Ks downstream.
Three of the Data Movers were set to Active, with the fourth providing failover capability. This allows end-to-end 10G
access for file-based storage traffic. We have implemented jumbo frames on the ports and have priority flow control
on, with Platinum CoS and QoS assigned to the vNICs carrying the storage data access on the Fabric Interconnects.

The EMC ethernet connectivity diagram is shown below.

Figure 13. EMC VNX Ethernet Connectivity

EMC VNX7500

SP-A BGB FC | DM-2 10GBE | DM-3 10GbhE

DM-4 10GBE | DM-510GbE | SP-B BGE FC

2 X 8Gb FC

UCS 6248UP UCS 6248UP

For information about configuring ethernet connectivity on an EMC VNX7500 Storage System, refer to the EMC
website.

6.3.3 Nexus 1000V Configuration in L3 Mode
1. To download the Nexus1000 Vv 4.2(1) SV2 (1.1), Click the link below.
http://software.cisco.com/download/release.htm|?mdfid=282646785&flowid=3090&softwareid=282088129
&release=4.2%281%295V2%281.1a%29&relind=AVAILABLE&rellifecycle=&reltype=Ilatest
3.
2. Extract the downloaded N1000V .zip file on the Windows host.
4.
3. To start the N1000V installation, run the command below from the command prompt. (Make sure the
Windows host has the latest Java version installed).
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2sProgram FilessJavasjre?sbin2>java —Jjar c:“Nexusl1@88v . 4.2.1.5U02 .1 _1“\Nexuz1880y .

C
4.2.1.802.1 . 1sUSMsInstaller_AppSNexusl1B8B8BU-install_CH¥. jar

4. After running the installation command, you will see the “Nexus 1000V Installation Management Center”.
5. Select the radio button for Cisco Nexus 1000V Complete Installation then select radio button for Standard or

Custom installation.
5. For this study we used Standard installation.

' Cisco Nexus 1000Y Installer App

=1 B3

——p @ Cisco Nexus 1000V Complete Installation

—)tkStandard _ Custom

9 ' l l (] l I . ¢ Virtual Ethernet Module Installation

C I S C o vCenter Server Connection

Nexus 1000V

Hexus 1000V will be installed in "Essential®
edition. For Advanced edition, execute
‘sus switch edition Advanced’

after installation.

Exit

|4

6.
7

6. Go through the prerequisite for Cisco Nexus 1000V installer, ESXi hosts click Next.
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9 Cisco Nexus 1000¥ Installer App

. Steps

=1 B3

Prerequisites

] 1. Prerequisites
2. wCenter Server Credentials
3. Standard Configuration Data
4. Standard Configuration Review
5. Confirmation
6. Hosts Selection
7. Host Review

stfeen]es
CISCO

Nexus 1000V

|»

klsco Nexus 1000Y Installer App Prerequisites
wou migrate the host and adapters From the YMware vSwitch ko the Cisco Nexus 1000Y DYS.
- The host must have one or more physical NICs on each YMware vSwitch in use

- The YMware vSwitch does not have any active YMs.,

To prevent a disrupkion in connectivity during migration, any ¥Ms that share a YMware vSwitch with port groups used
‘ou must also configure the ¥SM connection to the vCenter server datacenter where the host resides.

- No VEMs were previously installed on the host where the VSM resides,

Host Prerequisites
The ES¥ or ES¥i hosts ko be used For the Cisco Nexus 1000Y have the Following prerequisites:
- Yfou have already installed and prepared the vCenter Server For host management using the instructions from Y

- HTTP client has been enabled,

- You should have the YMware vSphere Client installed,

- You have already installed the YMware Enterprise Plus license on the hosts,
- &ll YEM hiosts must be running ESX/ESX 4.1 or later releases.

- Two physical NICs on each host for redundancy.

- &l hosts must have Layer 2 connectivity to each other.

: | =

8.

Firish I Cancel I

9.

7. Enter the vCenter IP and the logon credentials.
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9.

10.

11.
12.

13.
14.
15.

i Cisco Nexus 1000V Installer App M[=1 E3
_Steps vCenter Server Credentials
ﬂl Prerequisites
! IP Address [192.168.1.11

" 2. vCenter Server Credentials
3, Standard Configuration Data Port (hitps only}f443
4. Standard Configuration Review User ID I,ndministratnr
5. Confirmation Password I***********
6. Hosts Selection
7. Host Review

TINIr
CISCO

Nexus 1000V

10.
11.

On the standard configuration Data enter or browse intended ESXi host and datastore for primary and
secondary instance of VSM. It will install HA pair of VSM.
Enter name for Virtual machine to be created.
Browse to the location of OVA image from the installer package which can be found from extracted file of
Nexus 1000V installer:
12. \Nexus1000v.4.2.1.5V2.1.1\Nexus1000v.4.2.1.5V2.1.1\VSM\Install\nexus1000v.4.2.1.SV2.1.1.ova
Enter IP address, subnet mask, gateway and domain ID for VSM.
Enter Management VLAN; the installer will create vmkernel port-group for ESXi management and uplink port-
profile.
Select No for select for Migrate Hosts to DVS.
Click Save configuration for further installation or future reference.
Installer app will verify all the data input and summaries configuration to review.
13.
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Cisco Nexus 1000V Installer App | - JUI) X
Steps Standard Configuration Data
1. Prerequisites ;J
2. vCenter Server Credentials : ;
3. Standard Configuration Data Import Configuration |
4. Standard Configuration Review oot 1
S. Confirmation IP Address | Name |192.168.1.55 Browse
6. Hosts Selection
7 Data Store Infrastructure-1 Browse
7. Host Review
Host 2
IP Address [ Name |192.168.1.61 Browse
Data Store |Infrastructure-2 Browse
[Virtual Machine Name [DC-VSM-U]
OVA Image Location | 14ySMiInstallinexus-1000v.4.2.1,5v2.1.1.0va Browse
8 ' l l ] l I ' $ Layer 2 [ Layer 3 Connectivity ~ | v Layer L3 e
VSM IP Address l192'15;3_1.5
c ' S c o Subnet Mask {255,255_255,[3
Nexus 1000V Gateway IP Address {192,168.1.1
[Domain ID [5
Management YLAN la01
Migrate Host(s) to DVS " Yes s No

Save Configuration I T

|

< Prev
17.
18.

16. Review the configuration and Click Next to proceed with the installation.
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3 Cisco Nexus 1000¥ Installer App =] B3
Steps Standard Configuration Review
;. zrcee’:fel-:sflst;ier Credentials et 4 -
& IP Address | Name
3. Standard Configuration Data ! |192. ey
4. Standard Configuration Review Data Store Ilnfrastmctue-l
S. Confirmation Host 2
6. Hosts Selection IP Address | Name |l92. 168.1.61
7. Host Review Data Store h"f’ S
irtual Machine Name IDC-VSM-OI
(OVA Image Location |C:\Nexus1000v.4.2.1,5V2.1.1\Nexus1000v.4.2.1.5v2.1. 1{¥SMiInstallinexus-1000v.
Layer 2 | Layer 3 Connectivity ¢~ | -, - % Layer 3
/SM IP Address J192.168.1.5
. ' I l . l I l . Subnet Mask [255.255.255.0
Gateway IP Address ]192.163.1.1
CISCO. == = ¢
Management YLAN lgm
Nexus 1 "4
000 Migrate Host(s) to DVYS C Ves & No
Notes The Nexus 1000V ¥SM will be named "DC-¥SM-01" and its password will be set to "admi
I The portgroups niky-mgmt and niky-ctrl will be created with thf above Management 4 ™
K >

< Prev ”_Nerg I Firfist I Cancel
A

17. Wait for the Completion of Nexus 1000V VSM installation.
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19.
20.

Clsco Nexus 1000¥ Installer pp ) e !E m
Steps Standard Configuration Review
1. Prerequisites Installation Progress:
2. vCenter Server Credentials
Configuring Properties
3. Standard Configuration Data J el
4. Standard Configuration Review J Configuring Network
5. Confirmation J Control YLAN
6. Hosts Selection J Management YLAN
7. Host Review

o Setting Properties
o Checking YSM Status
J Configuring Virtual Device Specification
& Configuring Property Specification
J Powering On ¥SM
: ' I ' ' ' I ' ¥ J Establishing SSH Connection {this might take a few minutes)
J Registering Extension with vCenter

c I S c o J Creating SVS Connection

Nexus 1000V & Cleaning Up the Installation
& Removing OVF Properties
J Deleting Temporary Files
o Validating Instal
J Installation Completed

Completing Installation. ..

Pres I Mdext I Firist Carncel

18. Select Yes to add modules. Select Install VIB and add modules to Nexus 1000V.

19. Enter Management VLAN to add ESXi host for VEM installation.

20. Go through the prerequisites to add Host for VIB installation and add it to Nexus 1000V.
21. Click Next.
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19 Cisco Nexus 1000¥ Installer App [ [O] X]
Steps Confirmation
1. Prerequisites Do you want to add more modules?
2. vCenter Server Credentials
3, Standard Configuration Data = (* Yes (" No
4, Standard Configuration Review
5. Confirmation " Install vIB e (¢ Install VIB and add module to Nexus 1000Y
6. Hosts Selection
7. Host Review User need to take care while input the Management YLAN of the hosts and selecting the hosts for the VEM installation
in the host selection page
Management VLAN: 801
Host Selection Criteria:
0 . I ' (] ' I ' § To install VIB on a host, the host:

# Must be connected to the vCenter (should not be in a disconnected or not-responding state)

C I s C o ® Cannot have any previous VIBS installed

Nexus 1000V In addition, to add the host to Nexus 1000, the host:

@ Cannot be a COS (ESX 4.x) host if the YSM is in setup in L3 mode
@ Cannot have any active Virtual Machines
® Cannot be in maintenance mode

22. From the list of hosts, select the ESXi hosts to add to the N1KV DVS.
23. Click Next.

B9 Cisco Nexus 1000¥ Installer App - (O] X]
Steps Hosts Selection

1. Prerequisites
2. vCenter Server Credentials
3. Standard Configuration Data

Launchers/192.168.60.33
Launchers/192,168.60.25
Launchers{192.168,60.18

4. Standard Configuration Review L aunchers}192.168.60,19
5. Confirmation Launchers/192,168,60.20
6. Hosts Selection Launchers/192,168.60.21
7. Host Review Launchers/192.168,60,22

Launchers/192,168.60.23
Launchers/192.168.60.24
Launchers/192,168,60,26
Launchers/192,168,60.27
Launchers/192,168.60,28
Launchers/192,168.60.29

Launchers{192.168.60,30
[ ] ' I l 0 ' I ' 8 Launchers/192.168.60.31
Launchers{192,168.60.32
C I s c o Launchers/192.168.60.34

DC-INF/192.168.1.57

Nexus 1000V

DC-YDAL]1

< Prev l [:gxt.> Firsti Cancel

21.
22.
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24. Review Host selection to install VIB and add to Nexus 1000V. Click Finish.

vmware

B9 Cisco Nexus 1000Y Installer App - (O] X]
Steps Host Review
b fretequles wCenter Server IP Address
2. vCenter Server Credentials |192. Heie
3. Standard Configuration Data Virtual Supervisor Module IP Address I192. 168.1.5
4. Standard Configuration Review Virtual Ethernet Module #1 [pc-vDa1f192.168.1.62
5. Confirmation Wirtual Ethernet Module #2 IDC-VDAI 1192.168.1.63
6. Hosts Selection .
7. Host Review irtual Ethernet Module #3 IDC-VDAUIQZ.IGS. 1.64
Wirtual Ethernet Module #4 IDC-VDM 1192.168.1.65
Wirtual Ethernet Module #5 IDC-VDAI 1192.168.1.66
Virtual Ethernet Module #6 IDC-VDM 1192.168.1.67
\irtual Ethernet Module #7 [DC-VDAI 1192.168.1.68
I
23. Nexus 1000V
24.
25. Review the Summary and click Close.
¥ Cisco Nexus 1000¥ Installer App | _ (O] x|

Steps Summary

. Prerequisites

. vCenker Server Credentials

. Standard Configuration Data

. Standard Configuration Review

; Initial virtual Supervisor Module installation Completed Successfully
3

4

5. Confirmation

6

7

8

conneckion vcenter
ip address: 192.168.1.11
remoke port: &0
protocol: vmware-vim https
certificate: default
datacenter name: MLQ3
DY¥S uuid: 17 b9 08 50 c1 4a e4 Sb-0d 4a 74 a5 40 b ed 31
config status: Enabled
operational status: Connected
sync status: Complete
version: YMware vCenter Server 5.1.0 build-880146

. Hosts Selection
. Hosk Review
. Summary

You can login ko ¥SM using the following credentials:

WSM IP: 192.168.1.5

Username: admin

Password: <set by user, ot is the same as username In case of Standard installation>

Iy
CISCO

Nexus 1000V

Initial ¥SM Installation has completed.

'YEM Installation Complete

WEM Host [ Status

VEM #1:
VEM #2:
WVEM #3:
VEM #4:
VEM #35:
VEM #6:
VEM #7:

DC-VDA1/192,168.1.62.
DC-YDA1/192,168.1.63.
DC-YDA1/192.168.1.64.,
DC-YDAL/192.168.1.65.
DC-YDAL/192.168.1.66.
DC-VDA1/192,168.1.67.
DC-YDA1/192,168.1.68,

Install skatus:
Install status:
Install status:
Install status:
Install status:
Install status:
Install status:

Success
Success
Success
Success
Success
Success
Success

Please see the installation log files at: C:\Users\ADMINI~1\AppDataiLocali Templ 3\ k

< Prey. | Next = | Firiish

25.
26.

26. Logon (ssh or telnet) to the N1KV VSM with the IP address and configure VLAN for ESX Mgmt, Storage and
vMotion purposes as mentioned below (VLAN ID differs based on your Network).
VDI-N1KV# conf t
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Enter the following configuration commands, one per line.
VDI-N1KV(config)# vlan 800

VDI-N1KV(config-vlan)# name ML_VDA
VDI-N1KV(config-vlan)# no sh

VDI-N1KV(config)# vlan 801

VDI-N1KV(config-vlan)# name ML_DC-VM-MGMT
VDI-N1KV(config-vlan)# no sh

VDI-N1KV(config)# vlan 802

VDI-N1KV(config-vlan)# name ML_DC-VMOTION
VDI-N1KV(config-vlan)# no sh

VDI-N1KV(config)# vlan 803

VDI-N1KV(config-vlan)# name ML_DC-INF
VDI-N1KV(config-vlan)# no sh

VDI-N1KV(config)# vlan 804

VDI-N1KV(config-vlan)# name ML_DC-STRG
VDI-N1KV(config-vlan)# no sh

VDI-N1KV(config)# copy running-config startup-config

vmware

name ML_DC-STRG

27. Run following configuration command to configure jumbo MTU and QoS polices.
VDI-N1KV# conf t
VDI-N1KV(config)# policy-map type qos jumbo-mtu
VDI-N1KV(config-pmap-qos)# policy-map type gos platinum_Cos_5
VDI-N1KV(config-pmap-qos)# class class-default
VDI-N1KV(config-pmap-c-qos)# set cos 5
VDI-N1KV# copy running-config startup-config

28. To migrate and manage the ESXi host network using Nexus 1000V VSM, configure port profiles and port
groups as mentioned below.



27. Note: These port-profiles are created by default and do not make any changes.
28.
29. Create the DC System Uplink for ESXi and Nexus 1000V Management.
29.
VDI-N1KV(config)# port-profile type ethernet nlkv-eth-2
VDI-N1KV(config)# vmware port-group
VDI-N1KV(config-port-prof)# switchport mode trunk
VDI-N1KV(config-port-prof)# switchport trunk allowed vlan 801
VDI-N1KV(config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV(config-port-prof)# no shutdown
VDI-N1KV(config-port-prof)# system vian 801
VDI-N1KV(config-port-prof)#state enabled

30. Create the DC Storage Uplink port profile for NFS traffic.

VDI-N1KV(config)# port-profile type ethernet DC_Storage_Uplink
VDI-N1KV(config)# vmware port-group

VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vian 804
VDI-N1KV(config-port-prof)# mtu 9000

VDI-N1KV(config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV(config-port-prof)# no shutdown
VDI-N1KV(config-port-prof)# system vlan 804
VDI-N1KV(config-port-prof)#state enabled
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vlan 8504

onh mac-pinning

31. Create the Storage virtual ethernet communications port profile.

VDI-N1KV(config)# port-profile type vethernet Storage
VDI-N1KV(config-port-prof)# vmware port-group
VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vian 804
VDI-N1KV(config-port-prof)# service —policy type qos input platinum_Cos_5
VDI-N1KV(config-port-prof)# no sh

VDI-N1KV(config-port-prof)# system vlan 804
VDI-N1KV(config-port-prof)#state enabled

32. Create the DC vMotion Uplink port profile.

VDI-N1KV(config)# port-profile type ethernet DC_vMotion_Uplink
VDI-N1KV(config-port-prof)# vmware port-group
VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vlan 802
VDI-N1KV(config-port-prof)# channel-group auto mode on mac-pinning
VDI-N1KV(config-port-prof)# no sh

VDI-N1KV(config-port-prof)# system vian 802
VDI-N1KV(config-port-prof)#state enabled

33. Create the virtual ethernet port profile for vMotion.
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VDI-N1KV(config)# port-profile type vethernet vMotion
VDI-N1KV(config-port-prof)# vmware port-group
VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vlan 802
VDI-N1KV(config-port-prof)# no sh
VDI-N1KV(config-port-prof)# system vlan 802
VDI-N1KV(config-port-prof)#state enabled

34. Create the DC VDA Uplink port profile.

VDI-N1KV(config)# port-profile type ethernet DC_VDA_Uplink
VDI-N1KV(config-port-prof)# vmware port-group
VDI-N1KV(config-port-prof)# switchport mode trunk
VDI-N1KV(config-port-prof)# switchport trunk allowed vlan 800,803
VDI-N1KV(config-port-prof)#channel-group auto mode on mac-pinning
VDI-N1KV(config-port-prof)#no shutdown
VDI-N1KV(config-port-prof)#state enabled

35. Create the virtual ethernet port profile for VDA2 traffic.

VDI-N1KV(config)# port-profile type vethernet VDA2
VDI-N1KV(config)# vmware port-group
VDI-N1KV(config-port-prof)# max-ports 1024
VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vlan 800
VDI-N1KV(config-port-prof)# no sh
VDI-N1KV(config-port-prof)# system vlan 800
VDI-N1KV(config-port-prof)#state enabled

vmware



Iy @ :
cisco CITRIX

vmware

36. Create the virtual ethernet port profile for VDA3 traffic.

VDI-N1KV(config)# port-profile type vethernet VDA3
VDI-N1KV (config-port-prof)# vmware port-group
VDI-N1KV (config-port-prof)# max-ports 1024
VDI-N1KV(config-port-prof)# switchport mode access
VDI-N1KV(config-port-prof)# switchport access vian 800
VDI-N1KV(config-port-prof)# no sh

VDI-N1KV (config-port-prof)# system vlan 800
VDI-N1KV(config-port-prof)#state enable

37. After creating port profiles, make sure vCenter shows all the port profiles and port groups under the
respective N1KV VSM. Then, Add the ESXi host to the VSM.
38. Go to Inventory = networking = select DVS for N1KV = click on tab for hosts.

1 () VCEMTER, vdllab-v local R
= [Ey vorzo00
Bl [ vDI-hiky el | Ports | Configuration | Virtual Machines g ermissians
B &= [ WDIHIEY Mame or State contains: Clear
S Storage-Uplink
S System_Uplink | [Mlame State VDS Status Status % CPU % Memary Memory Sizs PU Count NIC Count | Uptime
B Unused_Or_Que 10.29.164.91 Connexted up @ Momal 40 26208600 ME z 8 7days
&, ¥DI-Uplink 10.29,164.%2 Connected Up & Hormal 2[ 262086.00 MB 2 8 7days
&, vMation-Uplink 10,29,164.9 Connected Up & Mormal i 262086.00 MB 2 8 7 days
2 8

2, nikts
& Storage 10.29.164.94 Connected Up & Normal 10 262086.00 ME

2, Unused_or_Que
2, vor
wDI-1
2, wMotion
@ Control
& Nik-Control
& WiK-packet
& vCenter Management
& vorvm
& VM Network

Getting Started | Summary

3 [ D D
RN X<

o ooo

7 days

30.

39. Right-click and select add host to vSphere Distributed Switch.
31.
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Bl [ VCENTER.vdilab-v.local

B [fy vo1-z000 _
B [ vDINiky E il
Cl gl-?tlw ik Mame or State contains:
orage-Lplin
= System_Uplink | Name State VDS Status Status % CPU % Memory Memary Siee CPU Count KIC Count | Uptime
B Unused Or Que| [ 10.29.164.91 Comnected @ Up & Mormal o 4 262086.00 VB 2 8 7days
= VDI'L_'D“”’*‘ . ERRUECRETE:S Cennected & Uup & Homal o ] 2 [T 26208500 MB 2 8 7days
B Motion-Uplin 10,29, 164,53 Cornectad Up Hormal 0 [ | [ 26:2086.00 ME 2 & 7days
nilky-I3

% Storoge O 1029064 Comected @ Up & Mormal o | 262086.00 VB 2 8 7days
2, Unused_Or_Que
2 vo
% YOI-1 ‘ Add Host to wSphere Distributed Switch,.,
2, vMation Manage Hosts...

& contral

© nik-Contrel Refresh

&, Nik-parket View Colurmn v

& wCenter Management )

T VoL Export List...

8 WM Network

Note: ESXi hosts are not part of the existing configuration.

40. Select ESXi hosts to add in N1KV.

Q Add Host to vSphere Distributed Switch - [ =0 éj
Select Hosts and Physical Adapters
Select hosts and physical adapters to add to this vSphere distributed switch,
Select Host and Physical Adapters Settings, . View Incompatible Hosts. .,
Metwork Connectiviky Host[Physical adapters In use by switch Settings Uplink port group -
Wirbual Machine Metworking Oem vmnics - Wiew Details.., Select an uplink port ar. ..
Ready to Complete O vmnict - Wiew Details. . Select an uplink port ar..,
B OF 102516412 View Details. .
Select physical adapters
D E@ vmnicl wSwitchD Wiew Details, .. Select an uplink port gr...
D B\ vmnic2 - Wigw Dietails, ., Select an uplink port gr...
D ER vinic3 - Wiew Details, ., Select an uplink port gr...
D BB vmnict - Wiew Dietails, .. Select an uplink port gr...
EO8 1esie1z View Details, .,
Select physical adapters
D ER vmnicd w3witchd Wiew Dietails, .. Select an uplink port gr...
D E@| vmnicl - Wiew Details, .. Select an uplink port gr...
D B\ vmnic2 - Wigw Dietails, ., Select an uplink port gr...
D ER vmnict - Wiew Details, ., Select an uplink port gr... |
B EE w165 Vigw Datails, .,
Select physical adapters
D ER vmnicd - Wiew Details, .. Select an uplink port gr...
D E| vmnicl w3witchd Wiew Dietails, .. Select an uplink port gr...
D BB vmnic2 - Wiew Details, .. Select an uplink port gr... =
D B\ vmnic3 - Wigw Dietails, ., Select an uplink port gr...
D ER vmnict - Wiew Details, ., Select an uplink port gr...
D BB vmnics - Wiew Dietails, .. Select an uplink port gr...
D BB vmnich - Wiew Details, ., Select an uplink port gr..,
D BB vmnic? - Wiew Dietails, .. Select an uplink port gr... ™
Help | < Back | Mext > I Cancel |
2|

41. Click Select an uplink port-group and from the drop-down menu select appropriate Uplink that is allowed for
corresponding vmnic as per the configuration on Cisco UCS Manager vNICS.
For example, consider vmnicO and vmnicl for use as the System-Uplink. As per the best practices here we have 8
vmnics (4 pairs) and each pair of vmnics will be associated with one uplink; system/mgmt uplink, storage uplink,
VM/VDI traffic uplink, vMotion Uplink.
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B E 10.29.164.% View Details...
Select physical adapters
i3 | wmnicd -- Wit Dekails. .. |Seleu:t an uplink port gro = |
B vmnicl wSwikchi Yiew Dietails, . Select an uplink port group
B vrnic2 - Yiews Details,.. Storage-Uplink
E@ vmnic3 - Wiew Details. . Unused_Or_tuarantine_Upl
BB vmnicd - Wiew Details. . vDI-Uplink
B vmnics - Yiew Details, V_.r‘ﬂ.c'f.i_?n.:.l'.lel,i_.r.'.lﬁ. proregree
B} vmnict - Wit Details. . Select an uplink port gr...
| vrnic? -- Wigw Details, ., Select an uplink port gr...
B E 10.29.164.95 Wiew Dekails. ..
Select physical adapters
E@ vmnicO -- Yiew Details, .. Select an uplink port gr...
g vmnicl wSwikchO Wiew Details, .. Select an uplink port gr...
iz | | YIMNICE - Yiew Dekails. .. |Select an uplink port gro T|
BB vmnicd - Wigw Details, .
B vmnicd - Wigw Details, .
| vmnics - Yiew Details, ..
Bl vmnicd - Yiew Details, ..
B vmnic? - Yiew Detals, .,
= _E 10,29.164.55 Yiew Details, ..
Select physical adapters
Eg vmnic - Wigw Details, ., System_Lplink,
|/ vmnicl wSwitchi Wigw Details, ., System_Lplink,
E| vmnic2 - Wigw Details, ., Storage-Uplink,
ER@ vmnic3 - Wigw Details, ., Storage-Uplink,
5123 | wmnicsd - Yigw Details. .. |Select an uplink, port gro *
Eg vmnics - Yiew Details, .. Sielect an uplink port group
i 23 vmn?cE- - '-.r'?ew Deta?ls... g:fosrtgl%lne_-lljgllilnn&
BB vmnic? - View Details... Urused_Or_Quaranting_Lpl
[+Mation-Uplink
e e | m——
B FE 10.29.184% View Detals. ..
Select physical adapters
ER vmnicO - Wigw Dekails, ., System_Lplink
Ej vmnicl waikchi Wigw Details, ., Systern_Liplink
Eg wmnic2 - Wigw Details. . Skorage-Uplink,
Eg vmnic3 - Wigw Details., ., Skorage-Uplink,
ER  vmnict - Yiew Details, .. YDI-Uplink.
ER vmnics - Yiew Details, .. YDOI-Uplink.
527 | WInicE - Yiew Details. .. |SE|EE|: an uplink port gro v|
B3 vmnic? - YWigw Details.., Select an uplink port group

Storage-Uplink.
Swstemn_Lplink,
Unused_Cr_Quaranting_Lpl
—WDI-Uplink.
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42. After selecting appropriate uplinks click Next.

BEE 10291648 View Details...
Select physical adapters
ER  vmnico - YWigm Dekails, Syskem_Lplink
Eg vmnicl wSwitchD Yiew Details. .. System_Lplink,
ER vmnic2 - YWigm Dekails, Staorage-Uplink =2
Eg vmnic3 - Yiew Details., .. Storage-Uplink
ER vmnict - YWigm Dekails, YOI-plink
Eg vmnics -- Yiew Details. . WOI-Uplink
ER vmnice - YWigm Detkails, wMakion-Uplink
B | YMic? = Yiew Details, .. Iotion-Uplink | s
= Back | Mext = I Cancel
A
43. Network Connectivity tab select Destination port group for vmkO.
(%) Add Host to vSphere Distributed Switch - = | B S

Network Connectivity
Select port group to provide network connectivity For the adapters on the wSphere distributed switch,

Select Host and Physical Adapters @ Assign adapters to a destination port group to migrate them, Chrl+click to multi-select.
MNetwork Connectivity /Ay Virtual NICs marked with the warning sign might: lose network connectivity unless they are migrated to the vSphere distributed switch,
yirtual Machine MNetworking Select a destination port group in order ko migrate them.
Ready to Complete Hostfwirtual adapter Switch Source port group Deestination port group
[ =] @ 10.29.164.9%5
| i | vk wawikchi Yikernel Do nok migrate |

44. From the drop down menu select a port group which was configured for L3 capability and for ESXi host

management communication. In this case it is n1kv-I13 and Click Next.
(&) Add Host to vSphere Distributed Switch - SRR X |

Network Connectivity
Select pork group to provide network connectivity For the adapters on the vSphere distributed switch.

Select Host and Physical Adapters @ Assign adapters to a destination port group to migrate thern, Chrl+click bo mulki-select,
MNetwork Connectivity Ay Virtual MICs marked with the warning sign might lose network connectivity unless they are migrated to the vSphere distributed switch,
Yirtual Machine Metwarking Select a destination port group in order to migrate them,
Feady to Complete Hostvirtual adapter Switch Source port group Diestination port group
| B [ 10.29.164.%
| R | wmki wSwibch WMkernel

45. On the tab for virtual machine networking, select VMs and assign them to a destination port-group. Click
Next.
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(%) Add Host to vSphere Distributed Switch - E=NREl ]

¥irtual Machine Networking
Select virtual machines or network adapters to migrate to the vSphere distributed switch,

Select Host and Physical Adapters W' Migrate virtual machine networking
Nfetwork Conn?ctlwt ) @ Assign ¥Ms or network adapters o a destination port group to migrate therm, Chrl+click to multi-select.
¥irtual Machine Netb ki
irtual Machine Networking
Ready bo Complete Hostivirtual machine fMetwork adapter MIC count | Source port group Destination port group

Network adapter details

46. Verify the Settings and Click Finish to add the ESXi host part of N1KV DVS.

[ Add Host to vSphere Distributed Switc

Ready to Complete
Werify the settings For the new vSphere distrinuted switch,
Select Host and Physical Adapters ol
Select Host and Physical dapters VDLNIKY -]
hetwork Connectiviey
Yirtual Machine Metworking
Ready to Complete & ntkel3 B [=lUnused_Or_Quarantine_Uplink
=l ¥Mkernel Ports (5)
viokid : 10,28.164.91 Ho (| [Esystem_uink
vk : 10,29.164.92 o =
kD : 10.99.164.93 Ho =% UpLink00 (5 MIC Adapters)
kD © 10,29, 164,94 Ho T vmnicd 10.29.164.83
kD : 10.29,164.95 aLHD T vmnicd 10,29,164.84
Wirtual Machines (0) g_ “"’”“E Eéz':::‘z; —
H  wmnico 10,29.164.
wmnicd 10,29.164.95
8 Storage [y
2% UplinkD1 {5 MIC Adanters!
Virtual Machines (0) a ?ﬁij 1o20 (154 o !
@ Unused_Or_Quarantine_V... N g: ::::E: E;z:::z‘:
Virbual Machines (0) OH et 10.29.164.82
dJ wmnicl 10,29.164.95
£ vo1 ) ]
Virtual Machines (1) ) vMation-Liplink
=18 UpLinkns (5 MIC Adapters)
£ vort | T wmnice 10,29.164.93
Virtual Machines (0 - wmnice 10,29.164,94
Ol vmnics 10,29.164.81
& vition LY CH  vmnics 10,29.164.82
[ UMkernel Parts (13 [ wimnicé 10,29.164,95
Yirtual Machines (0) 16 UpLink07 (5 NIC Adapters)
O~ wmnic7 10,29.164.93
CIH e 10.29.164.54
CH vmnic? 10,29.164.51
T vmnic? 10,29.164.92
1 wmnic? 10.29.164.95
=) Storage-Uplink ‘
F‘_ﬂ..‘ (PR =4
Help <pack [ Fmsh | cancel |

47. To verify the successful installation of ESXi VEM and the status of ESXi host.
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a DC-VC-01.mlg3.net D 0
= [ M3
B [/ DC-VSM-01 Hosts
& DC-VSM-01
= [ DC-VSM-02
& = [DC-VEM-02] Name | state VDS Status | Status % CPU| % Memory Memory Size | CPUCount|  NICCount | Uptime
=, DC_Storage_Uplink
= D vhotionUplink B 192.168.169  Connected & Up @ No... 0 11 262085.80 MB 2 8 47 days
=, DC-VDA-Uplink B 192.168.170  Connected & Up @ No... 0 11 262085.80 MB 2 8 47 days
B nikv-eth-2 ] [ 192.168.171 Comnected & Up @ No... 0 11 262085.80 MB 2 8 37days
 Unused Or Quarantine Uplink | [ 192.168.172  Connected @ Up @ No.. 0 11 262085.80 MB 2 8 37 days
2 storage [ 192.168.173 Comnected & Up @ no... 0 11 262085.80 MB 2 8 47 days
2, Unused_Or_Quarantine Veth 0 192.168.174 Comnected @& Up @ No... 0 0 262085.80 MB 2 8 0second
c:m\“’{gﬁ B 192.168.175  Connected @ Up @ No... 0 1 262085.80 MB 2 8 47 days
)
= = vMotion

48. Run sh module command which will show all the ESXi hosts attached to that VSM.

VDI-N1KV(config)# sh module

4.
-
.
.
4.
-
.
.
4.2

s N e = e =
I = = B =T =y =)

49. Repeat the procedure to configure additional VSM pairs the second XenDesktop VDA ESX cluster.
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6.3.4 Configuring Cisco UCS VM-FEX
1. Click the download link given below to install latest VEM software installer.
http://software.cisco.com/download/release.htm|?mdfid=283853163&flowid=25821&softwareid=28385315
8&release=2.0%285b%29&relind=AVAILABLE&rellifecycle=&reltype=latest
2. From the retrieved ISO file unzip it and browse to \ucs-bxxx-drivers.2.1.1a\VMware\VM-
FEX\Cisco\MLOM\ESXi_5.1\ cisco-vem-v151-5.1-1.1.1.1.vib
Note: Select accordingly your Network Interface card and ESXi hypervisor version. Current Supported NICs are 1280,
M81KR, MLOM and ESX/ESXi 4.1 U2, ESX/ESXi4.1 U3, ESXi 5.0 U1, ESXi 5.1.

vmware

6.3.4.1 Installing Cisco VEM Software Bundle Using SSH or ESXi Shell cmdline:
1. Upload VEM installer vib file to datastore on ESXi host. Preferably on the shared storage
2. Login into ESXi host using ssh or ESXi shell. Run the command shown below.

# esxcli software vib install -v /vmfs/volumes/xxxxx/cisco-vem-v151-5.1-1.1.1.1.vib
3. To further verify run following command:

Vmkload_mod -l |gerp pts

You can also install using the VMware Update Manager.
Please refer to link given below for different method of installation or updragding VEM software on ESX/ESXi host.
http://www.cisco.com/en/US/docs/unified computing/ucs/sw/vm fex/vmware/gui/config guide/GUl VMware VM
-FEX_UCSM Configuration Guide chapter3.html

6.3.4.2 Configuring VM-FEX on Cisco UCS Manager and Integration with vCenter
1. Add Cisco UCSM extension for VM-FEX on vCenter.
2. Export vCenter Extension.
3. On the Cisco UCS Manager go to VM tab. Click VMware and click Export vCenter Extension. Save the
extension file and click OK.

Equipment | Servers | Lan | st [V | acmin General | vCervers | Certfficates | Deletion Tasks | Fauks | Events | Fsm

Filter: ..~ Actions
e ar more wCenber extension files are required to establish secure communication between
= Export wCenter Extension jvCenter and UCSH.
Xpol . .
ou dowvinload the extension fikes through UCSM and install them as plug-ins on the vCenter
QA Export Multiple vCenter Extersions | (57"
[=-8 Chusters g 2 For vCenker version 4.0 Undate 1 and later, you nesd & singls extenson file,
PR default [E); Modfy Extansion Key Use Export vCenter Extension to downioad it,
% Virtual Machines = For vCenker wersion 4.0, you need eight (8) extension files,
== Port Prafles o8 configure vCenter Use Export Mukigle vCenter Extensions to download the recuired extension files,
=] Port Profie NFS-5 Extension Key

= Configure WMware Integration
= 5 ]
t Profie NF5-8 . T o

i\ Mware
% Virtual Machines

Export vCenter Extension x|
? Save lucdmn:l ]

| CEqu Help

4. Login to vCenter Client. Select Plug-ins and select Plug-in Manager.


http://software.cisco.com/download/release.html?mdfid=283853163&flowid=25821&softwareid=283853158&release=2.0%285b%29&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/release.html?mdfid=283853163&flowid=25821&softwareid=283853158&release=2.0%285b%29&relind=AVAILABLE&rellifecycle=&reltype=latest
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/vm_fex/vmware/gui/config_guide/GUI_VMware_VM-FEX_UCSM_Configuration_Guide_chapter3.html
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/vm_fex/vmware/gui/config_guide/GUI_VMware_VM-FEX_UCSM_Configuration_Guide_chapter3.html

Iy @ : 2
CISCO CITRIX EMC vmware

5. Right-click in the empty pane for Plug-in Manager and select New Plug-in.

7 DC-¥C-0L.mlig3.net - vSphere Client
Fle Ede wiew [Dventory Admnististon Plg-ns Help

E’j €Yy tome b gF] Inwentory b ﬁl—bstsar‘d Clusters |W Search Invenkory

S
Bl E‘-IC"-'C'UL"‘QG-W 192.168.1.76 YMware ESX], 5.1.0, 838463
E g Mz
[ DOV Gething Started Wirtud Machines | Performance  Corfigurabion | Tasks BEwenits | Mlarms  Permissions | Maps  Storage Views | Hardware Status
[ [f DCvDAl
= DE-YDAZ General ‘ Resources |
= [l povDas -
g e e EIEE -Ioix]
B 192.168.1.77 (maint
B 192,168,078 maim| | © [ PN Name | vendor | Version | Status | Description | Progress | Errors |
@ 192,166,179 (maint | | P |Installed Plug-ins
8 192.163.1,80 (maint & EMCvirtual Storage Inkegrat...  EMC Corporation  5.3.0.0  Enabled The EMC Yirtual Storage
B 192.168.1.81 (maint | | 1 Integrator (VSI) framework plug-
% 12088 182t el | i for the Whers vSphere cisnt.
192.166.1,83 (maint \ihisre uCenter Storage Mor.., Wwars Tnc. 51 Eratled Storage Moribaring and
a0 ! q
@ 192.168.1.64 (maint | | ©
102,168.1,85 (maint | | L Reporbng
st | | W | @ vCenter HardwareStatus Whnars, Inc, 5.1 Enabled Disghays the hardwars stabus o
&) dexs-0001 M Fosts (CIM morikoring)
(3 doce-0002 5 & vCenter Service Status WMware, Inc. 5.1 Erabled Displays the heakh status of
() dexe-0003 a wCenter servigs ()
G doxa-0004 | Available Plug-ins
B doxa-0005 W | @ Cscoens 1000v 174041 CscoSystens I 100 Nodientsided..
@ doxar0006 Cisco_Nexus_L000Y_18B102,., Cisco Systems L. 1.00 N clent side d...
& doxe0oo? Hlesas LA v
O
5 doxa-0008 Ni
@ dexs-0009 H
@ dototo | pewrig. |
New Plug-n...
) temp A | » A
4 (Jf Leunchers H
Ir
A Help Close
o 4

6. Click Browse and select saved vCenter Extension file.

[ Reqgister Plug-in LI

Current viCenter Server: |nc-\,t-01.rdqo.nat :j

Pravide an input plug-n xml fle which needs to be registered with vCenter Server,

File name: | Bm"ﬁq-u | <

Vet sl (read-onky)

7. Click Ignore.

Certificate Warnings
&n untrusted certficate ts provided as part: of plug-in registration =mi, Post-registration, this

cestificate wall be used by wCenber Server ko authenticate the plug-in. Depending on your security
policy, Hhis issus might not represent & security cancern.

| )
Chek Ignore ko continue using the certficate.

View Certficate e | canel

[

8. Verify that Plug-in registered and shows in Available Plug-ins.
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& Cisco_Mezus_L0O00Y_174041,., Cisco Systems 1., 1.0,0 Mo client side d...
& Csco_Mexus_L0OOY_188102... CiscoSystems L., 1.0.0  Nodlientsided...
—Q Cisco-LWCSM-E3F97802-d4FF-1.,.  Cisco Systems, L... 1.00 Mo client side d...

9. Configure VMware Integration.

10. From the Cisco UCS Manger, go to VM tab, click VMware and on the right side pane click Configure VMware
Intergation.

11. Login to vCenter Client, go to networking and create a Folder to use with VM-FEX distributed virtual switch.
Equipment | Servers | LAN | SAN fucdrriiny
=
El.g-%clusters
o e default
o Virkual Mackines
=1-=] port Profiles
- =] Port Profie NFS-

=] Port Profie NFS-B
EHED
+ %5 Virtual Machines

Certars | Certficates | Deeton Task | Fauk | events | Pt |

12. Install Plug-in on vCenter Server; which was completed in steps above section x.1.
13. Click Next.

Configure ¥Y™ware Integration

Unified Computing System Manager

Corfigure YMware Irkegration

Install Plug-in on vCenter Server

(7
I ¥ Install Plug-in on

2 5[f'efinlu Wiveare
Distrisated Vi
2 Ebdinu FPort Profile

+ I-lgmh: Port Profiles bo
Yirbual Machines in vCanter
Server

14. Fill out the section for Define VMware Distributed Virtual Switch.
15. Click Enable in the DVS section. Click Next.
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Configure ¥Y™ware Integration

Unified Computing System Manager

Corfigure YMware Inkegration
1 Instsl Phocrin on vCerter

JEIVEL
Z, IXI)efi'ie ¥ihware

3 5 Define Port Profile

4. agply Port Profies to
Wirbual Machines in vCenter
Server

16. Define Port Profile.

17. Select a name for port-profile, QoS Policy, Max Ports, VLANs.
18. Select Datacenter, Folder, Distributed Virtual Switch.

19. Click Next.
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Configure ¥Y™ware Integration

CITRIX

EMC’

Unified Computing System Manager

Define Port Profile

Corifigure YMware Inkearation
1o

Yirbual SwitchiD¥S)

BELYEL
2. Define Vidwars Distributed

DC_ML_¥DA

Gold-vDe -
i

<ot set = hd
128
<not set = -

defaul

ML-DC-INF

ML-DC-5TRG

ML B PHAGHT

ML-DC-YMMOTION

! 111111%

FL-M1EY_CTR

WLAND01

3 ﬁ1ﬁ11w§
g

DC_ML_YDA

MLO3 =

(Pm\'l Nsﬂt:'l

Finish

Cancel |

20. Apply Port Profile to Virtual Machines in vCenter Server.

21. Click Finish.
22. Click Ok.
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Unified Computing System Manager

Configure VMware Integration Apply Port Profiles to Virtual Machines in vCenter Server

1w
Server
. ¥ Define Wiwars Distributed

Wirbual Switch( DY)

- Define Port Profie

-/ Apply Port Profiles to
¥irtual i in
¥Cenker Server

Configure ¥Mware Integration

23. Above completed configuration is shown in the screenshot below.
24. Under VMware node vCenter - Datacenter = Folder 2 VM-FEX switch = port-profile.

Equipment | Servers | LAN | SAN Admin

=
ECIM
@ Clusters
- FH defaul
% virkual Machines
=+=] Port Profiles
=] Port Prefie DC_ML_VDA
=] Port Profie NFS-A
=] Port Profie NFS-6
=@
- vCerker DC-YC-01
- =gl Dafacenker MLG3
| i Folder vM-FEX
=B DC_YDAZ_YMFEX
=l Profile DC_ML_YDA,
=il Profile delobed-po-D'C_YDAI_YMFEX
=il Profile uplink-pg-DC_VDAS_VMFEX

Ceners | Coricaes | Dltion Tasts  Fauks | evenes ren [
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[ DC-VC-OL.mig3.net

close tab [X]
What is a folder?

A folder Is a container used to group objects and organize

them into hierarchies. Folders provide a natural structure
upon which to apply permissions

The folder structure you see In the Inventory varies
depending on the inventory view.

£ ML_NIK_PK

® MLNIKV_CTRL
8 MLNIKY_MaMT
8 MLNIKV_PK Basic Tasks

® nikv-ctil & Add a vNetwork Distributed Switch

Equipment | Servers | LAN | SAN Admin

=

ECIs
=8 Clusters
o M default
%% virtual Mackines
(= =] Port Profiles
=] Port Profie DC_ML_YDA
=] Port Profiie NFS-8
=] Fort Brofie NFS-6
E @ WMware
[1-#% vCerker DCYC-01L
- =l Detacerker MLG3
| 5 Folder vM-FEX
-} DC_VDAI_VMFEX
=
=il Profile deleted-po-DC_YDAI_VMFEX
=il Profile uplink-pg-DC_VDWA3_WMPEX
. Eolders
% virtual Machines

26. On vCenter console, go to networking tab. Select Distributed virtual switch for VM-FEX.
27. Click Hosts tab.

28. Right-click in the empty field and select Add host to vSphere Distributed Switch.

29. Checkthe box next to the ESXi host and vmnic needed to be add on VM-FEX vDS.
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B e ——— e (1] 4 5 istributed Swi -lo|x
T Add Host to ¥Sphere Distributed Switch o) x|
B B M . Select Hosts and Physical Adapters
@ [ DoyshoL Gel Select hosts and physical adapters to add to this vSphere distributed switch,
@[] povsh-oz
= [5/ WHFEY
B @ [DC.VDAS VIWFEX | | RAMW Select Host and Physical Adapters Seutings..,_ View Incompatbic Hosts..,
E ;"clh;fﬂﬁ-VE Net ty Hozt|Physical adapters | In use by switch | Settings | Uik port groue | B
g deletedpa Dt v Machine Netwarking Om vmnict DC-YSM02 Vi Detais, . uplik-pg-DC_YDAI_YMFEX
& M_DCIE I feady to Complete Om vmnicz DC-¥SM-02 Wiew Detais, uplnk-pg-DC_YDAZ_VMFEX
B ML_DCAT-GH Om vmnica DC-YSM-02 View Detals, ., uplrk-po-DC_YDW3_YMFEX
B MUK MGMT Om vmnict DC-YSM02 View Detais... uplrk-pg-DC_YDAI_YMFEX
MNP Om wmnics DC-YSM02 Wiew Detais... uplrk-p-DC_YDA3_VMFEX
5 ML NIKY CTRL Om vmnics DC-VSMHZ View Detais, . Uplnk-pg-DC_YDAS _VMFEX
B MKy MG Om i DC-¥SMAOZ View Detais. . uplikepg-DC_YDAI_YMFEX
2 E-:I;:H-W EEAE 1921817 Wiew Detais...
i nikv-ctrl Select physical adapters
® nitkvmgn Om vmica wSwikchd View Detais. .. uplrk-pg-DC_YD&3_VMFEX
W M ietwerk Om vmnict vEW0ny g VlewDetais. uplnk-p-DC_YDW3_YMFEX
3 @ dvslaonchers Om smnicz wawkch View Detais... uplink-pg-DC_YDA3_VMFEX
o g Test Om i3 vSwkch] View Del uplk:po-DC_YDA_VMFEX
B @ [vmnict - View Detals... Uplik-po-OC_VDA3_VIFEX €—|
B s e View Detais, . uplirk-pg-DC_YDAI_VMFEX %
Om vmnics vSwhch3 View Detais... uplnk:p-DC_YDAI_WMFEX
Om vmnicr wswkch3 View Detais. . uplrk-po-DC_YDW3_YMFEX
EOE e View Detais, .,
Select physical adapters
Om vmrico wawikch( View Detals. uplrk-pg-DC_YDAS_YMFEX
mnicl wSwikchd View Detais. ., uplirk-pg-DC_YDAI_VMFEX
Om Po-DC_VDAI
Om vz wSwkchl Wiew Detais... uplk-pg-DC_YDAI_WMFEX
O vmnics wawkchl View Detais,., uplrk-pg-DC_¥DA3_YMFEX
Om vmnict wswitch2 View Detsis. . uplrk-pg-DC_VDAI_VMFEX
1 1| JE I
E— Heb <ok [ metp | conl |

In our study we configured vmnic 4 and vmnic 5 for VDA to add on the VM-FEX configuration as shown above.

30. Click Next.
2 add Host to vSphere Di =IQI£I

Metwork Connectivity
Select part group to pravids network connechivity for the adapters on the vSphere distributed switch,

Select Host and Physical Adapters ) Assign adapters ko & destination port group to migrate them. Ctridick to muki-select.
Network Connectivity Host ¥irtual adapter | Switch | Source port group | Destination port group
Wirtus 'fla'_hna Networking = I: 192,168,176
Ready to Complets B vmkd wSwikchi Management Nekwerk Do nok migrate
BB vmki wawikch3 ML_DC-YMOTION Do nok migrabe
B vmk2 wawikchl ML_DC-STRG Do nok migrate

31. On the tab for the Virtual machine networking, click the check box.
32. Migrate the destination port-group for all the desired VMs to port-group created for the VM networking.
33. Click Next.
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%) add Host to vSphere Distributed Switch

¥irtual Machine Networking

Select virbual machines or network adepters ba migrate to the vSphere distiibuted switch,

Selact Host and Phiysical Adapkers
Metwork, Corngctivity
¥irtual Machine Networking

Ready to Complete

¥ migrate virtusl mach

ine networking

) Assign s or nebwork adapters bo & destination port group to migrate them, Chrl+click ko mult-select.

Host Pvirtual machine /Nebwork adapter | NIC count | Source pork group | Destination port groun
B @ 19216817
® §1 dexa-0001 1 DC_ML_YDA
# (G desa-0002 1 DC_ML_YDA
F (§1 dea-0003 1 DC_ML_VDA
® §) dexa-0004 1 DC_ML_YDA
F F deza-0005 1 DC_ML_VDA
® (§1 deea-0006 1 DC_ML_VDA
® i dexa-0007 1 DC_ML_YDA
F G deza-0008 1 DC_ML_YDA
® (1 dexa-0009 00 DC_ML_VDA
® i dexa-0010 1 DC_ML_YDA
(G [temp 1 T . - |
Metwork adapter details
temp =
Hosst: 192,168,1.76
Network adapter 1
MAC address: 00;50:56:88: 3840
Adagter bype: WMANET 3 |

_ b |

<MIM§ICMII
4

34. Click Finish.

=) Add Host to vSphere Distributed Switch

Ready to Complete

Werify the settings for the new vSphere distributed switch.

Select Host and Physical Adapters
Metwork Correctivity

Wirtusl Machine MNetworking
Ready to Complete

DC_VYDA3_VMFEX

& DC_MLVDA

= Virbual Machines (1)
dexa-0001
dexa-0002

dexa-0003
doxa-0004

dexa-0005
dexa-0006

dexa-0007
dexa-0008

dexa-0009 O 0
dexa-0010

temp

& deleted-pg-DC_YDAI_WM .
Virbual Machines {00

=l uplink-pg-DC_VDAZ_VMFEX

=] W8] UpLinkD0 {1 MIC Adapter)
wmnicd 192.168.1.76

=/ 5] UpUrkD1 (1 MIC Adapter)
wmnicS 192.168.1.76

=] %8 UpLinkD2 {0 MIC fAdapters)
New Port 192, 168.1.76

=1 %8 UpLinkDa (0 MIC Adapters)
New Port 192, 168.1.76

=1 W) UpLinkD4 (0 MIC Adapters)
New Port 152,168,176

218 UpLinkDS {0 MIC Adapters)
New Port 192,168,1.76

158 UpLinkD6 (0 MIC Adapters)
New Port 152, 168.1.78

=I5 UpUrkO? (0 NIC Adapters)
New Port 152,168,176

/%65 UpLinkD5 {0 MIC Adapters)
New Port 192, 168,176

1% UpLinkD3 {0 MIC Adapters)
New Port 152, 168.1.76

=] W) UpUink1 0 (0 MIC Adapiters)
New Port 152.168.1.76

=195 | indink1 1 () NIT ddenters)

|»

ok [ o |

Cancel
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35.
36.
37.
38.
39.
40.

DC-HC-01, g3 net
= B M
& ) povsmol
@ [J povamoz
B wrex
o = DC_YDAI_VMFEX | Name

B, uplinikpg-0C V| [ 152,160,076

DC_ML_VD4
i, deleted-pg-DC_t
8 M D
B ML_DCAM-MGH
B ML_NIK_MGHT
B M_NIKPK
1 ML_NIKY_CTRL
B ML_NIKY_MGMT
B MNP
RN
B nikvar
B kv
S VM etwork
[+ = dvslaunchers
[ g Test

(Getting Started  Summary

CITRIX

DC_VDA3_VMFEX

vmware

Networks | Ports | Configration | wrtual Machines [, Tasks BEvents | Mlarms | Permissions

| State | VDS Status
Connected & W

MName or State conkars: v
| % cPU | % Memary | Memory Size CPU Count: | HIC Count: | Uptime
& Momal o [T 1 26208580 MB 2 & 28mine
o 0

Select the virtual machines that are part of the VM-FEX configuration.
Right-click and select edit settings.

Click the Resources tab and select Memory.
Check the box to reserve all guest memory.
Select the ESXi host that is part of the VM-FEX vDS configuration.

Select the appropriate uplink port-profile as per the vmnic assignment and associated VLAN.

'_ dcxa-0001 - Yirtual Machine Properties
Hardu Ophions  Resources |Pmﬁas | ¥Services |

Settings

CPU

Memary

Disk

Advanced CPU
Advanced Mermory

| Summary
0 MHz
0 ME
Normeal
HT Sharing: fny
NUMA Nodes: 2

——;7 Reserve &l guest memory (8l locked)

=loix]

Wirhual Machine Version: 8

—Resource Allocation

Shares: riorma =
Reservation: — =] me
Fiy

Limit: — | | 254155 =] MB

M | Urimited

A Limit based %pug resource pool or currenk host

41. Verify the label for the network adapter is connected to the desired port-group on VM-FEX vDS.
42. Power on the virtual machine.
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4 dexa-0001 - Virtual Machine Properties

=101 x|
Hardwiare IOpI:iuns I Resources | Profiles I wServices I Yirtual Machine Yersion: 8
— Device Status
™ Show &) Devices Add... ] Remove | = et
Hardware Summary | [ Connect at power on
g Sscl'nnry i2238 ME  Adapter Type
I
L':J video card Video card Currenk adapter: VIMENET 3
ST T, e
centrater oI I—
= Harddisk 1 Virtusal Disk, E0:50: 5:015:08: 13
EB Nebwork adapber 1 DC_ML_¥DA (DC_WDA... | ' Automatic " Marual
DireckPath Lo
——>Status: Inactive &0
— Mebwork, Connection
NE o b
|DC_ML_vDA (DC_VDAZ_WMFEX) =]
Port: O
Swiitch bo advanced settings

43. Go to the Cisco UCS Manager, VM tab and under the Virtual Machines node expand the Host Blade. It will
show the Host Blade Chassis/Blade. Expand the virtual machines node and verify the virtual machines are
part of the VM-FEX vDS configuration on that blade with its associated VLAN.

Equipment | Servers | LaN | San [¥M l Admin | Gereeal WM NICs [Faul[;| Events |
Filter: . v ) = | Fiter = Export | = Print
I = Maire: MAC |
= VNIC D 00:50:56:88:08: 1E Oniine
BA -
= Clusters
JEH =fault
2 Virkual Mackines
- =] Port Brofiles

=] Port Profie DC_ML_YDA
=] Port Profie NFS-4
=] Port Profie NFS-5 LE
B3 ¥hiware
=) vCenter DCVC-01
=l Datacenter MLO3
Folder VM-FEX
£ il pC_vpas_vMrEx
il Frefiie DC_ML_WDA
=il Profie deleted-pg-DC_YDA3_WMFER
-l Profile uplink-po-DC_Y0&3_VMFER
Ll Foiders
[=1-% Virkual Machines o0
=% Host Blade 4/7
| ® Hyperviscr vICs
B [ virtud Machines
[N =l Miachine doxa-0001

=l +nico

44. Edit the setting for the powered on virtual machine that was added to VM-FEX vDS. Select Network adapter.
45, Check the status for DirectPath I/O: it shows as Active.
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|'-T. decxa-0001 - Yirtual Machine Properties — Dlil
Hardware IOptiunrs | Resources | Profiles | vServices | Virtual Machine Version: &
— Device Status
™ Show &l Devices Add... | Remove | 7| Corrected
Hardware —— [ | ¥ cormect at power on
R Memory 12288 MB
Adapker Type
[ cpus M 15 pbet i VMEMET 3
) video card Wideo card M SE T
= YMCI device Restricted MAC fidrass
© 5Cstconitroller 1 LS Logic 545 ,ﬁ
= Harddisk 1 Virtual Disk - —
| BB Nebwork adapter | DC_MWOR(BC VDR | | fusomate A
DireckPath I/ O
Status: Active B €——
N
— Nebwork Connection hy
Nebwollssa()
|DC_ML_VDA (DC_ND3_AMFEX) =]
Port: O
Switch bo adveanced settings

Follow this procedure to add the remaing ESXi hosts and virtual machines as part of the VM-FEX configuration.

6.4 SAN Configuration

The same pair of Nexus 5548UP switches were used in the configuration to connect between the FC ports on the EMC
VNX7500 and the FC ports of the UCS 6248 Fabric Interconnects’ expansion module.

6.4.1 Boot from SAN Benefits

Booting from SAN is another key feature which helps in moving towards stateless computing in which there is no
static binding between a physical server and the OS / applications it is tasked to run. The OS is installed on a SAN LUN
and boot from SAN policy is applied to the service profile template or the service profile. If the service profile were to
be moved to another server, the pwwn of the HBAs and the Boot from SAN (BFS) policy also moves along with it. The
new server now takes the same exact character of the old server, providing the true unique stateless nature of the
Cisco UCS Blade Server.

The key benefits of booting from the network are:

e Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own direct-
attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers also take up less
facility space, require less power, and are generally less expensive because they have fewer hardware
components.

o Disaster and Server Failure Recovery: All the boot information and production data stored on a local SAN can
be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality of the servers at
the primary site, the remote site can take over with minimal downtime.

Recovery from server failures is simplified in a SAN environment. With the help of snapshots, mirrors of a failed
server can be recovered quickly by booting from the original copy of its image. As a result, boot from SAN can greatly
reduce the time required for server recovery.

e High Availability: A typical data center is highly redundant in nature - redundant paths, redundant disks and
redundant storage controllers. When operating system images are stored on disks in the SAN, it supports high
availability and eliminates the potential for mechanical failure of a local disk.
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e Rapid Redeployment: Businesses that experience temporary high production workloads can take advantage of
SAN technologies to clone the boot image and distribute the image to multiple servers for rapid deployment.
Such servers may only need to be in production for hours or days and can be readily removed when the
production need has been met. Highly efficient deployment of boot images makes temporary server usage a
cost effective endeavor.

e Centralized Image Management: When operating system images are stored on networked disks, all upgrades
and fixes can be managed at a centralized location. Changes made to disks in a storage array are readily
accessible by each server.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN through a host bus
adapter (HBA). The HBAs BIOS contain the instructions that enable the server to find the boot disk. All FC-capable
Converged Network Adapter (CNA) cards supported on Cisco UCS B-series blade servers support Boot from SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is designated as the
boot device in the hardware BIOS settings. Once the hardware detects the boot device, it follows the regular boot
process.

6.4.2 Configuring Boot from SAN Overview
There are three distinct phases during the configuration of Boot from SAN. The high level procedures are:

1. SAN zone configuration on the Nexus 5548UPs

2. Storage array host initiator configuration

3. Cisco UCS configuration of Boot from SAN policy in the service profile

In each of the following sections, each high-level phase will be discussed.

6.4.3 SAN Configuration on Cisco Nexus 5548UP

The FCoE and NPIV feature has to be turned on in the Nexus 5500 series switch. Make sure you have 8 GB SPF+
modules connected to the Cisco UCS 6200UP series Fabric Interconnect expansion ports. The port mode is set to

AUTO as well as the speed is set to AUTO. Rate mode is “dedicated” and when everything is configured correctly you
should see something like the output below on a Nexus 5500 series switch for a given port (for example, Fc1/17).

Note: A Nexus 5500 series switch supports multiple VSAN configurations. A single VSAN was deployed in this study.
The Cisco Fabric Manager can also be used to get a overall picture of the SAN configuration and zoning information.
As discussed earlier, the SAN zoning is done upfront for all the pwwns of the initiators with the EMC VNX7500 target

pwwns.

VDI-N5548-A# show feature | grep npiv

npiv 1 enabled

VDI-N5548-A# show interface brief
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Interface Vsan Admin Admin Status SFP Oper Oper Port

Mode Trunk Mode Speed Channel
Mode (Gbps)
fc1/17 1 auto on up swl F 8 -
fc1/18 1 auto on up sw F 8 --

vmware

The FC connection was used for configuring boot from SAN for all of server blades. In addition, a general purpose 1TB
infrastructure LUN for infrastructure virtual machine storage and 14 write-cache LUNs for each VDI host were

provisioned.

Single vSAN zoning was set up on the Nexus 5548’s to make those FAS3240 LUNs visible to the infrastructure and test

servers.

An example SAN zone configuration is shown below on the Fabric A side:

VDI-N5548-A# sh zone name B230M2-CH1-SERVER1-FCO vsan 1
zone name B230M2-CH1-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:af
! [B230M2-CH1-SERVER1-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

VDI-N5548-A# sh zone name B230M2-CH1-SERVER2-FCO vsan 1
zone name B230M2-CH1-SERVER2-FCO vsan 1

member pwwn 20:00:00:25:b5:¢c1:00:9f
! [B230M2-CH1-SERVER2-fc0]

member pwwn 50:06:01:60:46:e0:5e:0a
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! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

Where 20:00:00:25:b5:¢1:00:af /20:00:00:25:b5:¢1:00:9f are blade servers pwwn’s of their respective Converged
Network Adapters (CNAs) that are part of the Fabric A side.

The EMC FC target ports are 50:06:01:60:46:e0:5e:0a /50:06:01:69:46:e0:5e:0a and belong to one port on the FC
modules on SP-A and SP-B.

Similar zoning is done on the second Nexus 5548 in the pair to take care of the Fabric B side as shown below.

VDI-N5548-B# sh zone name B230M2-CH1-SERVER1-FC1 vsan 1
zone name B230M2-CH1-SERVER1-FC1 vsan 1

member pwwn 20:00:00:25:b5:¢1:00:bf
[B230M2-CH1-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
[VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a
[VNX7500-BO]
VDI-N5548-B# sh zone name B230M2-CH1-SERVER2-FC1 vsan 1
zone name B230M2-CH1-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:8f
[B230M2-CH1-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
[VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

[VNX7500-B0]

Where 20:00:00:25:b5:¢1:00:bf /20:00:00:25:b5:¢1:00:8f are blade servers pwwn’s of their respective Converged
Network Adapters (CNAs) that are part of the Fabric B side.
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The EMC FC target ports are 50:06:01:61:46:e0:5e:0a /50:06:01:68:46:e0:5e:0a and belong to the other port on the
FC modules on SP-A and SP-B. They were spread across the two controllers for redundancy as shown in the figure
below.

Figure 14. VNX7500 FC Target Ports

EMC VNX7500 EMC

W BRI

FC/FCOE
SP-A, BGB FC | DM-2 10GLE | DM-3 10GHE | DM 10GLE | DM-5 10GLE | SP-B 8GB FC
— - pewwn S006:01:60:46:20:5e:0a8
2 X BGRF 2 X 10GhE 2 X 10GhE 2 X 10GbE 2 X 10GhE 2 ﬁﬁ‘ﬂ: pwwn 50:06:01:69:46:e0:52:0a
\'-\ / *, pwwn 50:06:01:61:46:e0; 5008
\ / \‘\,‘ puewin 50:06:01:68:46:00:50:0a

UCS 6248UP S LCS 6248UP

To UCS Chassis (4 x 106G Per Chassis) To UCS Chassis (4 x 10G Par Chassis)

For detailed information about the Nexus 5500 series switch configuration, refer to the Cisco Nexus 5500
Series NX-OS SAN Switching Configuration Guide. (See the Reference Section of this document for a link.)

6.4.4 Configuring Boot from SAN on EMC VNX
The steps required to configure boot from SAN LUNs on EMC VNX are as follows:

1. Create a storage pool from which LUNs will be provisioned. RAID type, drive number and type are specified in
the dialogue box below. Five 600GB SAS drives are used in this example to create a RAID 5 pool. Uncheck
“Schedule Auto-Tiering” to disable automatic tiering.

32.
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4 VNX7500 - Create Storage Pool

General | Advanced

rStorage Pool Parameters

Storage Pool Type: (8 Pool () RAID Group

[ ] scheduled Auto-Tiering

Storage Pool ID: 11 w
Storage Pool Name: |VDA-POOL

Extreme Performance

RAID Configuration MNumber of Flash Disks
| RAIDS (4+1) vl [o v
Performance

RAID Configuration Mumber of SAS Disks
|RAID5 (4+1) V| |E (Recommended Vl
Distribution

Performance : 2684.038 GB (100.00%)

rDisks

DAEtumatic: Use Power Saving Eligible Disks

O] Manual Select... Total Raw Capacity: 2684.0...
Disk Capacity Drive Type Model State

@ Bus 4 Enclosure 0 Disk 6 536.808 GB SAS HUS515606 C... Unbound
@ Bus 4 Enclosure 0 Disk 5 536.808 GB SAS HUS515606 C... Unbound
@ Bus 0 Enclosure 1 Disk 14 536.808 GB SAS STE60005 C... Unbound
@ Bus 0 Enclosure 1 Disk 13 536.808 GB SAS STEG000S C... Unbound
@ Bus 0 Enclosure 1 Disk 12 536.808 GB SAS STEG000S C... Unbound

Perform a background verify on the new storage and set priority to

‘ oK H Apply || Cancel || Help ‘
33.
34.
2. Provision LUNs from the storage pool created in step 1. Each LUN is 12GB in size to store the ESXi hypervisor
0s.

35.
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4 VNXTS00 - Create LUN =[]
General | Advanced
-Storage Pool Properties
Storage Poal Type: {® Pool () RAID Group
RAID Type: | RAIDS: Distributed Parity (High Throughput) |+ |
Storage Pool for new LUN: | ESX-Boot.from.SAN-luns-vda v | | New... |
Capacity
Available Capacity: 950.854 GB Consumed Capacity: 1192.324 GB
-~LUN Properties
[] Thin
User Capacity: ”12 | W |||GB | w |
LUN 10 | 0 w | Mumber of LUNs to create:
LUN Name
D Mame | |
(#) Automnatically assign LUN IDs as LUN Names

| Apply || Cancel || Help |

36.
37.
3. Create a storage group, the container used for host to LUN mapping, for each of the ESXi hosts.
38.
EZ VNXT500 - Create Storage Group | = || & |[=23]
Storage System: WNXZS00
Storage Group Mame: |FI-164-124-8200-M3-22-grp
oK Apply Cancel Help
39.
40.

4. Register host initiators with the storage array to associate a set of initiators with a given host. The registered

host will be mapped to a specific boot LUN in the following step.
41.



Iy @ : :
CISCO CITRIX EMC vmware

‘ Create Initiater Record

rInitiator Information

WWNSTON: |2l.’.‘|:00:UO:.’ZE:EE:Fl:UU:OE:zD:UU:OO:EE:EE:Cl:OU:QG |

SP - port: | A-O (Fibre) b

Initiator Type: "CLARiiDNNN)d | w | Failover Mode: ”.'e-Al:tive mude(ALUA)-faiIcwermude4| w |

~rHost Agent Information
(®) New Host () Existing Host

n
iT
n
0
m
[
[l

Host Name: |B200-CH3-BL-01 R — | |
IP Address: |192,168.1.63
Advanced Options
| OK | | Cancel | | Help |
42.
43.
5. Assign each registered host to a separate storage group as shown below.
44,
| VNXT500 - FI-164-124-B200-M3-22-grp: Storage Group Properties =N R
General | LUNs | Hosts
Show Hosts: | Not connected o
rSelect Hosts
Filter For: | |
Available Hosts Hosts to be Connected
Mame IP Address|05 | Type MName IP Address| 0S| Typ¢
g B200-CH3-BL-01 19Z.168.... ... Fibre
—
< —
L4 33 > £ 33 >
sooty_] [ concat | san |
45,
46.

6. Assign a boot LUN to each of the storage groups. A host LUN ID is chosen to make visible to the host. It does
not need to match the array LUN ID. All boot LUNs created for the testing are assigned host LUN ID 0.
47.
48.
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& VMXT500 - F1-164-124-B200-M3-22-grp: Storage Group Properties o= 5

General |LUMs | Hosts

Show LUNs: | Mot in other Storage Groups |

~Available LUNs

Name £ D Capacity Drive Type

- %7 Consistency Gro -~
T—ﬁ] MetalUNs

- %5 Snapshot Mount

+—% Snapview Snaps

+_ [ spa

+— [ sPrB

e EA Thin 1 HNe i

rSelected LUNs
Name Capacity Drive Type Host LUN ID

— .000 GB

Remove

Warning: HLU numbers higher than 255 may result in application outages if not supported by the
host failover software.

cooy | [Ganeer | [_sen |

49.

When the Cisco UCS Blade Server boots up, its vVHBAs will connect to the provisioned EMC Boot LUNs and
the hypervisor operating system can be installed.

6.4.5 SAN Configuration on Cisco UCS Manager
To enable Boot from SAN on the Cisco UCS Manager 2.0 (UCS-M) series, do the following:
1. Add SAN Boot for primary to the new policy. The vHBA name is optional, it could be left blank and it does not
have to enforce the vHBA name. Click OK.



at]van], o : 2
cIsco CITRIX ) 2\% (@

A Create Boot Palicy - B i -

Create Boot Policy

¥NX5500BFS

1

Boot from SAN Policy for ¥NX5500
[1]

m

Local Devices

— et i Print
B add Local Disk i
(@) Add CO-ROM

Order
= Add Floppy 1

Primary

Add AN Boot
Add SAN Boot Target

I5CSI ¥NICs

A Moye Up W Move Down, [ Delete
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u

2. Add SAN Boot for primary to the new policy. The vHBA name is optional, it could be left blank and it does not

have to enforce the vHBA name. Click OK

r
A Create Boot Policy - B -,

Create Boot Policy

¥NX5500BFS

1

Boot from SAN Policy for ¥NX5500
[1]

Local Devices

7

Order
1

- s 2port | i Print
B add Local Disk
(@) Add CD-ROM

| add Floppy

Primary

Add SAM Book
Add SAN Boot Target

ISCSI ¥NICs

& Mave Up W Move Down . Delete

51.1

3. Add SAN boot for SAN Secondary, Click OK. Leave the optional vHBA name blank.
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A Create Boot Policy J [

[ A Add SAN Boot 5
Add SAN Boot

Create Boot Policy

Mame: ¥NX5500BFS
(1)

Description: Boot from SAN Policy for ¥NX5500

Reboot on Boot Order Change: wHEA:
Enforce vMIC/vHEASSCST Mame: | | i TiEE: Frimary (©) Secondary
WARNINGS:

The type (primary/secondary) does not indicate a boot order presence,

The effective order of boot devices within the same device class (LANSStorag
If Enforce ¥NIC/¥HBA /iSCSI Name is selected and the vIICvHBASISCSI
IF it is not selected, the vNICs/vHBAS/ISCSI are selected if they exist, otherwi

Local Devices

E Add Local Disk
(@) Add CO-ROM
H Add Floppy

Primary
ﬁ SAN secondary Secondary

(@) Add SAM Book Target

ISCSI ¥NICs

o o) Come ||

4. Now add Boot target WWPN to the SAN Primary, make sure this matches the EMC VNX pwwn. To avoid any
typos, copy and paste from Nexus 5500 Series command as follows from each switch:
53.
54. VDI-N5548-A# show fcns database vsan 1
55. 0xe300ef N 50:06:01:60:46:e0:5e:0a (Clariion)  scsi-fcp:both
56. 0xe301lef N 50:06:01:69:46:e0:5e:0a (Clariion)  scsi-fcp:both
VDI-N5548-B # show fcns database vsan 1

0x470400 N 50:06:01:61:46:e0:5e:0a (Clariion) scsi-fcp
0x470500 N 50:06:01:68:46:e0:5e:0a (Clariion) scsi-fcp
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A Create Boot Policy - B e - | = |

Create Boot Policy L7

A Add SAN Boot Target 25

¥NX5500BFS Add SAN Boot Target
Boot from SAN Policy for ¥YNX5500
(I

m

50:06:01:61:3E:A0:30:99

Local Devices

BB 5dd Local Disk.
(@) Add CD-ROM

&+ = |Q Filter | = Expart |w Print L

= Add Floppy

AN prim~. y Primary

Primary u] 50:06:01:61:3E:AD:30:99
Secondary

rget primary

Add SaM Book
Add SAN Baot Target

ISCSI ¥NICs

o Move n =7 Move Down ﬁ' Delete

Repeat step 4 for SAN primary’s SAN Target Secondary.

Repeat step 4 for SAN Secondary’s — SAN Target Primary.

Repeat step 4 for SAN Secondary’s — SAN Target Secondary.

At the end your Boot from SAN, the policy should look like the following:

® N o »

. =) i) Plter = Export| (g5 Prink
e e I I T o T wan
Ak Fleggy () CO-ROH 1 -
=] S F4
{p=] Primury 1
Il o e Py 0 SMSOLSMSEDSEDA
@ﬂlﬂihﬂ Sacondary S O 000 sl bl B0 00

50000 o o S 0
=] 58N Terger secorddary Seconday 0 S0 : 6058 EO-SE 08

kel SN Bt =] weieho Ethd Primary
s SR Boot Tanget

=

o Moem Ug W Move Down [ Deletn
57.

58.

9. The last step is to make the association of the service profile template to the Boot from SAN policy during the
service profile template configuration which we covered earlier in this document.
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6.5 EMC VNX7500 Storage Configuration

The figure below shows the physical storage layout of the disks in the reference architecture. This configuration
accommodates a 4000 user Citrix mixed workload desktop virtualization environment, hypervisor boot LUNs, SQL
database, and infrastructure VMs.

Figure 15. Physical Storage Disks Layout
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The above storage layout is used for the following configurations:
e Four SAS disks (0_0 0to 0_0_3) are used for the VNX OE.
e Fourdisks (0_0_8to0_0 9and2_0 3to2 0 _4)are hot spares for SAS disks. Disk 2_0_2 is hot spare for SSD
drives. These disks are marked as hot spare in the storage layout diagram.
e Ten 200GB Flash drives (on the even number buses) are used for EMC VNX FAST Cache. See the “EMC FAST
Cache in Practice” section below to follow the FAST Cache configuration best practices.




at]van], . i 2
clsco CITRIX EMC’ vmware

e 48 SAS disks (spread across enclosures 0_0 through 4_0) on the RAID 10 storage pool 1 are used to store PVS
write cache allocated for the XenApp based virtual desktops. FAST Cache is enabled on this pool.

e 16 SAS disks (4_ 0 5to 4 0 14 and 5 0 0 to 5_0_5) on the RAID 10 storage pool 2 are used to store PVS
write cache allocated for the XenDesktop based virtual desktops. FAST Cache is enabled on this pool.

e 15 SAS disks (5.0 6 to 5 0 14 and 6 0 2 to 6_0_7) on the RAID 5 storage pool 3 are used to store the
Personal vDisks. FAST Cache is enabled on this pool.

e Five SAS disks (6_0_8 to 6_0_12) on the RAID 5 storage pool 4 are used to store the PVS vDisks. FAST Cache is
enabled on this pool.

e Ten SAS disks (7_0_0 to 7_0_9) on the RAID 5 storage pool 5 are used to store the infrastructure virtual
machines.

o Five SAS disks (7_0_10to 7_0_14) on the RAID 5 storage pool 6 are used to store the ESXi boot LUNs.

e Four SAS disks (0_1 0 to 0_1 3) on the RAID 10 storage pool 7 are used to store the SQL databases and
quorum disk.

e Disks6 0 13to6 0 14and0_1 4to0_1 14 are unbound. They are not used for testing this solution.

e All SAS disks used for this solution are 600GB.

6.5.1 Example EMC Volume Configuration for PVS Write Cache
59. The figure below shows the layout of the NFS file systems used to store the PVS write cache for the virtual
desktops:
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Figure 16. NFS File System Layout

= e L,

s . .

File system 1 File system 2 File system 3 File system 4

NAS Pool 2

60.
61.

62. Ten LUNs of 411GB each are carved out of a RAID 10 storage pool configured with 16 SAS drives. The LUNs
are presented to VNX File as dvols that belong to a system defined NAS pool. Four 1TB file systems are
then carved out of the NAS pool and are presented to the ESXi servers as four NFS datastores.

6.5.2 EMC Storage Configuration for PVS vDisks
Similar to the PVS write cache storage, ten LUNs of 205GB each are carved out of the RAID 5 storage pool

configured with 5 SAS drives to support a 500GB NFS file system that is designated to store PVS vDisks for
the desktops.

6.5.3 EMC Storage Configuration for VMware ESXi 5.0 Infrastructure and VDA Clusters
Two LUNs of 2.08TB are carved out of the RAID 5 storage pool configured with 10 SAS drives. The LUNs are used to

store infrastructure virtual machines such as XenDesktop controllers, PVS servers, and VMware vCenter server.

6.5.4 Example EMC Boot LUN Configuration
Each ESXi server requires a boot LUN from SAN for the hypervisor OS. A total of 43 LUNs are carved out of

the 5-disk RAID 5 pool. Each LUN is 12GB in size.
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6.5.5 Example EMC FC LUN Configuration for SQL Clustering
Three LUNs are provisioned from the 4-disk RAID 10 storage pool to support SQL Server clustering. The LUN

configurations are as follow:

1. Data-100GB

2. Logs—25GB

3. Quorum-—2GB
The SQL server cluster is used to provide the required database services for XenDesktop controllers, Provisioning
services, and VMware vCenter server.

6.5.6 EMC FAST Cache in Practice
EMC FAST Cache uses Flash drives to add an extra layer of cache between the dynamic random access memory

(DRAM) cache and rotating disk drives, thereby creating a faster medium for storing frequently accessed data. FAST
Cache is an extendable Read/Write cache. It boosts application performance by ensuring that the most active data is
served from high-performing Flash drives and can reside on this faster medium for as long as is needed.

FAST Cache tracks data activity at a granularity of 64KB and promotes hot data in to FAST Cache by copying from the
hard disk drives (HDDs) to the Flash drives assigned to FAST Cache. Subsequent 10 access to that data is handled by
the Flash drives and is serviced at Flash drive response times-this ensures very low latency for the data. As data ages
and becomes less active, it is flushed from FAST Cache to be replaced by more active data.

Only a small number of Flash drives are needed enabling FAST Cache to provide greater performance increases than
implementing a large number of short-stroked HDDs. This results in cost savings in data center space, power, and
cooling requirements that lowers overall TCO for the business.

FAST Cache is particularly suited to applications that randomly access storage with high frequency, such as Oracle and
SQL OLTP databases. OLTP databases have inherent locality of reference with varied 10 patterns. Applications with
these characteristics benefit most from deploying FAST Cache. The optimal use of FAST Cache is achieved when the
working data set can fit within the FAST Cache

FAST Cache is enabled as an array-wide feature in the system properties of the array in EMC Unisphere. Click the
FAST Cache tab, then click Create and select the Flash drives to create the FAST Cache. RAID 1 is the only RAID type
allowed. There are no user-configurable parameters for FAST Cache. However, it is important to select the drives in
the right order such that each RAID 1 pairs are not mirrored across buses/enclosures. For example, if disks 1, 2, 3,
and 4 are selected in that order to create a 4-disk FAST Cache, disks 1 and 2 will belong to one RAID-1 group, and
disks 3 and 4 will belong to another group. You have to ensure disks 1 and 2 reside in the same enclosure (likewise
for disks 3 and 4) to avoid drive mirroring across enclosures.

In this solution, ten 200GB SSD drives were used for FAST Cache. The ten drives were spread across the even number
buses. Figure 21 shows the FAST Cache settings for VNX7500 array used in this solution.
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Figure 17. VNX7500-FAST Cache tab

r
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@ Bus 0 Enclosure 0 Di... 183444 ... 55160520 CL... Enabled 2
@ Bus 0 Enclosure 0 Di... 183444 .., 55160520 CL... Enabled

@ Bus 4 Enclosure 0 Di... 183444 .., 55160520 CL... Enabled =

Statistics
Properties SP A SP B
Percent Dirty Pages(%:) 20 19
Refresh Drestroy

(9] 4 Cancel Help

To enable FAST Cache for any LUN in a pool, do the following:
1. Navigate to the Storage Pool Properties page in Unisphere.
2. Click the Advanced tab.
3. Select Enabled to enable FAST Cache as shown below.
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8 VINXT500 - NFS_VDA_WC_1 : Storage Pool Properties f=-E] =]
General  Disks |Advanced | Tiering

rStorage Pool Alerts

Percent Full Threshold: | Yo
rFAST Cache
Enabled

-5 hot.
p

5

Automnatically delete oldest snapshots

When total pool space reaches % full, stop at %
["] when total snapshot space reaches I:I %, stop at l:l %

Auto-Delete in Progress

rCompression

Compression Savings: N/A

6.5.7 EMC Additional Configuration Information
The following sections detail the tuning configurations to optimize the NFS performance on the VNX 7500 Data

Movers.

6.5.7.1 NFS Active Threads per Data Mover

The default number of threads dedicated to serve NFS requests is 384 per Data Mover on the VNX. Some use cases
such as the scanning of desktops might require more number of NFS active threads. It is recommended to increase
the number of active NFS threads to the maximum of 2048 on each Data Mover. The nthreads parameter can be set
by using the following command:

# server param server 2 -facility nfs -modify nthreads -value 2048
Reboot the Data Mover for the change to take effect.

Type the following command to confirm the value of the parameter:

# server param server 2 -facility nfs -info nthreads

server 2

name = nthreads

facility name = nfs

default value = 384

current value = 2048

configured value = 2048

user action = reboot DataMover

change effective = reboot DataMover

range = (32,2048)

description = Number of threads dedicated to serve nfs requests This param

represents number of threads dedicated to serve nfs requests. Any changes made to this
param will be applicable after reboot only

The NFS active threads value can also be configured by editing the properties of the nthreads Data Mover parameter
in Settings—Data Mover Parameters menu in Unisphere. Highlight the nthreads value you want to edit and select
Properties to open the nthreads properties window. Update the Value field with the new value and click OK. Perform
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this procedure for each of the nthreads Data Mover parameters listed menu. Reboot the Data Movers for the change
to take effect.

EMC Unisphere

" DURSOL - nthreads - Server Paran <r| Bl — |EI|
D htkps:if10.110.75.243) action)par: @ Certificate Error @

Data Mover Parameters - ;l
L) The change will not take effect until the Data

| %7 . Filter far Mawer is rebooted. details... |
" Name: nthreads ;
ame - .

N Data Mover: server 2
E cs_external_ip Facility: fe _
B cs_external_ip Yalue: |2E|4El _
B cs_externalip pefault _

Yalue: 51z

B cs_external_ip

Description: pumber of threads dedicated to -

“ nthreads
& nthreads
E nthreads

serve nfs requestsThis param
represents number of threads
dedicated to serve nfs requests,
Any changes made to this param

will be applicable after reboot only _

& nthreads

Ok Apply | Cancel | Help -
0] gp | concel | o] _

|€D mternet | Frotected Mods: OFF

[vq ~ [ "o -

6.5.7.2 NFS Performance Fix

VNX file software contains a performance fix that significantly reduces NFS write latency. The minimum software
patch required for the fix is 7.0.13.0. In addition to the patch upgrade, the performance fix only takes effect when the
NFS file system is mounted by using the uncached option as shown below:

# server mount server 2 -option uncached fsl /fsl
The uncached option can be verified by using the following command:

# server_ mount server 2

server 2

root fs 2 on / uxfs,perm,rw

root fs common on /.etc common uxfs,perm,ro
fsl /fsl
fs2 /fs2
fs3 /£fs3
fs4 /fsd
fsb /£fs5
fs6 /fs6
fs7 /£s7
fs8 /fs8

on uxfs,perm, rw, uncached

on uxfs,perm, rw, uncached
uxfs,perm, rw, uncached
uxfs,perm, rw, uncached
uxfs,perm, rw, uncached

uxfs,perm, rw, uncached

on
on
on
on
on uxfs,perm, rw, uncached
on uxfs,perm, rw, uncached

The uncached option can also be configured by editing the properties of the file system mount in Storage-Storage
Configuration—File Systems—Mounts menu in Unisphere. Highlight the file system mount you want to edit and select
Properties to open the Mount Properties window. Select the Set Advanced Options checkbox to display the
advanced menu options, and then select the Direct Writes Enabled checkbox and click OK. The uncached option is

now enabled for the selected file system.
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Path! FS1
DataMover: sesver 4
File System Namo: £sl
Read Only:
@ Read/write
€ Read Only
Access-Checking Policy:
C KT - CIFS chesk nights chacked against ACLs; NFS client rights checked against ACLs and permission bits

C UNEX - NP chant rghts chacked agant permission Bats; CIFS chieot nights checked aganst permesson bits AND ACLs
C SECURE - Both NI'S and CIFS dient rights checkied aganst both permission Bits AND ACLs

(5 NATIVE « NFS chest rights checked aganst parmussion bits; CIFS chant rights chacked apsinst ACLS

© MIKED - Both NFS and CIFS cheat rights checked aganst ACL; Only & single set of securty attribotes maintaned

c MIXED_COMPAY - Both NFS and CIFS dhert nghts checked agandt ether permession bits or ACL dependng on which protocol was
kast used to set permissons
¥Yirus Checking Emabled: o

Cifs Oplocks Enabled:

Set Advanced Oplions:

-
v
Use NT Credential; r
~

Multi-Protocol Locking

Policy: @ noteck
© wrnelock
© reock
CIFS Synt Writes r
Enabled:
CIFS Notfy Enabled: r
CIFS Notify Trigger Level: [—
CIFS Notify Om Access Enabled; r
CIT'S Notify On Write Enabled: -

5| %)) cacer| (v

6.6 Cisco UCS Manager Configuration for VMware ESXi 5.1
This section addresses creation of the service profiles and VLANs to support the project.

6.6.1 Service Profile Templates
Two types of service profiles were required to support two different blade server types:

Table 7. Role/Server/OS Deployement

Role Blade Server Used Operating System Deployed
Infrastructure Cisco UCS B200 M3 ESXi 5.1
VDI Hosts Cisco UCS B200 M3 ESXi 5.1

To support this hardware platform, a single service profile template was created, utilizing various policies created
earlier.

The service profile template was then used to quickly deploy service profiles for each blade server in the Cisco Unified
Computing System. When each blade server booted for the first time, the service profile was deployed automatically,
providing the perfect configuration for the VMware ESXi 5.1 installation.

6.6.2 VLAN Configuration

In addition, to control network traffic in the infrastructure and assure priority to high value traffic, virtual LANs
(VLANs) were created on the Nexus 5548s, on the UCS Manager (Fabric Interconnects,) on the Nexus 1000V Virtual
Switch Modules in the vCenter XenDesktop Clusters, and on the VM-FEX on the XenApp Cluster. The virtual machines
in the environment used the VLANs depending on their role in the system.
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A total of seven Virtual LANs, VLANs, were utilized for the project. The following list identifies them and describes
their use:

VLAN Name VLAN ID Use

ML-VDA 800 VDI Virtual Machine Traffic

ML-DC-VM-MGMT 801 VMware Management and Nexus 1000V Management Traffic
ML-DC-VMOTION 802 VMware vMotion Traffic

ML-DC-STRG 804 VNX7500 NFS Traffic

ML-N1KV_CTR 900 Nexus 1000V Control Traffic

VLANO0901 901 Nexus 1000V Packet Traffic

VLANSs are configured in UCS Manager on the LAN tab, LAN\VLANSs node in the left pane of Cisco UCS Manager. They
were set up earlier in section 6.2.1 Base Cisco UCS System Configuration.

6.7 Installing and Configuring ESXi 5.1
Install VMware ESXi 5.0 Update 1

ESXi was installed using an interactive Installation method.

The IP address, hostname, and NTP server were configured using Direct Console ESXi Interface accessed from the
Cisco UCS Manager KVM console

http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc 50%2FGUID-
26F3BC88-DAD8-43E7-9EA0-160054954506.html

Additionally the VMware ESXi 5.1 Patch ESXi510-201210001 was installed on ESXi servers hosting the XenDesktop
Hosted VMs and XenApp Hosted Shared Desktops
http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=203
4548

6.7.2 Install and Configure vCenter 5.1
To manage hypervisors and virtual machines a dedicated vCenter server instance was installed on Windows 2008 R2
virtual machine.

Vmware vCenter Server
Service
0s: Windows 2008 R2 Pack:
CPU: 4vCPUs RAM: 16GB
Disk: 40GB Network: 1x10Gbps

To support vCenter instance two node Microsoft SQL Server 2008 R2 cluster was created to host vCenter database.
Refer to Microsoft documentation on configuring SQL Server clusters. (http://msdn.microsoft.com/en-
us/library/ms189134(v=sql.105).aspx and http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx)



http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc_50%2FGUID-26F3BC88-DAD8-43E7-9EA0-160054954506.html
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc_50%2FGUID-26F3BC88-DAD8-43E7-9EA0-160054954506.html
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2034548
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2034548
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx
http://msdn.microsoft.com/en-us/library/ms189134(v=sql.105).aspx)
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Install and configure vCenter

1. Install the Microsoft® SQL Server® 2008 R2 Native Client for ODBC connections
(http://www.microsoft.com/en-us/download/details.aspx?id=16978 look for Native Client for your
architecture)

2. Create a System DSN (control panel, administrative tools, Data Sources ODBC) and connect to your vCenter-
SQL server. Note: Ensure to use FQDN’s for everything.

3. Create Active Directory user account and call it vcenter. (This user account will be used for XD to connect to
vCenter, you will have to follow a Citrix specific procedure and assign specific permissions on vCenter for XD
to connect to vCenter http://support.citrix.com/proddocs/topic/xendesktop-rho/cds-vmware-rho.html).

4. Install vCenter server package, connect to the database.

5. Connect your vSphere client to vCenter and create a datacenter.

6. Create self-signed certificate
(http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=1021
514).

7. Heartbeat 6.5 was installed to support High Availability requirement for vCenter
http://www.vmware.com/support/heartbeat/doc/vcenter-server-heartbeat-65-release-notes.html

¥ Heartheat O
¥ Status O ¥ Actions |

Primary Secondary Make Primmary Active

Make Secondary Active

Stop Replication

Start Replication

Shutdawn Cluster

¥ Summary Status m|

Active Server Frimary

Primary Status Replicating

Secondary Status Replicating ¥ Applications |
Application State {0 Started - 0K Uzer Defined & ok

File System @ Synchronized YhlwarelirtualCenter @ Ok Succeeded recaovery for WIMPE
Registry ) synchronized Systern O ok

Product Version WE.S (9193

:|4| [ |h|
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cisco CITRIX EMC vmware

Install Licenses

1. Connect to vCenter using vSphere client.
2. Go to Home = Administration = Licensing
3. Click on Manage vSphere Licenses:

File Edit View Inventory Administration Plug-ins Help

a E |Q Home b (i, Administration b @) Licensing
7 Manage vSphere Licenses €————————————

Licensing
Management QGET i<

Viewby: & Product © Licensekey € Asset

4. Add License keys for vCenter and Hosts

Add License Keys
If you have recently purchased, upgraded, combined, or spiit keys, add them to your inventory now.

Add License Keys .
Assian Licenses Enter new vSphere license keys (one per line):

Remove License Key -
Confirm Changes

Enter optional label for new license keys:

6.7.4 ESXi 5.1 Cluster Configuration
The 30 Cisco UCS B200 M3s, and 20 Cisco UCS B250 M2s ESX hosts were configured into five Clusters:
o DC-INF (5 Cisco UCS B200 M3 blade servers)

e DC-VDAL1 (7 Cisco UCS B200 M3 blade servers)

e DC-VDA1 (7 Cisco UCS B200 M3 blade servers)

e DC-VDA1 (11 Cisco UCS B200 M3 blade servers)
e launchers (20 Cisco UCS B250 M2 blade servers)
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[ DC-¥C-D1 - vSphere Client

File Edit Wiew Inventory Administration Plug-ins  Help

a £y Home b gf Inwentory b [l Hosts and Clusters
el

B e DOl
=l [ig M3
73] Getting Started

[ff DC-vDal
[y be-vaz WhatisaC
[ff DC-vDA3

Eff Launchers A clusteris z
cluster, the t
resources. T
within it.

lhoetmre Aoms

The DC-INF cluster was used to host all of the virtualized servers within the VDA Infrastructure.
The following clusters were used to host 4100 desktops:

e DC-VDA1: 1085 Virtual Desktops with Tier 0 (SSD) Storage

e DC-VDA2: 1015 Virtual Desktops with Personal vDisk

e DC-VDA3: 2000 XenApp 6.5 Remote Desktops

Launchers cluster was used to host VSI Client Launcher Virtual Machines, Launcher PVS, and VSI console.

6.7.4.1 DC-INF Infrastructure Cluster

The DC-INF cluster was used to host all of the virtualized servers within the VDA Infrastructure, including three pairs
of Nexus 1000V Virtual Switch Manager (VSM) appliances, one for each virtual desktop cluster.

Five physical UCS B200-M3 hosts were used in this cluster.

Four standard switches to manage VMware Management, VDA, vMotion, and Storage traffic were configured on DC-

INF cluster hosts. Three pairs of fault tolerant VSMs introduced the N1KV Management, Control and Packet VLANSs to
the environment.
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1. Management

Standard Switch: vSwitch0 Remove... Properties...
Virtual Machine Port Group — - Physical Adapters
2 nlkv-mgmt e E@ vmnicl 10000 Full &2
= |1 virtual machine(s) | VLAN ID: 801 E@ vmnicO 10000 Full |3
DC-V5M-01-1 e
Virtual Machine Port Group
51 nlkv-ctrl & o
= |1 virtual machine(s) | VLAN ID: 801
DC-VSM-01-1 [ &
Virtual Machine Port Group
1 ML_DC-VM-MGM @ ¢
& |1 virtual machine(s) | VLAN ID: 801
SQL-DC-02 e
VMkemel Port
.1 Management Network @ o
vmk0 : 192,168.1.55 | VLAN ID: 801

2. VDA

Standard Switch: vSwitchl Remove... Properties...

Virtual Machine Port Group Physical Adapters
1 ML_VDA @ E@ vmnicd 10000 Full &3
5 virtual machine(s) | VLAN ID: 800 E@ vmnics 10000 Full | 2
e

Virtual Machine Port Group
1 ML_DC-INF

10 virtual machine(s) | VLAN ID: 803

3. vMotion
standard Switch: vSwitch2 Remove... Properties...
VMkemel Port Physical Adapters
A ML_DC-VMOTION Q_ B vmnic7 10000 Full &3
vmkl : 192,168.5.55 | VLAN ID: 802 BB vmnicé 10000 Full &3
Virtual Machine Port Group
& DC-VC_HB e
VLAN ID: 802
4. Storage
Standard Switch: vSwitch3 Remove... Properties...
VMkemel Port Physical Adapters
I7 storage e BB vmnic3 10000 Full &
vmk2 : 192.168.11.55 | VLAN ID: 804 BB vmnic2 10000 Full &

6.7.4.2 XenDesktop Hosted Virtual Desktop Clusters

The following clusters were used to host 2100 desktops:
e DC-VDA1 (1085 XenDesktop Pooled Desktops with Tier O Storage)
e DC-VDA2 (1015 XenDesktop Personal vDisk Desktops)

Each of these desktop clusters was configured identically with a Nexus 1000V high availability distributed virtual
switch providing the required network connectivity.
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The Nexus 1000V switches were configured to manage networking for both ESX Clusters hosting virtual desktops,
working in concert with the UCS Fabric Interconnects and Nexus 5548UP access layer switches to provide end to end
Quality of Service for network communications, insuring the highest quality virtual desktop end user experience.

The Nexus 1000V configuration is described in detail in Section 6.3.3 Nexus 1000V Configuration earlier in this
document.

= [ DC-VC-01.mig3.net

B [y M3
= [ DC-vsM-o1
B @ DC-VSM-01
&, DC_Storage_Uplink
DC_vMotian_Uplink
% chw A-upl}‘kp 8 niky-veth-vlan-801-13 Q| B 171 DC_wMotion_Uplink. ]
= nlkweth-2 ) ¥hakernel Ports (7) =968 UpLinkD (7 NIC Adapters)
3, Unused_Or_Quarantine_Upl wirtual Machines (0) (= vmnice 192,168, 1,85 a
2, nlkv-veth-vian-801-13 - vmnice 192.168,1.67 3]
2y Storage & storage IRES G- vmnice 192,168,188 )
ttine_Vet N
% asfed’o"oumn ne-te [ ¥Mkernel Ports (7) L vmnich 152.168.1.64 [1]
2w Virtual Machines (0) (L= vmnict 192,168,162 [}
Mot L vmnice 192,168, 1,66 (3]
vMotion i
[ ocvamoz & Unused_0r_Quarantine_V. 0| % G vmnich 152.168.1.63 L]
B w-rex sl Machines () u [ 68 UpLInk07 (7 NIC Adapters)
® DCve_HB
& MLDCINF @ woa o % [F/Unused_Qr_Quaranitine_Uplink [5)
8 ML_DC-VM-MGM Virbual Machines (937
B MLNIK_MGMT [# Wirtual Machines (937)
8 MLNIK_PK =) DE-YDA-Uplink. (3]
& MLNIKY_CTRL £ voat 0| % 1% UpLinkD4 (7 NIC Adapters)
& ML_NIKV_MGMT & ¥irtual Machines (15} G vmnict 192,168,165 e
§ ML NIKV_PK G vmnicd 192,168,167 ]
8 MLvoa & +Motion Q| B L vmnict 192.168.1.68 1}
% nlkv-ctrl ¥/ ¥Mkernel Ports (7) G- vmnict 192,168,164 @
ntkv-mgmt N
Yirtual Machines (0) G vmnicd 152.168.1.62 [1]
& M Network G vmnicd 192,168, 1,86 a
:"St’“"‘"“ (I vmnicd 192.168.1.63 [}
es
@] | % UpLinkos (7 NIC Adapters)
| [Entkeathz 7}
=168 UPLINk0O (7 NIC Adapters)
= vmnico 192,168, 1,65 [i]
I vmnicD 192,188,167 (5]
G vmnicO 192.168.1.68 ]
= vmnicD 192,168, 1,64 [ ]
I vmnicD 192,188,182 (5]
G vmnicd 192.168.1.66 [ ]
G vmnicD 192,168, 1,63 ]
o] | % UpLinkDl (7 NIC Adapters)
[ | P [7)
(=) UpLink02 (7 NIC Adapters)
= vmnic2 192,168, 1,65 5]
= vmnicz 192,168,167 [i]
G- vmnic2 192.168.1.68 [5)
G vmnic2 192.168.1.64 ]
= vmnic2 192.168,1.62 [i]
I vmnic2 192,188, 1,86 (5]
G vmnicz 192.168.1.63 ]
q | 5 E [ ¥ UpLinkn@ (7 NIC Adapters)
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Bl 5l DC-VC-01.miq3.net DC-¥5M-02
& [y mos
@ DCVSM-D1 tarted | Summary
DC-VSM-D1
B [ DC-vsM-02
B g=m/DCvsM-02 —]
= niky-veth-vian-801-13 ~ BC_vMotion_Liplink.
DC_Storage_Uplink
B DC_vMotion_Uplink * Uviksrmel Ports (7) = 18 UpLinkDt (7 NIC Adapters)
& DC-VDA-Uplink Virtual Machines (0} = vmnice 192,168.1.73 9
B nikveth-2 I vmnics 192.165.1.74 )
Unused_Or_Quarantine_Uplink & storage Q| B I~ vmnice 192,168.1.75 i)
niky-veth-vian-801-I
% wag:t sor-i3 & Mherrel Pt (7) Ol vmnics 192168172 o
Vitusl Machines (0) I~ wmnice 192.168.1.70 )
% slr;iszod_ﬂr_l}uarantme_\felh | mnics 192,168 1.69 @
& voa3 # Unused_Or_Quarantine_V. 9| | Ul vmnics 19;163-1-71 . [i]
2 wiotion Virtusl Machines (0) ML 1@ UpLink0? (7 NIC Adapters)
VM-FEX
g DC-VC_HE 9 vone ) ‘b | = Unused_Cr_Quarantine_Uplink [ ]
ML_DC-INF |
% e  irtual Machines (1016) ==
© MUNIK MGHT = DC-DA-Uplink. [ ]
© MLNIK_PK 8 voa3 9| | = 1 UpLink4 (7 NIC Adapters)
® ML_NIKV_CTRL Virtual Machines (0) I vmnict 192,168,173 [ ]
B ML_NIKV_MGMT I vmnict 192,168.1.74 (]
8 MLN1KY_PK % vMotion 9| B I~ vmnicd 192.168.1.75 [ ]
% nMjLI;XSl; % Vivkernel Farts (7) H wmrict L92.168.1.72 )
& nikwmamt Virtual Machines (0) M vmnict 192,168,170 e
- Nﬁg " —  vmnic4 192.165.1.69 i)
w
£ o H mnict 192,168.1.71 ]
dvsLaunchers o "
et 1 W UplinkDs (7 NIC Adapters)
=inlky-eth-2 3]
=1 ¥ UpLink0 {7 NIC Adapters)
= wmnicd 192.168.1.73 3]
= wmnicO 192,168.1.74 [ ]
= vmnicd 192.168.1.75 (3]
= wmnicd 192.168.1.72 [ ]
I~ wmnicO 192,168.1.70 [ ]
< vmnicD 192.168.1.69 (]
= wmnicd 192.168.1.71 [ ]
1 6 UpLinkn1 (7 NIC Adapters)
=IDC_Storage_Uplink [i]
= B UpLinkD2 (7 NIC Adapters:
ki ut
= vmnic2 192,168.1.73 [ ]
= wmnicZ 192.168.1.74 ]
= wmnicz 192.168.1.75 3]
= vmnic2 192,168.1.72 5]
= wmnicz 192.168.1.70 (1]
= wmnicz 192.168.1.63 9
= wmnic2 192,168.1.71 [ ]
1 iotinn £ A et

6.7.4.3 XenApp Hosted Shared Desktop Cluster
The following cluster was used to host 2000 Hosted Shared Desktop sessions:

e DC-VDA3
This cluster was configured with Cisco VM-FEX technology.

The VM-FEX switches were configured to manage networking for the ESX Cluster hosting shared server desktops,
working in concert with the Cisco UCS Fabric Interconnects and Nexus 5548UP access layer switches to provide end
to end Quality of Service for network communications, insuring the highest quality virtual desktop end user
experience.

The study has proven that the VM-FEX technology offloads network related CPU cycles that allows approximately 8%
more hosted shared desktop sessions on a Cisco UCS B200 M3 blade server.
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Bl () DC-VC-01.mig3.net
B [ mo3
£ poustor 3
[} povsko2 Remave AddHost.. Manage Hosts...
B [ YMFEX
5 | DC_VDA3_VMFEX. DC_YDA3_VMFEX @
L uplink-pg-DC_VDA3_VMFEX
% z;;l:f:?nc,vo»\a,vng @ DC_ML_vDA 9| B =luplink-pg-DC_YDAZ_VMFEX
& DCVC_HB 5 irkual Machines (30) =68 UpLinkDD (11 NIC Adapters)
£ ML pcIne it 192,168,181
£ ML_DC-VMMGM 8 deleted-pg-DC_YDAS_VM. 9| % wmnicé 182.168.1.82
B MLNIK_MGMT mrics 192,168,180
£ MLNIK PR wmric 192.188.1.78
$ NIV CTRL Vit 192,168,179
2. MLNIKV_MGHT wnicd 192.188.1.83
£ MLNIKY PR mics 192.163.1.77
mic 192,168,176
umics 152,188,186,
mic 192,168,184
mics 192.168.1.85
= 8 UpLinkD1 (11 NIC Adapters)
mics 192,169,181
mrics 192.188.1.82

Vitual Machines (0)

& MLvDa

® nikwcn

& nikv-mgmt

8 VM Network
& dvsLaunchers
Test

AncS 192.168.1.80
mnics 192,168,178
IncS 192.168.1.79
mnics 192,168,183
NS 192.168.1.77
IRCS 192,168,176
wnics 192.168.1.86
IRcS 192,168,184
wnics 192.168.1.85

929090000000 GO000C0C9GSe O

1 ) D 0

6.7.4.4 Login VSI Launcher Cluster
The separate Launchers cluster was used to host Login Consultants’ LoginVSI launchers, Launcher PVS, and a LoginVSI
console.

It was hosted on a separate UCS Domain with dedicated storage.

The Launcher cluster was connected to the Data Center clusters via a Nexus 5000 layer 2 switch. Standard ESXi 5
vSwitches were used on the Launchers cluster.

6.8 Installing and Configuring Citrix Provisioning Server 6.1

6.8.1 Pre-requisites

In most implementations, there is a single vDisk providing the standard image for multiple target devices. Thousands
of target devices can use a single vDisk shared across multiple PVS servers in the same farm, making virtual desktop
management easier

Disk storage management is very important because Provisioning Server can have many vDisks stored on it, and each
disk can be several gigabytes in size. Your streaming performance can be improved using a RAID array, SAN, or NAS.

Software and hardware requirements are available at http://support.citrix.com/proddocs/topic/provisioning-
61 /pvs-install-task1-plan-6-0.html

Provisioning Server to Provisioning Server Communication

Each Provisioning Server must be configured to use the same ports (UDP) in order to communicate with each other
(uses the Messaging Manager). At least five ports must exist in the port range selected. The port range is configured
on the Stream Services dialog when the Configuration Wizard is run.

Note: If configuring for a high availability (HA), all Provisioning Servers selected as failover servers must reside within
the same site. HA is not intended to cross between sites.

The first port in the default range is UDP 6890 and the last port is 6909.


http://support.citrix.com/proddocs/topic/provisioning-61/pvs-install-task1-plan-6-0.html
http://support.citrix.com/proddocs/topic/provisioning-61/pvs-install-task1-plan-6-0.html
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Provisioning Servers to Target Device Communication

Each Provisioning Server must be configured to use the same ports (UDP) in order to communicate with target
devices (uses the StreamProcess). The port range is configured using the Console’s Network tab on the Server
Properties dialog.

The default ports include:
UDP 6910 6930

Target Device to Provisioning Services Communication
Target devices communicate with Provisioning Services using the following ports:
UDP 6901, 6902, 6905

Note: Unlike Provisioning Servers to target device ports numbers, target device to Provisioning Services cannot be
configured.

Login Server Communication
Each Provisioning Server that will be used as a login server must be configured on the Stream Servers Boot List dialog
when the Configuration Wizard is run.

The default port for login servers to use is UDP 6910.

Console Communication
The Soap Server is used when accessing the Console. The ports (TCP) are configured on the Stream Services dialog
when the Configuration Wizard is run.

The default ports are TCP 54321 and 54322 (Provisioning Services automatically sets a second port by incrementing
the port number entered by 1; 54321 + 1).

If this value is modified, the following command must be run.

For PowerShell: MCLI-Run SetupConnection
For MCLI: MCLI Run SetupConnection

Note: Refer to the Provisioning Server Programmers Guides for details.

TFTP Communication

The TFTP port value is stored in the registry:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\BNTFTP\Parameters Port

The TFTP port defaults to UDP 69.

Additionally, Netscaler VPX was configured for TFTP Load Balancing in One-Arm Mode (CTX131954)


http://support.citrix.com/article/CTX131954
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TSB Communication

The TSB port value is stored in the registry:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\PVSTSB\Parameters Port
The TSB port defaults to UDP 6969.

Port Fast
Port Fast must be enabled.

Network Card
PXE 0.99j, PXE 2.1 or later.

Network Addressing
DHCP

6.8.2 Create a Highly Available CIFS Share for PVS vDisks
The following steps outline the process taken to create Highly Available CIFS share for vDisk hosting.

Note: A two-node Microsoft cluster was setup prior to this process. Procedure to set up the cluster described in
detail in section “Setting Up a Two Node Citrix User Profile Server Cluster.”

Open Failover Cluster Manager.

Click Services and Applications node.

Select your File Server and click Add a shared folder in the Actions pane.
Click Browse and set the folder intended for the vDisk store, then click Next.
Leave the NTFS permission and click Next.

Validate SMB is checked and input Share name and then click Next.

Accept defaults and click Next.

Check Users and groups have custom share permission.

. Click Permissions and set permissions to Everyone at Full Control; then click OK.
10. Click Next.

11. Accept Defaults then click Next.

12. Review summary and click Create.

LN hEWNRE

6.8.3 Install Citrix Licensing and Licenses
The steps that are outlined below describe the process of installing the Citrix License Server. Additionally, there are
steps provided for configuring the license server as well as installing licenses.

6.8.3.1 Pre-requisites (Web Server)
1. Open Computer Management.

2. Click on Add Role.

3. Select Web Server (l1S).
4. Click Next.

5. Click Next.

6. Under Application Development select ASP.NET.



at]van], . ; 2
cI1Sco CITRIX EMC

7. Click Add Required Role Services.
8. Click Next.
9. Click Install.

10. Click Close to complete the installation process.

6.8.3.2 Install License Server
1. Locate and launch CTX_Licensing.msi.

2. Select | accept the terms in the License Agreement.

i‘é’- Citrix Licensing Setup !E[ E

License Agreement
Please read the Citrix Licensing License Agreement ch'x

CTTRIX(F) LICENSE AGREEMENT

Use of this component is subject to the Citrix license covering the Citrix product
(5) with which ywou will be using this componett. This component is only licensed
for use with such Citrix product(s).

CTH_code: EP_R_AT2490

¥ 1 accept the terms in the License Agreement

Back | Texck I Cancel

3. Click Next.

4. Accept the default destination folder.

vmware
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i'.g!} Citrix Licensing Setup !lil E

Destination Folder

Click Install ta install to the default Folder or click Change ko choose another ch'x‘

Select a destination Folder For Citrix Licensing:

IC:'l,Program Files (&6 Citrixh,

Change... |

Back | Install I Cancel

5. Click Install.

6. Click Finish to complete the installation process.

@CitrinLicensingsetp ——___________________mmEE|
°
CITRIX Citrix Licensing Setup completed
] successfully.

Click. the Finish button ko exit the Setup \wizard,

Back | Finish I Cance!

6.8.3.3 Configuring the License Server
1. Open the License Server Configuration Tool.

2. Accept the Default ports and provide the password for the Admin account.
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L ]
CITRIX'

EMC:

License Server Configuration

Specify the numbers for the following ports:

License Server Port (default 270000: 26934 5

Yendor Daermon Port (default 7279 7279 5

Managernent Console Web Port (default 8082): anaz2 5
Set @ password for the License Administration Consaole:

Username: admin

Password: Ixxxxxxxx — ]
I—xxxxxxxx

Cancel |

Canfirtn Password:

3. Click OK.

vmware

4. Goto Start | All Programs | Citrix | Management Consoles and click on License Administration Console.

¥ Citxix License Administration Console - Windows Internet Explorer

) % [@ o fcahost sonzjdeshicardree O 2] | B[4 X || @) it iense adminstration .. %

License Administration Console

Dashboard, | Administration

Alerts Concurrent Licenses Vendor Daemon: CITRIX

A
\
@ a5 Product  SADate In Use (Available) Bxpiration License Type

» Citrix Start-up License/Server
0 Critical

5. Click the Administration button.

6. Enter the Admin credentials.
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Log On

User Mame:

Iadmin

Password:

Display Language:

|English ~|
[ Submit | Cancel |

7. Click Submit.
8. Click the Vendor Daemon Configuration tab on the left part of the screen.

License Administration Console User Name: admin

| Dashboard | | Administration.,

L
m Vendor Daemon Configuration

Systam Infarmation

Tmport License

Name & Status Version Port

CITRIX RUNNING 1110 Ereel Administer Delete

Vendor Dasmon
Configuration

9. Click Import License.

10. Click Browse to locate the license file you are applying to the server.
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License Administration Console User Name: admin

L
m Import License File

System Information . . Machi
License File from Your Local

Browse. .

I” Overwrite License File on License Server

1. Allocate your license from My Citrix,

2. Type the path or use the Browse button to locate the

license file that you copied. If the file has the same name

a5 an existing one, o if you capied the file directly to the

MyFiles directory, select the Overwrite License File on

License Server check box.

Click Import License, then OK. The License Administration

Consale copies the file fram its existing location into the

MyfFiles diractory where it can be read by the license

server,

. Click the Administer link in the Citrix vendor daemon line.

. Click Reread License Files to allow the license server to
recognize the new file.

w

Server Confiquration

[

Vendor Daemon
Confiquration

Dashboard | Administration,

11. Select the file and Click Open.
12. Click on Import License.

13. Validate that the import was successful.

License Administration Console User Name: admin

-
m Import Information

e + Successfully uploaded license file to C:\Program Files (xB6)\Citrix\Licensing\MyFiles\,
+ Changed vendor daemon license path for CITRIX. Vendor daemon must be restarted for change to take effect.
+ Updated vendor daemon configuration for CITRIX.

Server Confiquration

Wendor Dagman
Configuration
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15. Click the Dashboard button.

16. Validate that the necessary licenses have been installed.

License Administration Console

Alerts Concurrent Licenses Vendor Dsemon: CITRIX

Q 4 vl ShDate T Lbse (Avalable)

for Eadpaints Zoncurent Use;

O Critical

Chamne Dkipi; Esaqeans 22041 Flensry Softwaee, Inc. &1 Rights Reszrzc

6.8.4 Install Provisioning Services 6.1

6.8.4.1 Base Install
The following steps outline the process taken to install Provisioning Services 6.1

1. Locate the PVS_Server_x64.exe and run the executable.
2. If prompted to installed required software click Install.
63.

Citrix Provisioning Services 164 - Installshield Wizard

Cikriz Provisioning Services x64 requires the Following items to be installed on vaur
computer, Click Inskall ko beqgin installing these requirements,

Skatus | Requirement

Pending Hosk PowerShell Snapln x64
Pending Broker Snapin x64

Pending Configuration_PowershellSnaplnxgd

Inskall I Zancel

64.
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65.
3. Select “l accept the terms in the License Agreement” and Click Install.
66.
i‘é‘- Citrix Host SnaplIn 5.6.0.26
Please read the Citrix Host Snapln License
Agreement
CITRIXE) LICEMSE AGREEMENT
Use of this cotmponent is subject to the Citrix license
coveting the Citrix product(s) with which you will e
using this component. This component iz only licensed
for uge with such Citrix product(s).
CTZ code: EP_E_A52490
— -
CITR!X [V I accept the terms in the License Agreement
Prirk | Biach: Install Cancel
67.
68.
4. Click Finish.
i‘é‘- Citrix Host SnapIn Setup !El |
Completed the Citrix Host Snapln Setup
Wizard
Click. the Finish button to exit the Setup YWizard,
- L]
CiTRIX
Back I Finish I Cancel
69.
70.
5. Click Next.

71.
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- iie!:" Citrix Provisioning Services xb4
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[ ] Welcome to the Installation Wizard for Citrix
CITRIXR Provisioning Services x64
[ ]

The InstallShisldiR) Wizard will install the Citrix Provisioning
Services x64 on wour computer, It is recommended that wou
disable ary Antivirus software before continuing, To continue,
click Mext,

SQL Server is not detected on your local system.
Citrix Provisioning Services ®64 requires SL Server.
SQL Express 2005 Sp3 is available on the CD.

WARMING: This program is protected by copyright lav and
international treaties,

< Back: I ek = I Cancel |

6. Select | accept the terms in the license agreement.
72.

i'é’- Citrix Provisioning Services xb4

License Agreement

i ‘au must view the entire license agreement in order ko continue,

CITRI¥® LICENSE ACGREEMENT i’

This is a legal agreement ("AGREEMENT™) between wou, the Licensed User, and
Citrix Systems, Inc, Citrix Systems International GmbH or Citrix Systems Asia Pacific
Pt Ltd. Vour location of receipt of this produet or feature telease (hoth hereinafter
“PRODUCT™) or technical support (hereinafter “SUFPORT™) determines the
providing entity hereunder (the applicable entity iz hereinsfter referred to as
“CITRIZ™). Citrix Systems, Inc, a Delaware cotporation licenses this PRODUCT in
the Americas and Japan and provides SUFPORT in the Americas. Citrix Systems
International GenbH, a Swiss company wholly owned by Citrix Systems, Inc, licenses
this PRODUCT and provides Support in Europe, the Lliddle East, Africa, a.ndll

% 1 accept the terms in the license agreement Prink |

™ 1 do not accept the terms in the license agreement

Installshield

< Back I ek = I Cancel |

73.
74.

7. Enter the User name and Organization specific for your environment.
8. Select Anyone who uses this computer (all users).
75.
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i'é" Citrix Provisioning Services x64

Customer Information A
.
CITRIX |

l Please enter vour information,

User Mame:
[E

Organizakion:
|roP

Install this application for:

@ pnyone who uses this computer (all users)

" only far me (RDP)

Imstal|Shisld

< Back I Mexk = I Cancel

9. Click Next.
10. Leave the Destination Folder as the default location.

i’é‘- Citrix Provisioning Services x64

Destination Folder
-

.
l Click Mext ko install o this Folder, or click Change to install to a different Folder, CITR!XJ

Install Citrix Pravisioning Services x64 ta:

C:YProgram Files\Citrix\Provisioning Services', Change. .. |

Inistallshisld

< Back I Mexk = I Cancel

11. Click Next.
12. Select Complete.
76.
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ng Services 164

Setup Type 5
.
Choose the setup type that best suits your needs, CITR!XJ

Please select a setup type.

= Complete

All program features will be installed. (Requires the mosk disk.
space.)

" Custom

Choose which program Features you want installed and where they
will b installed. Recommended for advanced users.

ImstallShield

< Back I Mext = I Cancel

13. Click Next.
14. Click Install to begin the PVS installation process.

ing Services X644

- ——
Ready to Install the Program

-
.
l The wizard is ready to begin installation. CITR!X

Click Install ko begin the installation.

IF wou want to review or change any of vour installation settings, click Back. Click Cancel to
exit the wizard,

Installstield

< Back I Install I Cancel I

15. Click Finish to complete the installation.
78.
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i'é‘- Citrix Provisioning Serices Hb64

| |
CITRIX

Installation Wizard Completed

The Installation Wizard has successfully installed Citrix
Provisioning Services x64, Click Finish ko exit the wizard,

= Back I Finish I Cance |

6.8.4.2 Configure PVS Using the Provisioning Services Configuration Wizard

The steps that are identified below provide the steps taken to configure PVS using the Provisioning Services
Configuration Wizard.

1. Start the PVS Configuration wizard.

{3 Provisioning Services Configuration Wizard

The Configuration Wizard provides an easy way to

L ]
CITRIX” setup a “basic” Server configuration.
[

For advanced configurations, see the Installation and
Configuration Guide,

‘ou can always run the Configuration Wizard again
later From the Start Menu,

< Back I Mext = I Cancel

2. Click Next.
3. Inthe DHCP services window, select the service that runs on another computer.
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Provisioning Services Configuration Wizard

DHCP Services

Specify the service that will provide IP address assignments to Provisioning
Services target devices.,

™ The service that runs on this computer

€ Microsoft DHCR
(] Provisioning Services BOOTR service
€ Other BOOTP ar DHCP service

+ The service that runs on another computer

< Back I Mext = I Cancel

4. Click Next.
5. For PXE services, select the service that runs on this computer.

) Provisioning Services Configuration Wizard

PXE Services
Specify which service will deliver this information to target devices.

During the PXE book process the bootstrap File name and FQDMSIP address of the
TFTP server hosting the bootstrap are delivered wia a PXE service or DHCP options
E6/67.

% The service that runs on this computer

Prowisioning Services PEE setvice

™ The service that runs on another computer

< Back I Mext = I Cancel

6. Click Next.
7. Select Create Farm.
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¢ Provisioning Services Configuration Wizard

Farni Configuration
Create a new Farm or join an existing Farm. Can be skipped if already

configured. H‘ g

% Create Farm

" Join existing Farm

< Back. I Mext = I Cancel

8. Click Next.
9. Within the Database Server window, enter the DB Server name or IP address.

O Provisioning Services Configuration Wizard B
Database Server W
Enter the Server and Instance names. 2
e
Server name: |
Instance name: |
Optional TCP port: I
[ Specfy database mirror Fadover partner
|
r (=]
Iy <Back [ newt> carcel |
10. Click Next.

11. In the New Farm window, enter the environment specific information for the Farm Name, Site Name, and

Collection Name. Additionally, choose the appropriate Active Directory group that will be identified as the
Farm Administrators .
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¥ Provisioning Services Configuration Wizard

Mew Farm
Enter the new Database and Farm names,

Database name: I ProwisioningServices ﬂ
Earm name: I Farm

Site name: I Site

Collection name: I Callection

* |Use Active Directory groups For security

{7 Wse Windows groups for security

Farm Administrator group:

ain Admins

< Back I et = I Cancel

12. Click Next.

13. Configure PVS streaming service NIC. Select your corresponding 10Gbps NIC.
14. Click Next.

O Provisioning Services Configuration Wizard [ X |

Network Communications -~
Specky networks settings,

[ ) —

Avadable network cards for
stream services:

Enter the base port that wil be used for network communications. A total of 20 ports
are required. You must also sedact & port for console comeunications.,

Note: Al servers must have the same port configurations.

First communications port: |68'°0
Congole port: S4321

I

<Back Next > concel |

15. Select Use the Provisioning Services TFTP service.
16. Click Next.

17. Configure Boot strap Boot list.

18. List the first four PVS servers in your farm.

19. Click Next.
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Provisioning Services Configuration Wizard X

Stream Servers Boot List
Specify at least | and at most 4 boot servers,

The bootstrap file specifies what servers target devices may contact to complete the

boot process.
1P Address Suboet Mask | Gateway | Port -
0.0.0.0 0.0.0.0 6910
0.0.0.0 0.0.0.0 6910
0.0.0.0 0.0.0.0 6910
0.0.0.0 &goo 6010 v
Advanced...

< Back Next > Cancel

20. Click “Finish”.

6.8.5 Install Required PVS Hotfixes

There are several recommended Hotfixes available for Provisioning Services 6.1. The Hotfixes that are listed below
are specific to either the PVS server or the PVS target devices. The hotfixes applied to this environment are as
follows:

e CPVS61E001
e (CPVS61E002
e CPVS61E003
e CPVS61E004
e CPVS61E005
e CPVS61E006
e CPVS61E007
e (CPVS61E008
e (CPVS61E010
e CPVS61E011
e CPVS61E014
e CPVS61E015

Each of the listed hotfixes has unique installation steps. Please refer to the Reference section of this document to
view the specific installation steps for each hotfix.

6.8.6 Adding PVS Servers to the Farm
1. After installing the PVS 6.1 software on additional servers, launch the Provisioning Services Configuration
Wizard.
2. Select Join existing Farm.
3. Click Next.
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| OPruvisiuning Services Configuration Wizard

Farm Configuration

Create a new Farm or join an existing Farm, Can be skipped if already
configured.

" Create farm
& Gai

< Back I Mext = I Cancel

4. Enter Database information.

C) Provisioning Services Configuration Wizard B
Database Server :

Enter the Server and Instance names.

Server name: [

Instance name: |

Optional TCP port: I

™ Speciy database mirror Fadover partner

: ]

—

Q < Back Neot > Carxel I

5. Click Next.
6. Select the existing PVS Farm from the drop-down box.

vmware
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OProvisioning Services Configuration Wizard

Existing Farm
Select the Farm,

Farrm name:

< Back I Mext = I Canicel

7. Click Next.
8. Select Existing site Name.
9. Click Next.
10. Select Existing Store.
11. Click Next.
12. Select Network Service Account.
13. Click Next.
14. Select your corresponding NIC that is configured for the farm PVS streaming service NIC.
15. Click Next.
16. Select Use the Provisioning Services TFTP service.
Note: This is only selected if the server is going to be a Login server.
17. Click Next.
18. Configure Boot strap Boot list.
19. List the first four PVS servers in your farm.
20. Click Next.
21. Click Finish.

6.9 Installing and Configuring Citrix XenDesktop 5.6 FP1

Four XenDesktop 5.6 Delivery Controllers were virtualized on VMware ESXi 5.0 hosted on Cisco UCS B200 M3
infrastructure blades.

Beginning with XenDesktop 5, Citrix replaced the proprietary IMA protocol encrypted data store in favor of Microsoft
SQL Server databases. Concurrently the concept of XenDesktop Farms (used in XenDesktop 4 and earlier) was
eliminated in favor of the concept of Sites.

From a management standpoint, Citrix introduced two new management consoles beginning with XenDesktop 5.
e Desktop Studio

e Desktop Director
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The Desktop Studio is the main administration console where hosts, machine catalogs, desktop groups and
applications are created and managed. The Desktop Studio is where HDX policy is configured and applied to the site.
The Desktop Studio is a Microsoft Management Console snap in and fully supports PowerShell.

6.9.1 Pre-requisites
The following is a list of pre-requisites that are required with installing XenDesktop 5.6. They are as follows:

e One of the following operating systems:
o Windows Server 2008, Standard or Enterprise Edition (32- or 64-bit), with Service Pack 2
o Windows Server 2008 R2, Standard or Enterprise Edition (64-bit only)

Note: You can mix operating systems within a site.

e Microsoft .NET Framework 3.5 with Service Pack 1.
If you do not have this on your server, it is installed automatically for you. The XenDesktop installation media also
contain this installer in the Support\DotNet35SP1 folder.

e Internet Information Services (lIS) and ASP.NET 2.0. IIS is required only if you are installing the Web Interface
or Desktop Director:
o For Windows Server 2008, IIS Version 7.0
o For Windows Server 2008 R2, IIS Version 7.5

If you do not have these on your server, you may be prompted for the Windows Server installation media, and they
are installed for you.

e Visual J# 2.0 Redistributable Package, Second Edition.
This is required only if the Web Interface is installed on the server. If you do not have this on your server, it is
installed automatically for you. The XenDesktop installation media also contain this installer in the
Support\JSharp20SE folder.

e Visual C++ 2008 with Service Pack 1 Redistributable Package.
If you do not have this on your server, it is installed automatically for you. The XenDesktop installation media also
contain this installer in the Support\vcredist\2008_SP1 folder.

e Windows PowerShell version 2.0.
If you are using Windows Server 2008 (not Windows Server 2008 R2), Windows Management Framework is installed
automatically if it is not already present on the server; it includes Windows PowerShell 2.0.

Note: Windows Management Framework must be downloaded, so either ensure an Internet connection is available
or pre-install Windows Management Framework.

e One of the following browsers if you are running the License Administration Console on the controller:
o Internet Explorer 8 or 9
o Firefox 3 to 8.x
o Google Chrome

e Disk space requirements:
o 100 MB for the Controller and SDKs
o 50 MB for Desktop Studio
o 50 MB for Desktop Director
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o 40 MB for Citrix Licensing
o 100 MB for the Web Interface (and client software included in the installation)

6.9.2 Install XenDesktop, XenDesktop Studio, and Optional Components
The steps identified below show the process used when installing XenDesktop, XenDesktop Studio and optional

components

1. Start the XenDesktop installation wizard.
2. Click Install XenDesktop.

& XenDesktop E3
r—‘ \ X \ wt
- stall XenDeskt e ~ erits and prereq >
I3
e
Tl

Optional extras includng Wyse Xendh Manager

Close I

3. Select Components to install.
4. Verify that XenDesktop Controller, Desktop Studio and Desktop Directory are selected (License Server and
Web Access components were not installed).
Note: Desktop Director was installed on only the first XenDesktop Controller.

5. Verify that Install SQL Server Express is NOT selected.
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& XenDesktop x|

Select Components to Install

VM XenDesktop Controller

CPRRtet AN MANSYES virtud Jeskiops for yien
I Web Access

£) Ab)esstone requated kot each XenDeskiop site
F  Desltop Studic

LenDetiiop conBgar I0n and maragement Coruoe

¥  Desktop Director

(enDes 00 Gaily CDeratans and helpde s web 1o

T License Server

A\ Arierstone requred 1or each XenDetkiop ite

Install location:  C\Progeam Fides\Crtrnx hanae install bocatinn

< Back I Nett > I Cancel I

6. Click Next.
7. Click Install in the Summary page to continue installation.
8. Click Finish.

6.9.3 Create SQL database for XenDesktop

1. After successfully installing XenDesktop, select the checkbox Configure XenDesktop after Closing.
2. Click Close.
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S XenbDesktop | %}

Installation Successful

Components
XenDeshtop Controber Instaled
Desktop Studio instaled
Desizop Director instaked

WV [Configure XenDesitop after cloting) I Close I ]

Open Desktop Studio: Start > All Programs > Citrix > Desktop Studio.
Click on XenDesktop deployment in the XenDesktop Wizard.

Name the Site.

Database Configuration:

o v kW

e Enter the name of the SQL server installed earlier.
e In the Database name field, enter the name of the database.
e In this scenario, leave the prepopulated default Database name as it is, so that the wizard can create the
database.
Note: To validate connectivity to the SQL Server, use the Test Connection button. If the database does not exist then
an exception will be shown. However, connectivity to the SQL database validates successfully.

7. Click Next.
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When your first XenDesktop server is installed and configured, you can repeat the procedure in Section 6.9.2 Install
XenDesktop above to create load balancing and a fault tolerant XenDesktop environment.

6.9.4 Configure the XenDesktop Site Hosts and Storage
1. Enter licensing server name and select a license. Click Next.
2. Select VMware Virtualization from the Host Type dropdown.
3. Enter VCenter URL information.
Note: Your vCenter server or appliance must have a trusted 3™ Party SSL certificate to use https.
4. Enter the vCenter administrator user name and password.
5. Click Next.



Iy
CISCO

Desktop Deployment

Steps

@ Site

@ Licensing
) Connection
© Host

) sterage

O Summary

CiTRIX

CITRIX EMC’

Host type f\rwaare virtualization v |
Address I nups//ecveOlmed ret/sck |
Usemame I weenter ]
Password: | sesssencene |

The Connection name will be displayed i Desktop Studio. Consider using & name that will
help administrators to identify the host type and address of the deployment to which the
connection relates,

Connection name: veenter

Virtual machines:
® Use XenDestop 1o create virtual machines

Manua'ly create virtual machires

l Back | | Next I Cancel

6. Configure hostname and select cluster and Network (port profile on VMware).

Desktop Deployment

Steps

@ Site

W Licensing
@ Connection
© Host

0 Storage

© Summary

CiTRIX

Host name
FS1_vD4
Cluster
Select a cluster for the new virtual machines.
DC-VDAL Browse..
Network

Select a network for the virtual machines 1o use

NIK3cr

Storage

UnuseoOr_Quarantine_Vetn
e VDA

VDAL

(O ¥\ Netwerk

vMation [:g

Back lo Next | Cance J

7. Click Next.

8. Select storage - this correlates to your vCenter’s Datastore.
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Desktop Deployment

Steps Virtual machine storage
@ site Select one or more storage devices for the new virtual machines
© Licensing V| NFSVDA_Fs1
Connection NFSVDA_FS2
© Host NFSVDA_FS3
NFSVDA_FS4
) storage i =
) Summary
CiTRIX
L
Back Lo Next | Cance
9. Click Next.
10. Click Finish.

11. Create additional hosts per datastore and network:
e Right-click on your existing VCenter Storage Host connection.
e Select Add Storage.
e Select Use an Existing Host connection.

vmware
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Add Host
Steps #) Use an existing Host Cennection
) Connection [dc-vc-Ol = ]
) Host ) Connect to & new Host
) Storage

The Connection name will be displayed in Desktop Studio. Consider using a name
O Summary that will help administrators to identify the host type and acddress of the deployment
to which the connection relates.

[% Connection name: | eg. MyCompanyHypervisor
Host type: ‘ 7
Ha | e.g. httpy//xenserver.example.com 7
Username: ‘
Password: !
HA Server None selected iiw‘:. [
Virtual machines:

Use XenDesktop to ¢

CiTRIX

Back [ Next ][ Cancel ]

6.9.5 Configure XenDesktop HDX Policies
When testing with VSI a XenDesktop policy should be created to disable client printer mapping which is enabled by

default. HDX policies configured and applied in Citrix Desktop Studio.
1. Open Desktop Studio.

2. Proceed to HDX Policy = Users.

Deskbop Studio

0 search

g Machines
Assignments
% Applications
= [E HOx Policy
= Machines

)
= % Configuration
&4 Administratars

Cortrollers
8 Hosts

Licensing
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3. Click New to start the policy creation process.

5@_3 Users

= Mew.. )& Edit. & Higher Lowsr | Actions *

4. Enter a name for your policy and click Next.

= New Policy M=
Enter basic policy information

e [ >

Description:

Remaining Steps

j\:J Settings - what will be applied by this policy

Y Filters - when to apply this policy

@ Enable - whether to immeadiately enable this policy

| < Back m Create |[ Cancel

5. Select from Categories ICA—> Printing.
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Choose the settings that will be ap)

Settings to sh

Categories: ]

Adobe Flash Delivery
Flash Redirection

Audio

Bandwidth

Desktop Ul

File Redirection

Multi-Stream Connections

Port Redirection

Cr_ Printing _-)

~Client Printers

Drivers

Universal Printing
Session Limits
Time Zone Control
TWAIN Devices L
USB Devices

Visual Display
Moving Images

still Images -

6. Select Client printer redirection and click Add.

Settings:

” Client printer redirection
|
% ICA\Printing

]

<. Default printer
e 1CA\Printing

£
I
(=N
(=4

Printer auto-creation event log preference
ICA\Printing

r
1=
=N
(=

Session printers
ICA\Printing

Wait for printers to be created (desktop)
e 1CA\Printing

1=
=N
(=

<
1=
=N
(=4

7. Click Prohibited and then click OK.
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= Add Setting

Client printer redirection

() Mllowed

Client printers can be mapped, if specified elsewhere

Prohibited

orintars will be mapped

Halp Comment
Applies to XenApp 6.0 or later and XenDeskiop 5.0 or |ater o
Allows cr prevents client printers to be mapped to 2 server when a user logs on to a session. By default, client |:|

printer mapping is allowed.

8. Select from Categories ICA=> Printing = Client Printers.

Categories:

Adobe Flash Delivery
Flash Redirection
Audio
Bandwidth
Deasktop UT
File Redirection
Multi-5tream Connections
Port Redirection
rinting
Client Printers

Drivers

Universal Printing
Session Limits
Time Zone Control
TWAIN Devices
USE Devicas

Visual Display
Moving Images
Still Images

9. Select Auto-create client printers and click Add.

vmware
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Settings:

Auto-create client printers
ICA\Printing\Client Printers

EMC:

(]

Auto-create generic universal printer
ICA\Printing\Client Printers

Client printer names
ICA\Printing'Client Printers

« . Direct connections to print servers
ICA\Printing\Client Printers

Printer driver mapping and compatibility
ICA\Printing\Client Printers

Printer properties retention
ICA\Printing\Client Printers

i

Retained and restored client printers
ICA\Printing\Client Printers

10. From the drop-down list, pick Do not auto-create client printers and click OK.

= Add Setting =

Auto-create client printers

Valuk: [Donclt auto-create client printers VI)

[] Use defaut value

Help Comment

I=
(=N
f=u

2=
(=N
f=4

1=
=N
(=4

I=
(=N
f=u

I=
(=N
f=u

=
=5
=

Applies to XenApp 6.0 or later and XenDesktop 5.0 or later

=

Specifies which client printers are autc-created. This setting cverrides default client printer auto-creation settings.

By default, all client printers are auto-created.

uﬂ Cancel

11. Click Next.

vmware
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New Palicy M=l B3

Choose the settings that will be applied

Settings to show: IXEnDEs-dcp [All Versians) - ] | Search Client Frinters _D |

Categories: Settings:

Auto-create client printers
ICA\Printing\Client Printers it Remove
Do nat auto-create client printers

ICA <,
Adobe Flash Delivery
Flash Redirection

Auto-create generic universal printer
. v

Audio “ 1ca\Printing\Client Printers add
Bandwidth

Desktop UI

File Redirection
Multi-Stream Connections
Port Redirection

| Client printer namas
ICA\Printing\Client Printers -

Direct connections to print servers
ICA\Printing\Client Printers —

” Printer driver mapping and compatibility

Printing a4 1ca\Printing\Client Printers Add
Client Printers ¢ Printer properties retention Add
Drivers “ ICA\Printing\Client Printers -
Universal Printing . Retained and restored client printers add

v

Session Limits = ICA\Printing\Client Printers =

Time Zone Control

TWAIN Devices |4

USE Devices Applies to ¥enApp 6.0 or |zter and ¥enDesktop 5.0 or |ater -

Visual Display

. Specifies which client printers are autc-created. This setting overrides default client printer auto-
Moving Images . . - .
creation settings, By default, all client printers are auto-created.
5till Images = -
[ = Back q[ Mext > D | @ | [ Cance! l

12. Select All Filters = User or Group and click Add Create policy filter.

MNew Policy H=1E3

Choose when to apply the settings using filters

Filters to show: [XEnDEs-(tcp {All Versions) - ] | Search ANl Fifters p |
Categories: Filters:
Active Filters \f(’ Access Control Add
| A1l Filters ==
Q“L(’ Branch Repeater add
\a?’ Client IP Address Add
'\f(') Client Name add

'\f(') Desktop Group
'\f(') Desktop Type

'\f(') Organizational Unit
'\f(') Tag

Add
Add
Add
Add
'\f(') User or Group
-
L
-

Applies to XenApp 6.0 or later and XenDesktop 5.0 or later

The Access Control filter allows you to apply policies based on the access control conditions
through which a client is connecting.

< Back ][ Next > ]l i |[ Cancel ]

13. Click Add.
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= New Filter =]

New User or Group Filter

Filter elements:

14. Select the User Group for this policy.

= New Filter Element [X]

New User or Group Filter Element

Made: [w] Enabie this fiter element
User or group namé:E__ ____::)] [ Browse.. ]

Comment:

] 4 Cance

15. Click OK.
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= New Filter
New User or Group Filter
Filter elements:
|§ Allow - MLQ3\Domain Users Enabled
[ Add, ]l Edit || Remave Enable
—
Q Tk ‘u Cance

16. Click Next.

Allow - MLQ3\Domain Users

= New Poli =10l
Choose when to apply the settings using filters
Filters to show: [XenDEsdop [All Versions) - ] | Saarch AN Fifters _O |
Categories: Filters:
Active Filters '\T? Access Control Add
All Filters —
\*-L(’ Branch Repeater Add
\T? Client IP Address add
\"E) Client Name add
\T_() Desktop Group Add
"\i) Desktop Type Add
\*[_-(’ Organizational Unit Add
\*[_-{) Tag Add
‘ &0 User or Group s ‘

3

Applies to XenApp 6.0 or later and XenDesktop 5.0 or later

The User filter allows you to apply policies based on the user or group membership of the user |:|
connecting to the session.

< Back (Ir Next > }l

17. Click Create.
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= New Policy

Ready to create the new policy
L% E Enable this policy

Summary
Pelicy name: Printing
Pelicy description:
Configured settings: 2
Configured filters: User or Group (1)

[ < Back ]| Next > (T Create Tj Cancel ]

6.9.6 Configure the XenDesktop Desktop Group and Options
To configure the Citrix XenDesktop, do the following:

1. PVS XenDesktop Wizard is used for Catalog and VM creation.
2. From the XenDesktop Studio, click the Assignments node.
3. Click Create Desktop Group.

1) Croste Deshtop Growp
—

Craste igphcsbon Deshiop Gron
Viewe

New Wirdoss from Mere

G Refrsh
H e

4. Select a catalog with available machines.
5. Add machines from the Catalog.

vmware
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Create Desktop Group

Steps Select machines for Assignment:

© Ccatalog Catalog Description

@ users DC-VDA1 4Datastares-2Portgroups
DC-VDA2 clusterd

@ Delegation DC-VDA3

O summary

Unassigned machines

Total available: 6

Add machines: [ 4 B

Specify the source and number of machines to be assigned

CiTRIX

Back | [ Mext

6. Click Next.

7. Click Add and select a user or user group for the Desktop Group.

Creole Deskiog Cooug

Steps Select usen
W Caacg ‘7 Aoe_
O Users
O Deepaton Select Users or Groups 0
B e Select thi cbyect ype
r.hnu&uu Obiect Tipes I
From Sws locaton
[Ertre Deecnary L |
Erbes the cbyect names 10 select (exmples!
miadgenl Orech Names |

Seect SeUgTOWDS That are Der Hed 10 Wse the mach nes.

citRix

face

Set | Carce

8. Select one desktop per user.
9. Click Next.

10. Select Administrators delegated to manage the Desktop Group.

vmware
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Creste Desktop Group

Steps Deldegate u
@ Gaog

© Users

&) Delegation

O Suwmary

cm!x Select the Relp desk acministratorns that are permtied 1o manage tha Deskiop Group

11. Click Next.
12. Enter a Desktop Group Display Name and Description.

Create Desktop Growp !

Steps Summary

W Cacg Type Shaced desktop
@ Users Catsiog DC-VDAL
@ Ceegaten Machmes mithout uiers 6
) Semmary Users MLQ 3 \mig3users
Delegate 1o
Desplay name .5 My Desit
)esktop Group name feg i

CITRIX

Bacx | {1 Cance

13. Click Finish.
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6.10 Installing and Configuring Citrix XenApp 6.5

6.10.1 Pre-requisites
During a wizard-based installation, the XenApp Server Role Manager (using the Server Role Installer) automatically
installs XenApp prerequisites.

For command-line installations, you must install the prerequisite software and Windows roles before installing
XenApp (except as noted). You can deploy prerequisites with PowerShell cmdlets, the Microsoft
ServerManagerCmd.exe command, or the Microsoft Deployment Image Servicing and Management (DISM) tool.

If installation of a required Windows role or other software requires a restart (reboot), restart the server before
starting the XenApp server role installation.

XenApp Server Role

Supported operating systems: Windows Server 2008 R2 and Windows Server 2008 R2 SP1 (Enterprise, Standard,
Datacenter, and Foundation).

Most servers running the supported operating systems meet the hardware requirements for XenApp with ample
processing power to host user sessions accessing the published resources. However, additional research may be
needed to determine if current hardware meets the requirements.

e CPU:
64-bit architecture with Intel Pentium
Xeon family with Intel Extended Memory 64 Technology
AMD Opteron family
AMD Athlon 64 family
o Compatible processor
e Memory: 512MB RAM (minimum)
e Disk space: up to 3.2GB

o O O O

The XenApp Server Role Manager deploys the following software (except as noted), if it is not already installed:

e .NET Framework 3.5 SP1 (this is a prerequisite for the XenApp Server Role Manager; it is deployed
automatically when you choose to add the XenApp server role from the Autorun menu)

e Windows Server Remote Desktop Services role (if you do not have this prerequisite installed, the Server Role
Manager installs it and enables the RDP client connection option; you will be asked to restart the server and
resume the installation when you log on again)

e Windows Application Server role

e Microsoft Visual C++ 2005 SP1 Redistributable (x64)

e  Microsoft Visual C++ 2008 SP1 Redistributable (x64)

When you install the XenApp server role, XML and Internet Integration Service (IIS) integration is an optional
component. When this component is installed, the Citrix XML Service and IIS share a port (default = 80). When this
component is not installed, the Citrix XML Service defaults to standalone mode with its own port settings. You can
change the port during or after XenApp configuration. The Server Role Installer checks for installed IIS role services
and whether the component is selected or specified. For complete information, see Before Installing XenApp. The IIS

role services are listed below.


http://support.citrix.com/proddocs/topic/xenapp65-install/ps-install-prep.html
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Web Server (lIS) > Common HTTP Features > Default Document (selecting this automatically selects Web
Server (lIS) > Management Tools > Management Console, which is not required or checked for XenApp
installation)

Web Server (1IS) > Application Development > ASP.NET (selecting this automatically selects Web Server (IIS) >
Application Development > .NET Extensibility; although not checked for XenApp installation, ASP.NET
requires .NET Extensibility)

Web Server (IIS) > Application Development > ISAPI Extensions

Web Server (IIS) > Application Development > ISAPI Filters

Web Server (IIS) > Security > Windows Authentication

Web Server (IIS) > Security > Request Filtering

Web Server (lIS) > Management Tools > IIS 6 Management Compatibility (includes IS 6 Metabase
Compatibility, 1IS 6 WMI Compatibility, 1IS 6 Scripting Tools, and IIS 6 Management Console)

If you plan to use Philips SpeechMike devices with XenApp, you may need to install drivers on the servers hosting
sessions that record audio before installing XenApp. For more information, see Citrix information on the Philips web

site.

AppCenter

XenApp Management includes the AppCenter. By default, the AppCenter is installed on the same server where you
install the XenApp server role; however, you can install and run the AppCenter on a separate computer. To install the
AppCenter on a workstation, from the XenApp Autorun menu, select Manually Install Components > Common
Components > Management Consoles.

Supported operating systems:

Windows Server 2008 R2, 64-bit edition, SP1

Windows Server 2008 R2, 64-bit edition

Windows Server 2008 Enterprise, 32-bit edition, SP2
Windows Server 2003 R2, 32-bit and 64-bit editions
Windows Server 2003, 32-bit and 64-bit editions, SP2
Windows 7 Enterprise, 32-bit and 64-bit editions, SP1
Windows Vista Enterprise, 32-bit and 64-bit editions, SP2
Windows XP Professional, 32-bit edition, SP3

Windows XP Professional, 64-bit edition, SP2

Requirements:

Disk space: 25MB
Microsoft Management Console (MMC):
o For Windows Vista, Windows 7, Windows Server 2008 R2, and Windows Server 2008 R2 SP1: MMC
3.0 (installed by default)
o Forother supported Windows operating systems: MMC 2.0 or 3.0

The XenApp Server Role Manager deploys the following software, if it is not already installed:

Microsoft .NET Framework 3.5 SP1
Microsoft Windows Installer (MSI) 3.0
Microsoft Windows Group Policy Management Console
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e  Microsoft Visual C++ 2005 SP1 Redistributable (x64)
e  Microsoft Visual C++ 2008 SP1 Redistributable (x64)
e Microsoft Visual C++ 2008 SP1 Redistributable
e Microsoft Visual C++ 2005 SP1 Redistributable
e Microsoft Primary Interoperability Assemblies 2005

If you install the AppCenter on a computer that previously contained the Microsoft Group Policy Management
Console (GPMC) and a Citrix Delivery Services Console earlier than the version delivered with XenApp 6.0, you may
also need to uninstall and reinstall the Citrix XenApp Group Policy Management Experience (x64) program in order to
use the GPMC to configure Citrix policies.

Data Store Database
The following databases are supported for the XenApp data store:

e  Microsoft SQL Server 2008 Express R2
e Microsoft SQL Server 2008 Express SP3
e Microsoft SQL Server 2008 R2

e  Microsoft SQL Server 2008 SP2

e Microsoft SQL Server 2005 SP4

e Oracle 11g R2 32-bit Enterprise Edition

Microsoft SQL Server 2008 Express can be deployed for you by the XenApp Server Configuration Tool when creating a
XenApp farm.

For information about the latest supported database versions, see CTX114501. For information about requirements,
see Data Store Database Reference.

6.10.2 Install Citrix XenApp 6.5
To install Citrix XenApp 6.5, do the following:

1. On theinstallation media, double-click autorun.exe. The Autorun menu launches.
2. Select Install XenApp Server. The Server Role Manager launches and checks if any roles are already installed.


http://support.citrix.com/article/CTX114501
http://support.citrix.com/proddocs/topic/xenapp65-install/ps-database-ref-intro.html
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CiTR!X‘ XenApp

@ Yiew Xenspp Documentation
f| Install XenApp Server
E%’ tanually install components

E%’ applications on Yirtual Machines

[l Browse DVD & Exit

Cpen Citrix eDocs online documentation.

Note: If .Net hasn’t been installed click OK to install .Net.

Citrix Setup

B Met 3.5 5P is not installed on this syskem, Click OF to install Met
' 3.5 5P1 Framework,

| K I Cancel

3. Select Add server roles.
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XenA . . .
PP —— Review setup information
XenApp enables IT to centrally manage a single Select this item to access the latest setup information on the Citrix
instance of each application and deliver it to XenApp Web site.
users for onling and offline use, providing a
better than installed experience.

Iy Add server roles
You do not currently have any server roles installed.

CiTRIX

Close |

4. Select your XenApp edition.
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Select a XenApp edition

# Platinum Edition
Mast robust and secure solution to deliver applications as an on-demand service to any user with powerful
tools for greater scalability, control and visibility of even the most complex environments.

# Enterprise Edition
Proven enterprise class on-demand application delivery solution that is optimized for managing larger
envirenments.

# Advanced Edition

Solid foundation for secure, on-demand application delivery to users anywhere with maximum performance.

Cancel |

5. Accept the End User License Agreement.
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License agreement

You must accept the terms of the license agreement to continue. Use the scroll bar or Page Down key to read the
entire agreement.

CITRIX® LICENSE AGREEMENT =
This 13 a legal agreement ("AGEEEMENT™) between vou, the Licensed User, and Citrix Systems,
Ine., Citrix Systems Internationzl GmbH, or Citrix Systems Asia Pacific Pty Ltd. Your location of
receipt of this product or feature release (both hersinafter “PRODUCT™) or technical support
(hereinafter “SUPPORT™) determinez the providing entity hereunder (the applicable entity iz
hereinafter referred to az “CITRIX™). Citrix Systems, Inc., a Delaware corporation, licenses this
PRODUCT in the Americas and Japan and provides SUPPORT in the Americas. Citrix Systems
International GmbH, a Swiss company whelly owned by Citrix Systems, Inc., licenzes this
PRODUCT and provides SUPPORT in Europe, the Middle Ezst, and Africa. and licenses the
PRODUCT in Asia and the Pacific {excluding Japan). Citrix Systems Asia Pacific Pty Ltd. provides
SUPPORT in Aszia and the Pacific (excluding Japan). Citrix Systems Japan KK provide: SUPPORT
in Japan. BY INSTALLING AND/OR USING THE PRODUCT, YOU ARE AGREEING TO BE
BOUND BY THE TEEMS OF THIS AGEEEMENT. IF YOU DO NOT AGREE TO THE TERMS
OF THIS AGREEMENT, DO NOT INSTALL AND/ORE UUSE THE PRODUCT.

1. GEANT OF LICENSE. Thiz: PRODUCT centain: software that provides services on
a computer called a zerver (“Server Software™) and contains software that allows a computer to

[+ 1 accept the terms of this license agreement

= Back | Mext = Cancel

6. Select the roles you want to add. (For our environment we only used XenApp role).
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Choose XenApp roles

Choose the roles you want to add to this server below, What roles should I indlude in oy farm?

| »

4 Common Roles
[T License Server
¥ XenApp
[T Receiver Storefront ©

[T Merchandising Server @
(This iz a virual applizncz and requires 2 virtual machine. )

4 QOther Roles

Single Sign-on Service ©

Secure Gateway =

Power and Capacity Management Administration =
EdgeSight Server ©

Provisioning Services &

SmartAuditor Server ©

Web Interface G

[ I A (R B B

4

< Back | Mext = I Cancel

7. Select role components. Roles may have default and optional components.
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Choose role subcomponents

The roles you selected have additional features vou may wish to install.

4 | XenApp
4 Default Components (3}
F XenApp Server @
¥ XenApp Management G
¥ wWindows Desktop Experience Integration ©
4 QOptional Components
[T XML Service IIS Integration
[T EdgeSight Agent ©
[T SmartAuditor Agent
[ single Sign-On Plug-in @
[T Power and Capacity Management Agent
[T Provisioning Services Target Device

< Back | Mext = I Cancel

8. Review the prerequisites summary, which indicates which role or component needs the prerequisite, and
whether the Server Role Installer installs it or you must install it. For software you must install, the display
indicates whether the XenApp installation media contains the software or you must obtain it elsewhere.
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Review prerequisites

The roles you selected require the below software before they will install or operate.  Refresh

|»

i‘;) Prerequisite requires restart

A prerequisite will require a reboot and resume of the installztion. &
Required by: XenApp Sarver

O Prerequisite requires restart

A prerequisite will require a reboot and resume of the installztion. &
Required by: Windows Desktop Experience Integration

| | Desktop Experience Role
DCesktop Experience will b2 enabled for you. &
Required by: Windows Desktop Experience Integration

| | Microsoft Primary Interoperability Assemblies 2005
This will be deployed automatically, &
Required by: XenfApp Management

| 1IS Features for XenApp
The sub-feztures of the IS role required by Xen&pp's XML Service will be enabled for you. G
Required by: XML Sarvice IIS Integration

| Windows ¥P5-Viewer Role

Windows ¥XPS-Viewer Role will be enzbled for yvou. &
Reguired by: Windows Deslkiop Experience Integration

< Back | Mext = I Cancel

9. Review the summary, which lists the selected roles and components to be installed or prepared. It also lists
prerequisites which will be automatically deployed for all selected roles.
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Ready to install

Setup is ready to install, Please review the notes and summary information below,

Install now: Prerequisites
Remate Desktop Services Role
Application Server Role
Microsoft Visual C++ 2005 SP1 Redistributable (x64)
Group Policy Management Feature
Microsoft Visual C++ 2005 SP1 Redistributable
Microsoft Primary Interoperability Assemblies 2005
Desktop Experience Role
Windows XP5-Viewer Role
IIS Features for XenApp

Install now: Roles and subcomponents
XenApp
XenApp Server
XenApp Management
Windows Desktop Experience Integration
AML Service IIS Integration
Provisioning Services Target Device

< Back Install Cancel

10. Click Install.
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Updating server roles

Please wait while your XenApp server roles are updated.

Tl Installing Remote Desktop Services Role...

T4 Installing Desktop Experience Role...

Installing components (step 2 of 10)...
NRENNN

11. Click Finish.
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Prerequisite requires restart

¥enhpp Platinum Edition has bean successfully installad.

;?) Remote Desktop Services Role installed succassfully.
:?) Desktop Experience Role installed successfully,
O ¥enhpp was skipped due to a pending reboot,
O ¥enApp Server was skipped due to a pending reboot.
O ¥enApp Management was skipped due to a pending reboot,
O Windows Dasktop Experience Integration was skipped due to a2 pending reboat.
0 Provisioning Services Target Device was skipped due to a pending reboot.

O XML Service IIS Integration was skipped due to a pending reboot.

( 4 Note: A prerequisite reguires a reboot before resuming the installation. Please close this
wizard and restart your machine to resume.

12. Reboot the server.
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XenA . . .
PP ——= Review setup information
Xendpp enables IT to centrally manage a single Select this item to access the latest setup information on the Citrix
instance of each application and deliver it to ¥enApp Web site.
users for onling and offline use, providing a
better than installed experience. )
¢ Add or remove server roles
/_} Number of roles installed: 1
Server Configuration Tasks
XenApp
£ Reboot Prerequisite requires restart
. =
CiTRIX
" Do not show this window at logon Close |
13. Click Yes to reboot.
Restart Confirmation ||

| Are you sure vou want o restart the server?

Yes Mo

14. Resume Install upon reboot.



at]van], . ; 2
cI1Sco CITRIX ) 20\% (@

vimware
i& Citrix XenApp Server Role Manager

_[O0]
XenA . . .
PP ——=  Review setup information
Xenhpp enables IT to centrally manage a single Select this item to access the latest setup information on the Citrix
instance of each application and deliver it to ¥enApp Web site.
users for online and offline use, providing a

better than installed experience. _
& Add or remove server roles
Mumber of roles installed: 1

Server Configuration Tasks

XenApp

£ Resume Install & Mot Installed

CITRIX

™ Do not show this window at logon

Close |
15. Click Install.
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Ready to install

Setup is ready to install, Please review the notes and summary information below,

Install now: Prerequisites
Application Server Role
Microsoft Visual C++ 2005 SP1 Redistributable (x64)
Group Policy Management Feature
Microsoft Visual C++ 2005 5P1 Redistributable
Microsoft Primary Interoperahility Assemblies 2005
Windows XPS5-Viewer Role
IIS Features for XenApp

Install now: Roles and subcomponents
XenApp
XenApp Server
XenApp Management
Windows Desktop Experience Integration
AML Service 115 Integration
Provisioning Services Target Device

< Back Install Cancel

16. Click Finish.
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Successfully updated XenApp server roles

X¥enapp Platinum Editicn has been successfully installed.

?) Microsoft Primary Interoperability Assemblies 2005 installed successfully,
?) Windows ¥P5-Viewer Role installed successfully.
9 115 Features for Xenfpp installed successfully,
?) ¥enApp installed successfully,
?) ¥enApp Server installed successfully.
?) ¥enApp Management installed successfully.
) Windows Desktop Experience Integration will be installed,
?) ¥ML Service 115 Integration installed successfully.

?) Provisioning Services Target Device installed successfully,

-

| ) Note: Some server roles cannot be used until they are configured. Refer to the Server Role
Manager for the remaining tasks.

6.10.3 Configure XenApp License Information
1. Access the XenApp Server Role Manager.

2. Click Specify licensing. The Licensing Configuration Tool launches.

3. Onthe Enter License Server Information page, select one of the following:
e Connect to existing license server. Specify the case-sensitive license server name. If you do not
change the license server port value, the default value 27000 is used.

e Click Test Connection to verify that the specified license server is running and using a compatible
software version, and to check if the license server has any licenses.


http://support.citrix.com/proddocs/topic/xenapp65-w2k8/ps-install-config-wrapper.html
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CITRIX' Licensing Configuration

Enter License Server Information

¥ Connect to an existing license server

License server name: I
License server port {default 27000): IZ?DDD Test Connection |

" Canfigure the license server later using a policy

Back | Mext | Cancel I

4. On the Select Licensing Model page, you can select a licensing model option or defer the selection to a later
time.
Note: Select the licensing model best suited to your planned deployment, which may differ from the
recommendation, which is based on the licenses currently on the license server.

e XenApp. Select this model if you plan to use only XenApp licenses. This option is recommended if the Test
Connection operation discovered no licenses, only XenApp licenses, or a mixture of unique XenApp and
XenDesktop licenses on the license server.

e XenDesktop concurrent system. Select this model if you plan to use XenDesktop concurrent user licenses.
This option is recommended if the Test Connection operation discovered only XenDesktop concurrent
licenses on the license server.

e XenDesktop user/device. Select this model if you plan to use XenDesktop user or device licenses. This option
is recommended if the Test Connection operation discovered XenDesktop user/device licenses or both
XenDesktop user/device and XenDesktop concurrent licenses.

6.10.4 Configure XenApp Farm
1. Access the Server Role Manager.

2. Click Configure under XenApp. The Server Configuration Tool launches.
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CISCO

Im Citrix XenApp Server Role Manager

XenApp
¥enApp enables IT to centrally manage a single
instance of each application and deliver it to

users for enline and offline use, providing 2
better than installed experience.

CiTRIX'

[~ Do not show this window at logon

Trmhion e e Firam sl

CITRIX

— Review setup information
Select this item to access the latest setup information on the Citrix

Xendpp Web site.
s Add or remove server roles
Number of roles installed: 1

Server Configuration Tasks

XenApp

+f  Licensing specified Edit Licensing

£ Configure @ Mot configured

CR- I T

EMC:

vmware

=] E3

Close |

3. Select Create a new server farm.
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Choose a task to perform

# Create a new server farm
If this is your first installation, you must create a farm. This server will be added to the new farm.

# Add this server to an existing server farm
This server will join the selected farm on next reboot.

Cancel |

4. When creating a farm, on the Enter basic information page:
e Enter a farm name, up to 32 characters (can include spaces).

e Specify the domain and username for a user who will be the first Citrix administrator. The
administrator has full permissions to the farm and can create additional administrator accounts.
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.
CITRIX' XenApp Server Configuration

Enter basic information about the new server farm

New XenApp Server farm name:

First Citrix administrator account:

< Back ” Next > I Cancel

5. Select New database.
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Choose a database for the new server farm

Choose a database:

1 New database
- Install and use a new Microsoft QL Server Express database on this machine. This is not

recommended for large farms.

Existing Microsoft SQL Server database

Use an existing Microsoft SQL Server database already present on your network,

< Back | Mext = I Cancel |

6. Specify the database credentials. Specify the user name in the form <DBMACHINE>\<USER> or
<DOMAIN>\<USER>.
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Enter connection information for the new server farm

Database server name:
| ¥D-sqL-CL1 |
Examples: TestSarverA or TestServerB\SglExpress or ActSarver\Accounting, 1444 or 10.1.1.0 or 192,168.1,1,1433

Database name:
Idu::n:adl:l

' Integrated Windows authentication
select this option to use your Windows identity to access the database.

™ 5L Server authentication using a login ID and password
5elact this option to use a 5QL login ID and password to access the database.

« Back | Mext = I Cancel

7. Test database connection.
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Enter database credentials and test database connection

Current Credentials

User name: 5RV_50L
Domain: MLQ3

Enter Cradentials... | | Test Connection I

Test completed successfully.

< Back | Mext = Cancel

8. Choose default session shadowing settings (which allow shadowing).
Note: This is recommended for most farms.
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Configure shadowing

If you allow shadowing, users may shadow other user sessions on this server. Remote control allows kevboard and
mouse interaction while shadowina.
" Prohibit shadowing of user sessions on this server
* Allow shadowing of user sessions on this server
[ Prohibit remote control
[" Force a shadow acceptance popup
[ Force logging of all shadow connactions

IMPORTANT:
If you prohibit shadowing, the setting is permanent. If vou allow shadowing now, you can change this satting later or
override it with specific user policies.

< Back | Mext = Cancel

9. Click Next.
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Specify advanced server settings

The settings shown below are optional. If you do not change them, smart defaults will be used.

DaiaCoflerlion Data Collection Options

XML Service

Receiver )
® Enable Controller and Session-host modes

Remote Desktop Users € Enable Session-host mode only (3)

[~ Use a custom zone name

Zone name: I Default Zone

= Back | Mext = I Cancel

10. Check Add the Authenticated Users.
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Specify advanced server settings

The settings shown below are optional. If you do not change them, smart defaults will be used.

Data Collaction Remote Desktop Users
XML Service
Receiver [ Add Anonymous users

Remote Desktop Users [ ndd the list of users from the Users group

[« ndd the Authenticated Users

= Back " Mext = I Cancel

11. Review the summary page and click Apply.
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Ready to configure

Flease review the notes and summary information below. Click Apply to apply the configuration,

|»

Farm Information

Action: Create a new farm
Server farm name: mlg3xa
First Citrix administrator account: MLO3\vadiml

Database server name: ¥D-500L-CL1
Database name: dcxadb
S0OL authentication mode: Windows

Database Credentials —_
Username: SRV_S0L
Domain: MLC3

User Session Shadowing

Remote control: Allowed

Show shadow acceptance popup: No

Log all shadow connections: No x

< Back | Apply I Cancel

12. Click Finish upon successful completion.
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Configuring server

@ Saving configuration settings...
@ Creating Citrix data store...

@ Initializing Citrix data store...

@ Starting Citrix IMA Services...

9 Registering Citrix Administraters...

9 Configuring Commands Remoting Service...

Server configured successfully!

I:o] Thease settings will be applied whan you clone or reboot this senver,

Finish I Cancel
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i Citrix XenApp Server Role Manager

XenApp
¥enspp enables IT to centrally manage a single
instance of each application and deliver it to

users for online and offline use, providing a
better than installed experience.

o

CiTRIX

™ Do not show this window at logon

6.10.5 Install Required XenApp Hot Fixes

@ Review setup information

¥endpp Web site,

Add or remove server roles
Number of roles installed: 1

Server Configuration Tasks

XenApp
icensing specifie it Licensing
‘V' Li i ified Edit Li i
%f Configured Edit Configuration &

EMC vmware

IS[=] E3

Select this item to access the latest setup information on the Citrix

Close |

Hotfix Rollup Pack 1 for Citrix XenApp 6.5 for Microsoft Windows Server 2008 R2 is required for proper system
operation. It contains previously released Hot Fixes as well as introduces a number of new ones. For detailed
information about issues fixed in the Hotfix Rollup Pack 1, see CTX132122.

1. Run XA650W2K8R2X64R01.msp.
2. Click Next.


http://support.citrix.com/article/CTX132122
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i'x‘!:l‘ Citrix XenApp 6.5 Hotfix Rollup Pack 1 Installation M=l |

. . Welcome to the Citrix XenApp
CI'I'R!)( 6.5 Hotfix Rollup Pack 1
Installation Wizard

[t iz ztrongly recommended that you exit all \Windows
programs before running thiz Setup Pragram.

Click Cancel to quit Setup and close any programs wou
have mnning. Click Mext to continue with the Setup
progran .

WARMIMNG: Thiz program iz protected by copyright law and
international treaties.

Unauthorized reproduction or diztibution of thiz program, ar
arw portion of it, may result in zevere civil and criminal
penalties, and will be prosecuted to the maximum extent
pozzible under law.

e > |

< Back | Mest » I Cancel |

3. Click Close.
i'él' Citrix XenApp 6.5 Installation =]
CiTR|X° Citrix XenApp has been
i successfully configured.
Click the Cloge button to esit.
e > |

6.10.6 Configure the Hosted Shared Desktop (Citrix)
1. Open Citrix AppCenter management console (Administrative Tools | Citrix | Management Consoles).
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2. Under the XenApp node, expand the farm.

3. Select the Applications node and from the Actions pane choose Publish application to lunch Publish
Application wizard.

4. Click Next.

vmware

Publish Application {1/8)

CITRIX

Welcome
Thiz iz the application publizhing wizard for Xendpp. [t will guide vou through the process of
Steps publizhing an application.
* Welcome
Basic Select Mest to continue ar Cancel to stop the application publizhing process.
Marme
After publizhing an application, you can change its zettings by selecting the published application
Type and choozing Modify application properties from the Common Tazks pane in the AppCenter console
Location
Servers
zers
Shortcut
presentation

Publizh immediately

[™ Skip thiz screen in the future

[t I Cancel

5. Provide a display name (maximum 256 characters) and application description. Then click Next.
Note: The name appears on user devices when users access the application and on the AppCenter for the
farm applications. XenApp supports application names that use Latin-1 and Unicode character sets, including
characters used in Japanese, Chinese, and Korean.
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CITRIX

Mame

- Enter the name and description that you want to be displaged to clients for thiz application.
eps

v Wielcome Dizplay name:

Basic IHustedSharedD eskbop]
4 Mame

Type Application descriptian:

Location I
Semers
Jzers

Shortcut
preszentation

Publizh immmediately

< Back I Meut » I Cancel

6. Select Server desktop and click Next.
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Type
Wiew the application type. To change the type. uze the Change application pe task.

Choose the type of application to publish.

Steps
o Welsome ¥ Server deskiop
Basic " Contert
v Mame " Application
r Type Application wpe
Servers % socessed fom a senver
Uzers = Stieamed if poszible, othensise accessed|from a senver
Sharteut . Server application tpe:
presentation Inztalled application j
Publish immediatel
" Steamed to client

O Mate: To change the application bype after publishing it, you must use the Change Application
Type tazk.

— Quick Help

Grants uzers access o an entire server desklop including resources and applications available from
desktop menus and shaortcuts.

¢ Back I Mext = I Cancel

7. Add the individual servers or worker groups on which the published application runs when accessed by an
ICA connection.
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CITRIX

Servers
Caonfigure which zervers will host the application.

Choose the servers on which thiz published application will run when being delivered wia ICA.

Steps
Servers:
v ‘Welcome Mame | Relative location |
B asic
v Mame
v Type
r Servers
Uszers
Shorteut
presentation
Publish immediately
O itemns
Add... Hemowve Irnport from file... |
< Back MHext = Cancel |

8. Click Servers.
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7 Servers Sdd
P wiarker G roups

Look, i

Add Al

:

[T Include subfolders

Selected items:

i ame | Location | Bemaove

I

B emone Al

[F Cancel

9. Click Add All.
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Seleck Servers |

Lack in: I () Servers j =) =

|| DovDAzsAm || DovDazsa07 || DovDazs Add

|| DovDazsan2 || DovDazsans || DovDaz

|| DovDazsa03 || DovDazsa0ng || DovDaz

|| DovDazwa0s || povDazwal0 || DovDaz Add Al |

|| DovDazwa0s || povDaz=al || DovDazs

|| DovDazsa0s ] DovDazsal 2 Bl ocvpasy T Inelude subfolders

o | i

Selected items:

Hame

| Location

Femove

B ermowe Al

I

[F: Cancel

10. On the Users page, create the Configured users list for users or groups who have access to the application.




at]van], . ; 2
CISCO CITRIX EMC vmware

HostedsharedDesktop - Publish Application (5,/7)

CITRIX

Uszers
Configure the users who may access the application.

Specify the uzerz who can access thiz application.

Steps To add ugers, choose a diectony bwpe at the bottom and select Add. More...
v welcome
Bazic
v I arme
y Type  Allow anonymous uzers
', Servers & Allow only corfigured users
k Users Configured users:
Shortcut

presentation

Publizh immediately

Select directany wpe; I Litris: U ser S elector j

Add... Femove |

< Back Mext » Cancel

11. Click Next.
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HostedSharedDesktop - Publish Application (6/7)

CITRIX

Shortcut presentation
Configure the appearance and location of the application sharteut.
Steps
o Welcome These zettings function differently on different clientz. More..
Basic Application icon
v  Mame lzan: w Change icon... |
v Type
v Serers Client applization falder:
v Uzerz ||
E Shortcut
presentabon —Application sharteut placernent
Publish immediately [T &dd to the client's Start mernu

Start menu folder [Citig =endpp plugin anly]:

[T &dd shortcut to the client's desktop

< Back I Meut » I Cancel

12. Click Finish to the publish application.
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HostedsharedDesktop - Publish Application (7/7)

CITRIX

Publizh immediately
The ezzential settings for thiz application have been configured.
Steps
o Welcame When the wizard iz finizhed, the application will be available to the configured uzers immediately. |f
wou don't want the application to be available immediately, you can dizable it until yow are ready.
v Bazic
v Mame ; S
¥ | Dizable application initizlly
v Type
v Servers
v szers Advanced application zettings default to the mozt common 2etting: and are not required to be et far
the application to be available to users. You can configure these zettings now, ar you can configure
v Shorteut ) therm later Lzing the application Properties tazks.
presentabion

* Publizh immediately
[~ Configure advanced application settings now

< Back I Firizh I Cancel

6.10.7 Configure XenApp Polices

1. From the AppCenter, select the Policies node in the left pane and then select the User tab.

" Information | Computer USE" Templates I

[ Citrix User Policies Search User Policies L]
E New.. _%’ Edit... Higher Lower Actions -

MName Prigrity Enabled Description

5 Unfiltered 1 True

2. Click New to start the policy creation process.
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= New.. @ Edit... s Higher Lower Actions ~

3. Enter a name for your policy and click Next.

= New Policy M=
Enter basic policy information

e [ >

Description:

Remaining Steps

j\:J Settings - what will be applied by this policy

Y Filters - when to apply this policy

@ Enable - whether to immeadiately enable this policy

| < Back m Create |[ Cance!

4. Select from Categories ICA-> Printing.

= New Policy

Choose the settings that will be ap)

Settings to sh

Categories:

Adobe Flash Delivery
Flash Redirection

Audio

Bandwidth

Desktop Ul

File Redirection

Multi-Stream Connections

Port Redirection

Cr_ Printing _->
~Client Printers

Drivers

Universal Printing
Session Limits
Time Zone Control
TWAIN Devices L
USE Devices
Visual Display

Moving Images

still Images -

5. Select Client printer redirection and click Add.

vmware
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Settings:

’ Client printer redirection @r
|
e 1CANPrinting

Default printer
ICA\Printing

<
I
(=N
(=4

Printer auto-creation event log preference
ICA\Printing

r
1=
=N
(=

Session printers
ICA\Printing

Wait for printers to be created (desktop)
e 1CA\Printing

e <
I
=N
=

<
1=
=N
(=4

6. Click Prohibited and then click OK.

B Add Setting

Client printer redirection

() Allowed

Client printers can be mapped, if specified elsewhere

Prohibited

orinters will be mapped

Halp Comment
Applies to XenApp 6.0 or later and XenDesktop 5.0 or later =
Allows or prevents client printers to be mapped to a server when a user logs on to a session. By default, client |:|

printar mapping is allowed. 5

G Ok n; Cancel

7. Select from Categories ICA—> Printing = Client Printers.

Catagories:

Adobe Flash Delivery
Flash Redirection
Audio
Bandwidth
Desktop UI
File Redirection
Multi-5tream Connections
Port Redirection
rinting
Client Printers

Drivers

Universal Printing
Session Limits
Time Zone Control
TWAIN Devices
USE Devicas

Visual Display
Moving Images
still Images

8. Select Auto-create client printers and click Add.
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Settings:

" Auto-create client printers
;
e 1CA\Printing\Client Printers

Gl

Auto-create generic universal printer
ICA\Printing\Client Printers

%
=
=5
=

Client printer names
ICA\Printing\Client Printers

1
=
=5
=

Direct connections to print servers

ol ICA\Printing\Client Printers Add
Printer driver mapping and compatibility add

o
* ICA\Printing\Client Printers -
vl . Printer properties retention add
ol ICA\Printing\Client Printers -
‘ Retained and restored client printers Add

ICA\Printing\Client Printers

9. From the drop-down list, pick Do not auto-create client printers and click OK.

= add Setting

Auto-create client printers

Valuk: [Donct auto-create client printers vI)

[ ] Use default valus

Help Comment
Applies to XenApp 6.0 or later and XenlDesktop 5.0 or later -
[l
Specifies which client printers are autc-created. This setting overrides default client printer auto-creation settings.
By default, all client printers are auto-created. N

([ QK D Cancel

10. Select from Categories ICA—> Desktop Ul.

vmware
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ew Policy =]

Choose the settings that will be applied

Settings to show: I){eminp (Al Yersions) j | Search Desltop U7 ,D |
Categories: Settings:
Active Settings = v Desktop wallpaper Add
o o aud
all Settings ICA\Desktop UI

1=
(=

Y Menu animation d
e 1CA\Desktop UI
Adobe Flash Delivery <L, View window contents while dragging
Flash Redirection e ICa\Desktop UT
Legacy Server Side Optimizations
Audio

Hemgecth
g Desktop UI 2 |
File Redirection
Multi-Stream Connections
Port Redirection

=
(=
=

Printing

Client Printers

Drrivers

Universal Printing
Security Applies to Xendpp 6.0 or later and ¥enDesktop 5.0 or later

session Limits Enables or disables the desktop wallpaper in user sessicns, By default, desktop wallpaper is allowed.
Shadowing

Time Zone Control =|

< Back | Mext = I Create Cancel

11. Select Desktop Wallpaper and click Add.

Settings:

‘ Desktop wallpaper
e 1CAa\Desktop UT

=
=
(=

-

” Menu animation
e ICA\Desktop UI

\

|J?
o
=9

‘ View window contents while dragging
¥ 1CA\Desktop UI

=
=
(=%

12. Select Prohibited and click OK.
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= Add Setting =]

Desktop wallpaper

" Allowed

Client sessions can show wallpaper

& Frohibited >

Wallpaper is suppressed, improving performance

Help | Comment |

Applies to Xendpp 6.0 or later and XenDesktop 5.0 or later

Enables or disables the desktop wallpaper in user sessions. By default, desktop wallpaper is allowed.

0K I Cancel |

13. Select from Categories ICA—> Flash Redirection.
= New Policy H=] E3

Choose the settings that will be applied

Settings to show: I){em\pp {all versions) j | Search Flash Redirection _D |
Categories: Settings:
Active Settings 1 [+... Flash acceleration Add =
All Settings "4 1cA\Adobe Flash Delivery\Flash Redirection -

’ Flash background color list

e 1CM\Adobe Flash Del very\Flash Redirection Add
Adobe Fash Delivery i Flash backwards compatibility Add
q Flash R.edire% | " 1ca\Adobe Flash Delivery\Flash Redirection -
gacy Server Side Optimizations y Flash default behavior Add
Audio “%* 1CA\Adobe Flash Delivery\Flash Redirection -
Bandwidth y Flash event logging Add
Desktop UL * ICA\Adobe Flash Delivery\Flash Redirection -
File Redirection ’ Flash intelligent fallback add
v
Multi-Stream Cennections e 1ca\adobe Flash Delivery\Flash Redirection -
Port Redirection ’ Flash latency threshold
Pl A\ A = A " : Add
Printing ICA\Adobe Flash Delivery\Flash Redirection
Client Printers y Flash server-side content fetching URL list Add [—
Dirivers "4 1ca\Adobe Flash Delivery\Flash Redirection -
Universal Printing 4 Flash URL compatibilitw list - j
Security Applies to Xenapp 6 and XenDesktop 5 -

Session Limits Enables or disables, in Legacy mode enly, Flash content rendering on client devices instead of the

Shadowing server, By default, client-side Flash content rendering is allowed.

Time Zone Control 'I Wihan anahlad thic | aname cattinn radieras nahonel and canare lnad e randarine Slach cantant an LI

< Back | Mext = Create | Cancel |

13. Select Flash acceleration and click Add.
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Settings:
. Flash acceleration [
] N S A
* 1Ca\Adobe Flash Delivery\Flash Redirection _( >
v Flash background color list add
"5+ 1ca\Adobe Flash Del very\Flash Redirection -
Flash backwards compatibility Add
"9+ 1ca\Adobe Flash Delivery\Flash Redirection i
/... Flash default behavior add
“4# 1ca\Adobe Flash Delivery\Flash Radirection -
Flash event logging Add
* 1Ca\Adobe Flash Delivery\Flash Redirection -
Yk Flash intelligent fallback Add

ICA\Adobe Flash Delivery\Flash Redirection

Flash latency threshold
< 1Ca\Adobe Flash Delivery\Flash Redirection

Flash server-side content fetching URL list
ICA\Adobe Flash Delivery\Flash Redirection

- Flash URL compatibility list - ;I
14. Select Disabled and click OK.

= Add Setting = |

Flash acceleration

" Enabled
Unless prevented by the Flash URL Compatibility list, Flash content is rendered on the user device.

(* Disabled
ATWeb sites are rendered on the server

Help | Comment |

Applies to XenApp & and XenDesktop 5 -

Enables or disables, in Legacy mode only, Flash content rendering on client devices instead of the server. By default,
client-side Flash content rendering is allowed.

When enabled, this Leoacy setting reduces network and server load by rendering Flash content on the client device.
Additionally, the Flash URL Compatibility list setting forces Flash content from specific Web sites to be rendered on the

SETVET. ;I
0K I Cancel |

15. Click Next.

16. Select All Filters = User or Group and click Add Create policy filter.
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= New Policy

CITRIX EMC

Choose when to apply the settings using filters

vmware

=] E3

Filters to show: I':enApp {All Versions) 'I | Search AN Filters

Categories: Filters:
Active Filters ‘L:’-,;" Access Control
Al Filters :

@ Branch Repeater
g

@7 Client IP Address
s

@ Client Name
s

"’ Organizational Unit
s

@ User or Group
g

& Worker Group
s

=

Add

=
=%

Add

=
=
=

1=
=5
(=8

=
=%

Add

=
=
=

Applies to XenApp 6.0 or later and XenDesktop 5.0 or later

The Access Control filter allows you to apply policies based on the access control conditions

through which a client is connecting.

¥ nm filbare ara ronfinurad far an anshlad nnlice than sl of tha canfinnrad catinae will ha annliad _vI

< Back | Next = I

Create | Cancel |

17. Click Add.

= New Filter M=] E3
New User or Group Filter
Filter elements:
Add... Edit || Remove Enable
K H Cance
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18. Pick the User Group for the policy.

F=.New Filter Element [ ]

New User or Group Filter Element

Mode: [W] Enable this filter element
User or graup naméq:__ ___D] [ Browse... ]

Comment:

QK Cance

19. Click OK.
= New Filter M=l B3
New User or Group Filter

Filter elements:

|§ Allow - MLQ3\Domain Users Enabled

[ Add... ]l Edit... || Remove Enable

q_ ol 4 ‘u Cance

20. Click Next.
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= New Policy =]

Choose when to apply the settings using filters

Filters to shows: I){enAup {all Versions) j | Search Al Fifters _,O l
Categories: Filtars:
Active Filters "\:u;" Access Control Add
All Filters o
‘l:l'r"’ Branch Repeater Add
('Fu;’ Client IP Address 2dd
‘l:ua-" Client Name Add
('\:u;." Organizational Unit Add
" User or Group i
‘ Lr Allow - MLQ3\Domain Users —
\*E) Worker Group 2dd
Applies to XenApp 6.0 or later and XenDesktop 5.0 or later -

The User filter allows you to apply policies based on the user or group membership of the user
connacting to the session.

T€ nn filbare ara ranfinirad far an anshlad nalice Fhan sll oF tha ranfinnrad sattinae will hs annliad ;I

< Back | Mext = Create | Cangel |

21. Click Create.
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= New Policy H=] E3 [

Ready to create the new policy i
|$ [+ Enable this policy

Summary
Policy name: Policy0
Policy description:
Configured settings: 2
Configured filters: User or Group (1)

< Back | Next > | Create I Cancel |

6.11 Installing and Configuring Citrix NetScaler Virtual Appliance on VMware ESX for Use with

Citrix StoreFront
To install NetScaler you must follow the procedure here for importing and deploying a NetScaler template:
http://support.citrix.com/proddocs/topic/netscaler-vpx-10/ns-vpx-install-on-esx-wrapper-con.html

When the VM is up, continue with these steps:

1. Enter an IP address, Subnet Mask and Gateway for NetScaler.


http://support.citrix.com/proddocs/topic/netscaler-vpx-10/ns-vpx-install-on-esx-wrapper-con.html

Iy o :
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he key fingerprint is:
ed:f2:d2:bc:ba:B8f:Bb:a9:9d:ba:fd:2e:5a:36:ad:ca rooténs

vmware

achdep.cpu_idle_hlt: 8 -> 1

Start daemons: syslogd Jan 21 19:87:25 <kerwn.info> ns =yslogd: kermel boot file
is #flash/n=-18.8-71.6

inetd cron httpd monit sshd vmWare_guestd

t There is no ns.conf in the /nsconfig!?

Start Netscaler software
tput: no terminal type specified and no TERM environmental wariable.
o machine id

Enter NetScaler’'s IPv4d address [1:
Enter Metmask [1: 255.255.255.8
Enter Gateway IPvd4 address [1:

2. Enter option 4 to save and quit.
[#)NS¥PX-DC-02 on 192.168.1.59
File  Wiew M

mE oI (p & & G R

nter HetScaler’'s IPv4d address [1:
nter Netmask [1: 255.255.255.A8
nter Gateway IPv4 address [1:

etscaler Virtual Appliance Initial Hetwork Address Configuration.
hiz Menu allows you to set and modify the initial IPvd network addresses.
he current value is displayed in brackets ([1).

Selecting the listed number allows the address to be changed.

After the network changes are saved, you May either login as wnsroot and
1zse the MHetscaler comMmand line interface, or use a web browser to
http:~~18.218.241.71 to complete or change the Hetscaler configuration

NetScaler's IPwv4 address [
Netmask [255.255.255.81
Gateway IPvd4 address [
Save and quit

item (1-4) [41: J]

3. Use a browser to access the NetScaler web interface and login.
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4. Under Configuration, System, Licenses click Manage Licenses.
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Licenses
Settings S
Diagnostics

High Availability Co

NTP Servers Maximum ICi

Groups
P Authentication, Authorizatii
Users

Database Users
Command Policies
Reports

Profiles

Global Server
*- Cluster

*- Authentication
*- Auditing

*- AppFlow

+- SNMP

+ Netweork

0

Cloud Bridge @
+ DNS

¥ 5L @
# S5 Offload @

* AppExpert

# HTTP Compression

0
[x=]

Integrated Caching

0

Protection Features

0

EdgeSight Monitoring | I J
* Load Balancing

+ AMA - Application Traffic l I J

* Content Switching

* Cache Redirection

: Manage Licenses... >

+ GSLB

)
<
A"

5. Click Add and import your license. Make sure to use an appropriate license to accommodate the size of your
environment. A platinum license was used for this exercise. Learn more about NetScaler VPX licensing here:
http://support.citrix.com/article/CTX122426

6. From Settings click Configure basic features.


http://support.citrix.com/article/CTX122426
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,_é:titri:-: NetScaler ¥PX - Configuration - Windows Internet Explorer

@T\;‘ ® |12 hiep | menuineo 7% Citrix NetScaler WPX - Corfig... X

NetScaler VPX (3000)

Dashbeoard | Configuration | Reporting

= System = NetScaIer/ Syster'n/ Settings
Licenses
Settings Modes and Features
) ) Configure modes
Diagnostics g Configure basic features
High &vailability Configure advanced features
NTP Servers
Groups
Users

Database Users

Command Policies

Reports Configuration Summary
Profiles @ No System Group
@ 1 System User
#l - Cluster

@ 4 Command Policies

# - Authentication

#- Auditing

7. Check the checkbox for Load Balancing and click “OK.

Configure Basic Features ®

T S5L Offlcading

[~ HTTR Compression

::i[;f-u;g_mad Balancing__—

" Content Switching

™ Content Filter

" Integrated Caching

[T Rewrite

[T Access Gateway

[T Authentication, Authorization and Auditing

™ Application Firewall

.ﬂt Help m Close |
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8. From Network click IPs.

NetScaler VPX (3000)

CITRIX

EMC vmware

Forwarding Sessions
ACLs

PERs

ARP Table

Bridge Table

IPvE Meighbors
VMAC

RPC

Routes

IF Sets

9. Click Add.

&

Dashbeard | Configuration | Reporting
il Metscaler Metwork
- Network v
s O i )
- Monitor Connections
Interfaces Metwork Visualizer
Channels TCF/IP connections
IF Tunnels
WLAMS
Bridge Groups

Configuration Summary
& 3 System IPs

& 1 System IPvb

& 1VLAN

@ No IPvd Tunnel

& No IPvE Tunnel
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MetScaler Netwaork Ps IFVas Refresh Helg Save
1PV4s | PV5s
|25 Per Page | 1-1of1 i =lo.-
[P Address State Type Mode ARP el ¥ Virtual Server
@ Enabled Metzcaler [P Active EMABLED ENAELED -N/A-

Add El.angc Statistecs

10. In the Create IP menu, enter a new IP address for server-side connections, select Mapped IP and click Create.
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CIsCO

Create IP X
IP Address* == o e | Metrmask® |;::- o o |
Virtual Router D | <|  ICMP Response |MONE ~|
ARP Response |NONE v|
State
-IP Type

) Subnet IP 3 Wirtual I O ) GSLE Site IP O Cluster I
-Options

ARP ICKAP O Virtual Server [ Dynamic Routing
-Host Route

[ Enable Gateway [P | . . . | hetric | |
-4 Server RHI Lewvel O5PF L5A Type

2 MOME 8 OME_VSERWER (O ALLWSERVERS | | 8 TYPES OO TYPEL Area

-Application Access Controls

Enable Managerment Access control to support the below listed applications,

~applications
[V Telnet  [ETP [ 55H [ SNMP

5L

L] Secure access anly

[] Allow access only to management applications

@ Help

q Create 3| Close

11. From Servers. click Add.
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MNetScaler Load Balancing Servers Refresh Help Save
25 Per Page = 0-00f0 [ Hilo~
HName State IPAddress / Domain
L Ed._ o | Add Range... Restart DES Monitors

12. Enter your StoreFront Server’s name in the field, and enter its IP address. Repeat this step for your 3
StoreFront servers. Click Create.
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Create Server

Zerver Marme® | AT

i IP Address () Domain Mame

e

Translation IP Address |

Translation kdask |

Resolve Retry (secs) |5

] IPh Domain

Enable after Creating

Comments

EMC:

QHEH:' (I Creaté} Close

13. Click Virtual Servers and click Add.

vmware
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= Load Balancing

Virtual Servers
Services

Service Groups
Monitors
Metric Tables
Servers

Persistency Groups

+ AMA - Application Traffic
#| Content Switching

+| Cache Redirection

# GSLB

+ Rewrite

*| Responder

+ Access Gateway

+ Web Interface

+| Application Firewall

CITRIX

EMC

vmware

.|: 0

m
]
[=1]
(&)
m

Disable

s

i

=]
o

14. Enter a name for the VIP, give it an IP address, leave the default settings and click “Add” to add a Service.
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Create Yirtual Server (Load Balancing) x
Name* € > | ® 1P Address Based O IP Pattern Based
Protacol* [HTTP o Paddesr . . Y
] Metwark VSerser Range I! | Port* C-[EI[I _:} |

[¥] Directhy Addressable State [¥] AppFlow Logging
Services I Service Groups ] Policies | Method and Persistence | Advanced | Profiles ] S5L Settings |
Iy

Actrvate Deactirate Al %Fmd

Acive [sarvice Nake [iF address | Port [Frotocol |State [ weigt | Dynamic weight |

All

Open... ) Remove

Cormments

& Help d ;rnn:ej Close

15. Select your StoreFront server under Server. Select Protocol HTTP, port 80 and click Create. Repeat this step
for your 3 StoreFront Servers.
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Create Service X
e,
Ser\riceﬂame**ﬂc-sture-[_i > | SEFEEF’(E:C'SWFE'N ( o _-:) |'|
—— I
Protocol® HTTP _-\\) "| Port*@_) |
Enable Service Enable Health Monitoring AppFlow Logging

Monitors | Policies | Profiles | Advanced I S5L Settings I
rAvailable r Configured
Monitors | Monitors Jweight |state
arp ~
nd6

ping
tcp

hitp-ecv
udp-ecv
dns

ftp

tcps

hittne

Comments

g Help q:_ Create J} Close |

16. Click the Method and Persistence tab, select least Connection Method, COOKIEINSERT Persistence, and
SOURCEIP Backup Persistence. Click OK.

6.12 Installing and Configuring Citrix StoreFront for XenDesktop and XenApp

6.12.1 Install
1. Logon to the StoreFront server using an account with local administrator permissions.

2. Browse your installation media or download package, locate CitrixStoreFront-x64.exe, and run the file as an
administrator. If a message appears indicating that Microsoft .NET Framework 3.5 with Service Pack 1 will be
enabled, click Yes.

3. Read and accept the license agreement, and click Next.
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5 Citrix StoreFront

CITRIX  StoreFront

Mi=] &3

License agreement

You must accept the terms of the license agreement to continue. Use the scroll bar or Page Down key to read the
entire agreement.

CITRIX{R) LICENSE AGREEMENT

Use of this compaonent is subject to the Citrix license covering the Citrix product(s) with which vou
will be using this component. This component is only licensed for use with such Citrix product{s).

CTX_code: EP_R_A32490

rm; of this license agresment

<onck T [ |

4. If the Review prerequisites page appears, click Next.

5. On the Ready to install page, check that all three StoreFront components are listed for installation and click

Install.
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5 Citrix StoreFront

CiTR!X StoreFront

Ready to install

Setup is ready to install, Please review the notes and summary information below,

Install now: Roles and subcomponents
StoreFront
Citrix StoreFront Framework
Citrix StoreFront Stores Add-In
Citrix Receiver for Web Add-In

< Back 1ml Cancel |

Note: Before the components are installed, the .NET Framework 3.5.1 Features > .NET Framework 3.5.1 feature and
the Web Server (1IS) role are deployed, and the following role services are enabled if they are not already configured
on the server.

e Web Server > Common HTTP Features > Static Content, Default Document, HTTP Errors, HTTP
Redirection

e Web Server > Application Development > ASP.NET, .NET Extensibility, ISAPI Extensions, ISAPI Filters
e Web Server > Health and Diagnostics > HTTP Logging

e Web Server > Security > Windows Authentication, Request Filtering

e Management Tools > IS Management Console, IS Management Scripts and Tools

¢ Management Tools > IIS 6 Management Compatibility > IS 6 Metabase Compatibility, IS 6 WMI
Compatibility, 1IS 6 Scripting Tools

6. When the installation is complete, click Finish.
7. Go to Start, Control Panel, Administrative Tools and Click on Services.
8. Change Citrix Services to start in Automatic (Delayed Start)
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{;!';Citrix Configuration Replication Provides a...  Started Automatic {Delaved Start)
S Citrin Credential Wallet Provides a ... Started Automatic {Delayed Start)
5k Citri Peer Resalution Service Resolves p...  Starked Autoratic (Delaved Skart)

CITRIX EMC

6.12.2 Create StoreFront Database
If you plan to use a remote database with a multiple server StoreFront deployment, follow the Procedure to properly

create the database, users, and set permissions:

vmware

Mebwork 5.,
Metwork 3.,
Metwork 3.,

http://support.citrix.com/proddocs/topic/dws-storefront-12/dws-deploy-multi-database.html

Note: Create and use AD security group for the Storefront servers.

6.12. 3 Create Multiple Server Group
1. If the Citrix StoreFront management console is not already open after installation of StoreFront, click Start >
All Programs > Citrix > Citrix StoreFront.

2. Inthe results pane of the Citrix StoreFront management console, click Deploy a multiple server group.

£ Citrix StoreFront (0]

File Action ‘Wiew Help

Citrix StoreFront

Deploy a multiple server group

Requires load balancing services to provide the highest availabili

Join existing server group

Add a server to an existing load-balanced group.

ciTRIX'

|»

-

| Actions

Citrix StoreFront
Wiew
Q] Refresh

Help

3. Specify the URL of the load balancing environment hosting the StoreFront server in the Hostname (load

balancer) box.


http://support.citrix.com/proddocs/topic/dws-storefront-12/dws-deploy-multi-database.html
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Note: In order to configure a multiple server deployment, the StoreFront servers must be part of an existing load
balancing environment.

Hostname

nttpey/fsf-de-01
(load balancer): P

4. Provide details of the SQL Server instance to be used to record details of users' application subscriptions for
your first store. Enter the fully qualified domain name of the database server and the name of the database.

Databasze servern: [ xXD-sQL-CLl ]

Databaze name: [ SFDB ]

5. Click Test Connection to ensure that StoreFront can access the specified database. If the database details you
provide cannot be verified, select the Specify connection string check box to manually compose the database
connection string.

Note: The credentials with which you log on to the StoreFront server are used to test the database connection.
Ensure that this user account has permissions to access the database to enable StoreFront to validate the connection
details.

6. Click Create to set up the authentication service, which authenticates users to XenDesktop sites, XenApp
farms, and AppController.
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Deploy Multiple Server Group | x| [

CiTRIX

Deploy Multiple Server Group

This server must be part of an estaklished load-balancing system. Ta ensure that users have the same apps
on each of their devices, a database server is also required for subscription services,

Fastname

tipesfef-de-01 l U
(load balancer): ['1 puETEe v

Databaze server [ XD-S0L-CL1 ]

Databaze name: [ SFDB ]

C Create |} Cancel

7. On the Store Name page, specify a name for your store and click Next.
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Create Store [
. .
CiTRIX

Store Mame

Choose a store name that helps users identify the apps and desktops to use, The store name appears in
Citrix Receiver as part of the user's account.

StoreFront stores enumerate and aggregate desktops and applications from XenDesktop sites, XenApp farms, and
AppController, making these resources available to users.

8. On the Delivery Controllers page, list the XenDesktop, and XenApp Server names providing the resources that
you want to make available in the store. Click Add.

9. Use this section to add your XenDesktop Delivery Controllers by name. Select transport type as HTTP port 80.
Repeat the same step for XenApp.

10. Click OK.



cisco CITRIX EMC vmware

Add Delivery Controller

Display name: CI_K.& __D
Type: ) CloudGateway Enterprise

(®) XenApp

) XenDesktop

R —— ;
Servers XA-OL | - |
(in failover order) |€|

Add.. Edit. ||, Remove |

Transport type: @q 5L Relay port: | 443
Part: gn

q oK } Cancel

11. With both of your Delivery Controller resources added, click Next.
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Delivery Controllers

Specify the delivery controllers and servers for this store.

Delivery Controllers:

Mame Type Servers

KA Xendpp Xa-01
— ——
2] Zznlesktop XD-01

[ Add... ][ Edit... ” Remave

= ==

12. Select None as Remote access type. Click Create.
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CiTRIX

Remote Access

If you have users connecting from external netwerks, add gateway servers to provide remote access,

Remaote access:

() No VPN tunnel )
) Full VPN tunnel @)

Access Gateways:

| Add

Default gateway |

Back E Create J Cancel

13. Click Finish to complete the process.
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Create Store

CiTRIX

Setup is Complete

* Store available
Use email address for discovery and account creation. Learn more

* Website created
Try out the store at hitps//sf-dc-01/Citrix/sf-dcWeb

* Receiver updates enabled
Updates are checked and downloaded from the Citrix Update Services website, Edit Settings

14. Configure the following services for Automatic (Delayed Start)
e Citrix Configuration Replication
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Citrix Configuration Replication Properties {Local Computer)

General I Log Elnl Recoveny Dependenciesl

SErvice name; CitriCaonfigurationB eplication

Digplay name: Citri Configuration Beplication

Provides access to Delivery Services configuratian 4|

D escription: i g
information LI

Fath to executable:
C:%Program Filezh\CitrishF eceiver StoreFronthServiceshConfiguration eplicat

Startup type: I.-“-‘-.utl:umatic [Drelayed Start) j

Help me confiqure zervice starbup ophions.

Service status: Started

Start | Stop | Fauze Hesume

Y'ou can zpecify the start parameters that apply when you start the zervice
from here.

Start parameters: I

k. I Cancel Spply

e Citrix Credential Wallet
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Citrix Credential Wallet Properties (Local Computer)

General I Lag I:InI Fiecwer_l,ll Dependenciesl

Service name: CitriCredentialsalle

Diizplay name: Citriz Credential Y allet

Frovidesz a zecure stare of Credentials ;I

[]

Dezcription;

Path to executable:

C:AProgram Filesh\CitighReceiver StoreFronthSemrvices\CredentiahsyalletsCitr:

Startup type: I.-'i‘-.utnmatic [Delayed Start) j

Help me confiqure zervice startup options.

Service status Started

Start | Stap | FPalze Hesume

Y'ou can zpecify the start parameters that apply when you start the zervice
fram here.

Start parameters: I

| F, I Cancel Spply

e Citrix Peed Resolution Service

vmware
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Citrix Peer Resolution Service Properties {Local Computer)

General | Log I:Inl Fecowveny Dependenciesl

Service name: Citrix Peer Besolution Service

Drizplay name: Citrix Peer Besolution Service

Fezolves peer names within peer-to-peer meshes ‘I

[]

Drezcription:

Fath to executable:
C:AProgram Filesh\CitishF eceiver StoreFronthServiceshPeer ameR ezalution

Startup type: I.-’-'-.utu::matiu: [Delayed Start) j

Help me confiqure zervice startup options,

Service shatus Started

Sart | Stop | Fatige Hesume

Y'ou can specify the start parameters that apply when you start the zervice
fram here.

Start paranmetens; I

] I Cancel Apply

6.12.4 Join an Existing Server Group

vmware

1. If the Citrix StoreFront management console is not already open after installation of StoreFront, click Start >

All Programs > Citrix > Citrix StoreFront.

2. Inthe results pane of the Citrix StoreFront management console, click Join existing server group.



Iy @ : =
CISCO CITRIX EMC vmware

File  Action ‘Wiew Help

&= |z
[=7] c

eFronk

| Actions

|»

Citrix StoreFront e
E - Wi
Citrix StoreFront =

|6 Refresh

Help

Deploy a multiple server group

Requires load balancing services to provide the highest availability.

Join existing server group

Add a server to an existing load-balanced group.

CiTRIX

=

3. Log on to the primary server in the StoreFront deployment that you wish to join and open the Citrix
StoreFront management console. Select the Server Group node in the left pane of the console and, in the
Actions pane, click Add Server. Make a note of the authorization code that is displayed.
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£ Citrix StoreFront

File Action Yiew Help

IH[=] E3

e A sl 2=

m Stores

@ Receiver for web
@ Gateways

¥ Beacons Server Group
Group Details

Hostname (load balancer): http://sf-dc-01/
MNumber of servers: 1

6 Citrix StoreFront
Server Group
2 authentication

| Actions

le]

Server Group

Add Server

Wigw
Refresh

Help

|This will start the server side invite process For a server which wishes to join the server group,

Add Server

Authorize new server

Enter the authorization infermation shown hers inte the joining server.

Authorizing server: sf-de-01

Authornization code: 684220531

K1

Pleasze wait...

Cancel

4. Return to the secondary server and, in the Join Server Group dialog box, specify the name of the primary
server in the Authorizing server box. Enter the authorization code obtained from that server and click Join.
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Join Server Group |

Join Server Group

To authorize this server, first connect to a server in the group and choose "Add
Server". Enter the provided autherization information here.

Authorizing server: sf-dec-01

Authorization code: Sd834454

d Jain }l Cancel

5. When the new server has joined the deployment, return to the primary server and, in the left pane of the
Citrix StoreFront management console, select the Server Group node. In the Actions pane, click Propagate
Changes.

6. Inthe Propagate Changes dialog box, click OK.

oreFro — O} x
File Action View Help

o M= s

@ Citrix StoreFront I Actions
=5
5 Pt
= Authentication

3 stares a add Server
@ Receiver for Web i

Remove Server
@ Gateways

@ Beacons Server Grou P Propagate Changes

Sync Settings with Server Group

Group Details View »
0| Refresh

B Propagate Changes [ ] =

Mun Help

A Do you want to propagate changes made in "sf-
dc-01" to the server group?

Ser If you propagate changes made on this server, any changes made
on the other servers are lost. You cannot make changes on this
Sel server during the process,

s

C o) el )

el

sf-

This will synchronize the other servers in the group with the settings fram this server. |
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The configurations of all the secondary servers in the deployment, including the newly added server, are updated to
match the configuration of the primary server.

The new secondary server is added to your deployment and all servers in the group are updated with details of the
new server.

7. Repeat these steps to add the third StoreFront Server.

7 Desktop Delivery Infrastructure and Golden Image Creation
Many components are required to support the Virtual Desktop Infrastructure used in this project. This section details

the key servers and their roles in the solution. Ultimately, XenDesktop 5.6 FP1lin combination with Provisioning
Services 6.1 managed the VDI environment in this project.
The next section includes:

e Anoverview of the component servers in the solution

e  Citrix User Profile Management

e Citrix Provisioning Services 6.1

e Creating the Windows 7 SP1 Golden Image and converting it to a Provisioning Services vDisk

7.1 Overview of Solution Components

The image below provides a logical overview of the solution components in the environment.
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Figure 18. Citrix XenDesktop 5.4, Citrix XenApp 6.5 and Provisioning Server 6.1 Logical Diagram

VI Client
Lauchers

PVs D8

¥enDesktop DB
Xendpp DB

StoreFront D8

Active Directary
Domain Controller

Q-

2 Citri ., )
7 NetSealer VEX Citrix StareFront 1.2 Server, Citrix XenDesktop
ot . Controller 5.6 FP1

=" For StoreFront
Citrix Provisioning Server 6.1
= B |
W = !
3 [ £ o |
@ 5 |
g = ?1 |
) Citric I
g MNetScaler VPX |
] B For TFTP | [XENAPR,  Fije server
e ¥enDesktop)
. + - - —_ -_ —_— — [ — - - - — _ -— _— -— -— —
Citrix Hosted WV —
Citrix Provisioning server 6.1
< A
N 5
g A

Citrix Provisioning Server f.1
Dedicated Launcher Pravisioning

Summary of the Environment:

30 ESXi 5.1.0 (838463-custom-Cisco-2.1.0.3) on B200 M3 divided into 4 clusters
20 ESXi-5.0.0-on B250 (build 469512-custom-Cisco-2.0.1d) into 1 cluster for VSI launchers
B200 M3 ESXi 5.1.0 clusters were divided into the following:

o 5 Hosts assigned to Common Infrastructure

o 7 Hosts assigned to stream 1000 Hosted VM Desktops on Local Tier O storage

o 7 Hosts assigned to stream 1000 Hosted VM Desktops on Shared NFS storage using Virtual Private

Disks (PvD)

o 11 Hosts assigned to stream 88 Virtual XenApp 6.5 Machines capable of 2000 Hosted Shared Desktop

sessions
4 XenDesktop 5.6 FP1 Delivery Controllers
88 XenApp 6.5 Streamed Virtual Machines

10 Provisioning Server 6.1 Hotfix 61E015 Server for Virtual Desktops broken between 2 Sites for XenDesktop

and XenApp

Citrix UPM profile Management 4.1.1

2 VMware vCenter 5.1.0 build 838463 with Heartbeat 6.5

220 VSI Launchers

1 Citrix Licensing Server

3 Citrix StoreFront Servers 12.12.17357

2 node File Server Failover Cluster for vDisk and User Profiles

2 node Microsoft SQL Server 2008 R2 cluster for Provisioning Services, XenDesktop.

2 node Microsoft SQL Server 2008 R2 cluster for vCenter

1 NetScaler VPX (virtual) NS10.0 build 71.6nc configured with One-Arm Single Subnet Topology
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Storage on EMC VNX 7500:
e 6412 GB Fibre Channel Boot LUN
e 22 TB Shared XenDesktop infrastructure Fibre Channel LUNs
e 21 TB Shared Login VSI Infrastructure Fibre Channel LUNs
e 1200 GB vCenter SQL Fibre Channel LUN
e 1250 GB NFS mount for centralized logging
e 4 1.5TB NFS mounts for Hosted VM Desktop Write Cache
e 41 TB NFS mounts for Hosted VM Desktop Personal vDisks Cache
e 2 1.5TB NFS mounts for XenApp 6.5 Virtual Machines Write Cache

CITRIX

EMC:

The following tables provide details on components configuration.

Desktop Virtualization

VMware ESXi 5.1 Hosts

Hardware: | Cisco B-Series Blade Servers | Model: B200 - M3
0S: VMware ESXi 5.1 RAM: 256GB
2X Intel Xeon E5-2680
CPU: @2.7GHz 8-Core CPUs Network: Cisco UCS VIC 1240
Disk: (Boot LUNSs) Disk 2 X 300 GB SSDs

Desktop Infrastructure

VMware ESXi 5.1 Hosts

Hardware: | Cisco B-Series Blade Servers | Model: B200 - M3
0s: VMware ESXi 5.1 RAM: 128 GB
2X Intel Xeon E5-2665
CPU: @2.4GHz 8-Core CPUs Network: Cisco UCS VIC 1240
Disk: (Boot LUNSs)

Citrix Provisioning Server 6.1

Hardware: | Virtual Machine Model:
0sS: Windows 2008 R2 RAM: 16GB
cPU: AVCPUs Network: | 1XE1000e  NIC  for

Management; IXVMXNET

vmware
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3 NIC for streaming

Disk:

40GB

Citrix XenDesktop 5.6 Delivery Controllers

Hardware: | Virtual Machine Model:

0S: Windows 2008 R2 RAM: 4GB

CPU: 1vCPU Network: 1xXVMXNET 3 NIC
Disk: 40GB

Vmware vCenter Servers

Hardware: | Virtual Machine Model:

0S: Windows 2008 R2 RAM: 16GB

CPU: 4vCPUs Network: IxXVMXNET 3 NIC
Disk: 40GB

Microsoft

XenDesktop

SQL Server 2008 R2 for

Hardware: | Virtual Machine Model:

0s: Windows 2008 R2 RAM: 4GB

CPU: 2vCPU Network: 1xXVMXNET 3 NIC
Disk: 40GB

Microsoft SQL Server 2008 R2 for vCenter

Hardware: | Virtual Machine Model:

0s: Windows 2008 R2 RAM: 80GB

CPU: 8vCPU Network: IXVMXNET 3 NIC
Disk: 40GB

vmware
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StoreFront Server

CITRIX 208 vmware

Hardware: | Virtual Machine Model:

0sS: Windows 2008 R2 RAM: 8GB

CPU: 8vCPU Network: IxVMXNET 3 NIC
Disk: 40GB

Citrix XenApp 6.5

Hardware: | Virtual Machine Model:

0s: Windows 2008 R2 RAM: 12GB

CPU: 4vCPU Network: IXVMXNET 3 NIC
Disk: 40GB

The other dedicated Infrastructure Virtual Machines were all running Microsoft Windows Server 2008 R2 SP1:

Two Active Directory Servers (Directory Services, DNS, and DHCP)

7.2 Citrix User Profile Management Servers
This section explains the installation and configuration of the profile cluster. The installation has the following:

e Two clustered virtual machines
e A highly available file share

7.2.1 Setting up a Highly Available Profile Share
Installing File Services
To set up a highly available profile share:
1. Open the Server Manager.
Browse to the Role node.
Click Add Roles.
Check File Services.
Click Next.
Check File Server.
Click Next toilnstall.

NouswnN

7.2.2 Setting Up a Two Node Citrix User Profile Server Cluster
Two LUNs will be used for Quorum and file server clustered disk. Please follow the steps below to complete the
cluster setup.

1. Install Failover Cluster feature with both servers:
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4.

Open the Server manager.

Browse to the feature node.

Click Add Feature.

Check Failover Clustering.

. Click Install.

When this is completed, proceed to the Start Menu>Administrative Tools>Failover Cluster Manager

Click Validate a Configuration and follow the on screen instructions to validate the two nodes: Profile01 and
Profile02. When that succeeds, proceed to the next step.

Click Create a Cluster and follow the on screen instructions to create a two node cluster.

oo go

Clustering File Server Application
When that is completed on both Nodes, proceed to Failover Cluster Manager.

1. Right-click Services and applications node and click Configure a Service or Application.
2. Select File Server and click Next.

3. Input a File Server name and IP address; then click Next.

4. Select the cluster disk to be used then click Next.

5. When that is complete, click Add a shared folder in the Actions pane.

6. Click Browse and set the profile folder intended for the profiles, then click Next.
7. Leave the NTFS permission and click Next.

8. Validate SMB is checked and input Share name and then click Next.

9. Accept defaults and click Next.

10. Check Users and groups have custom share permission.

11. Click Permissions and set permissions to Everyone at Full Control; then click OK.
12. Click Next.

13. Accept Defaults then click Next.

14. Review summary and click Create.

7.2.3 Install User Profile Manager
The following steps outline the steps taken to install and configure User Profile Manager in the Virtual Desktop

Master Image.

1.Start the UPM installer.
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) Cora bt management S T=o|

Welcome to the Citrix Profile
management Setup Wizard

The Setup Wizard will install Citrix Profie management on
your computer. Chck Next to continue or Cancel to ext the

Setup Wizard.
CITRIX
Q net D [ cace J
2. Use default installation paths.
Destination Folder
M&nwuﬂnn&bﬂ%acﬁmwm.gu d“!x
Install Citrix Profile management to:

C: Program Fles \Otrox \User Profle Manager |
Ourqt.._.

3. Click Next.
4. Click Finish after installation is complete.

7.2.4 Create a GPO for UPM
1. Create a GPO linked to users OU (organizational Unit).

2. Add the Citrix UPM administrative template.

3. Edit the new GPO, browse to User Configuration > Policies > Administrative Template



Hetal CITRIX EMC’

4. Right-click on “Administrative Template” and select Add/Remove Template.

5. Click Add.

6. Browse to the location of the template file provided with UPM installation files.

Setting |
Control Parel
Deshtop
Notwork
Shared Folders
Start Merws and Taskbar
Yystem
Windows Companents
Al Settngs.

Sekect an Rom to view its descrption.

Cuert Poicy Tenpiate:
Nome Sigs | Madbed
o i st
) Gro
e J 2
T BT v

vmware

7. Configure the following settings under Administrative templates | Citrix | Profile Management:

e Enable Active write back

e Enable Profile Management

e Enter the absolute path for the location where the profiles will be stored. (An example of the syntax

would be \\upmshare\profiles\%username%)

8. Select Enable for Process logons of local administrators

9. Select Enable for the File system |Exclusion list — directories and enter the following information:

e AppData\LocalLow
e AppData\Roaming
e SRecycle.Bin
e AppData\Local
10. Click Log Settings | Enable Logging and select Enable.

11. Click Profile handling | Delete locally cached profiles on logoff and select Disabled.
12. Click Local profile conflict handling.

13. Select If both local windows profile and Citrix Profile exist.


file://upmshare/profiles/%25username%25
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14. Select Delete local profile.
15. Click Streamed User Profiles.

16. Enable Profile Streaming.

Note: These settings were used based on Citrix documentation. Refer to the Reference section of this document for
more information

7.3 Microsoft Windows 7 Golden Image Creation
Create base Windows 7 SP1 32bit Virtual Machine

The Microsoft Windows 7 Enterprise SP1 master or golden image with additional software was initially installed and
prepared as a standard virtual machine on VMware ESXi prior to being converted into a separate Citrix Provisioning
Server vDisk file. The vDisk is used in conjunction with Provisioning Server 6.1 and the XenDesktop 5.6 controller to
provision the new desktop virtual machines on the ESXi hosts.

With XenDesktop 5.6 and Provisioning Server 6.1, the XenDesktop Setup Wizard was utilized.

Each Hosted VM desktop virtual machine was created with 1vCPU, 1.5GB of Memory, a 3.0 GB write cache disk and
Page file set to 1.5GB

The following section describes the process used to create the master or golden image and centralized Windows 7
vDisk used by Provisioning Services.

7.3.1 Create Base Windows 7 SP1 32bit Virtual Machine
1. Install Win7 32bit SP1 Enterprise
2. Install Office 2010 Professional with Run All From My Computer
3. Install Office 2010 Service Pack (most recent)
4. Windows Updates (Be sure not to install IE9. Use IE8)

7.3.2 Add Provisioning Services Target Device Software
Note: Latest version of Target Device Software can be installed directly by installing Hotfix CPVS61E015

1. Launch the PVS Device executable, select Target Device Installation.
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@ Install Upgrade Wzard

Install the Target Device.

2. Click Next.
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ﬁ? Citrix Provisioning Services Targel Device

Welcome to the Installation Wizard for Citrix
Prowisioning Services Target Device

The InstallShisld{F) Wizard will install the Cikrix Provisioning
Services Target Device on your cormpuker, Ik is recommended
that you disable ary Antivines software before continuing. To
continue, click Mext,

WARMING: This program is protected by copwright law and
international treaties,

= Back (I Mext = I} Cancel
S —

3. Accept the license agreement.
4. Click Next.

iﬁ Citrix Provisioning Services Target Device

License Agreement a
[ Yau must view the enkire license agreement in order ko continue. m!x
.‘
CITRIE® LICENSE AGREEMENT il

This iz a legal agreement CAGREEMENT™) between yow, the Licensed User, and
Citrix Systems, Ine., Cittix Systems Intermnational CmbH or Citrix Systems A sia Pacific
Pty Ltd. YVour location of receipt of this product or feature release (hoth hereinafter
“PRODUCT™) or technical support (hereinafter “SUPPORT™) determines the
providing entity hereunder (the applicable entity is hereinafter refetred to as
“CITRIXT). Citnx Systems, Inc, a Delaware corporation licenses this FRODUCT in
the Americas and Japan and provides SUPPORT in the Americas, Citrix Systems
International GmbH, a Swiss company wholly owned by Citrie Systems, Inc, licenses
this PRODUCT and provides Support in Europe, the DMiiddle East, Africa, and:l

@pt the terms in the license @ Prink |

" I do not accept the kerms in the license agresment

{Back( i Next = P Cancel I

[ristallEhield

5. Enter in the customer information.
6. Click Next.

vmware
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ﬂ? Citrix Provisioning Services Target Device

Customer Information ~

Please enter your information. m!x

Qrganization:

Install this application For:
* anwone who uses this computer (all users)

" only For me (user)

Iristallshield
< Back Mexk = Cancel

7. Choose the default installation location.
8. Click Next.

ﬂ? Citrix Provisioning Services Targek Device E |

Destination Folder =
l Click Mext bo install bo this Folder, or dick Change ko install bo a different: Folder. mj

[ e Install Citrix Provisioning Services Target Device bo:
C:\Program Files) CitrixiProvisioning Serwvices!, Change... |

InstallShield

< Back Mext = Cancel

9. Click Install to begin the PVS Client installation process.
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iﬁl Citrix Provisioning Services Target Device

Ready to Install the Program -
l The wizard is ready to begin installation. mJ

Click Install bo begin Ehe installation.

If wou want bo review or change any of your installation setbngs, dick Back, Click Cancel bo
exit the wizard.

Installstield

< Back "mi Cancel |

10. Uncheck Launch Imaging Wizard (This process will take place at a later point in the conversion process).
11. Click Finish.

i@‘ Citrix Provisioning Services Target Device

CITRIX

Installation Wizard Completed

The Installation Wizard has successfully instaled Cikrix
Pravisioning Services Target Device, Click Finish ko exit the
wizard,

Firish cancel

12. Click Yes to restart the virtual machine.
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{5 Citrix Provisioning Services Target Device Installer Info...[E§

changes made to Clbrix Provisioning Services Target
Device ko kake effect. Click Yes o restart now or No if
wioul plan ko restark [aker,

Yes Mo |

e —

@ ‘iou must reskart wour system For the configuration

7.3.3 Add a XenDesktop 5.6 Virtual Desktop Agent
1. Copy the VDA executable to the local machine.

2. Launch executable and select Install Virtual Desktop Agent.
= XenDesktop g 5’

(_1 Install XenDesktop

Cannot be installed on this operating system

g Install Virtual Desktop Agent

Install compenents and prerequisites

Extras

Optional extras including Wyse Xenith Manager

Close I

3. Accept terms and conditions of Licensing Agreement.
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Licensing Agreement

CITRIX LICENSE AGREEMENT x

This is alegal agreement (" AGREEMENT") between you, the Licensed User, and Citrix Systems,
Inc.. Citrix Systems Intemational GmbH, or Citrix Systems Asia Pacific Pty Ltd. Your location of
receipt of this product or feature release (both hereinafter "PRODUCT") or technical support
(hereinafter "SUPPORT") determines the providing entity hereunder (the applicable entity is
hereinafter referred to as "CITRIX"). Citrix Systems, Inc., a Delaware corporation, licenses this
PRODUCT in the Americas and Japan and provides SUPPORT in the Americas. Citrix Systems
Intemational GmbH, a Swiss company wholly owned by Citnx Systems, Inc,, licenses this
PRODUCT and provides SUPPORT in Europe, the Middle East, and Africa, and licenses the
PRODUCT in Asia and the Pacific (excluding Japan). Citrix Systems Asia Pacific Pty Ltd. provides
SUPPORT in Asia and the Pacific (excluding Japan). Citrix Systems Japan KK provides SUPPORT in
Japan. BY INSTALLING AND/OR USING THE PRODUCT, YOU ARE AGREEING TO BE BOUND
BY THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS
AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT.

1. GRANT OF LICENSE. This PRODUCT contains software that provides services ona

computer called a server ('Server Software") and contains software that allows a computer _v_]

<l Taccept the terms and conditions >

CITRIX 208 vmware

4
5

Conca |

. Select Advanced Install.
. Use default installation paths.
6.

Enter all XenDesktop Delivery Controller’s FQDNSs.
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© XenDesktop B3

Controller Location

nually enter controller location(s)

| Check |

() Select from Active Directory

("1 Configure at a later time
Use Group Policy or this wizard to specify the controller

Enter the TCP/IP port used to register with the controller. RS
TCP/IP port (default 80): 80

Next > Cancel

7. Click Next.
8. Do notinstall HDX or Citrix Receiver.
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& XenDesktop

Select Components to Install

[ Virtual Desktop Agent

A partial installation of Virtual Desktop Agent was found and will be completed

TReceiver and the Offline Plug-into enable access to XenApp applications,

< Ba Next >

Cancel

9. For PvD, select Yes, enable personal vDisk.
10. For non-PvD select No, don’t enable Personal vDisk right now.
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& XenDesktop

Personal vDisk Configuration

Personal vDisk retains the single image management of
pocled and streamed desktops while allowing pecple to
install apps and change their desktop settings.

Enable personal vDisk for Virtual Desktop Agent?

No, don't enable personal vDisk right no
Selec installation without personal vDisk configuration.

You can configure personal vDisk later if necessary.

(¢ Yes, enable personal vDisk
Se 5ot it you want to create personal vDisk desktops from this master image.

Drive V: is reserved for system use when personal vDisk is enabled. The V: drive will be unavailable
for network mapping and must not be selected for end-user personal vDisk storage in Desktop
Studio. To choose a different drive for system use, see CTX131432.

< Back Next > Cancel

11. Click Next.
12. Use default settings. Leave checked: Optimize XenDesktop Performance, User Desktop Shadowing, Real Time

Monitoring.
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il &1 XenDesktop 1 l,l
Virtual Desktop Configuration
Unable to configure Windows Firewall. To enable XenDesktop Controller communication, manually
| open TCP ports 80, 1494, and 2598. To enable Real-time Transport for Audio, open UDP ports 16500
i through 16509.
@ze XenDesktop Performance
XenDesktop specific optimizations to the Desktop.
¥ User Desktop Shadowing
nable Remote Assistanc
C !V Real Time Monitoring D
Enable Windows Remote Management (WinRM)
For more information, please visit the Citrix knowledge base.
< Back Next > Cancel l

—

13. Click Next.

14. Click Finish.

15. Remove VDA Welcome Screen program from the Windows Startup folder.

16. Restart VM.

17. Log in and check the event log to ensure that the DDC registration has successfully completed.

7.3.4 Add Login VSI Target Software
1. Launch setup wizard using run as Administrator.
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‘,l,;,, <« root » APPLICATIONS » WINDOWS » LoginVSl » LoginVSI36 » VSI36 » Setups » TargetSetup » - [ 4]
Organize v Open New folder =+ [ @
¥ Favorites Name Date modified Type Size

M Desktop L. Lib 3/30/20126:55 AM  File folder
8 Downloads [=] header 3/28/201211:07 PM  JPEG image 31 KB
‘%l RecentPlaces <[ © Setup =) N 3/28/201211:08 PM  Application 301 KB
© Setup-x64 = 3/28/201211:08 PM  Application 759 KB
4 Libraries
@ Documents
J’ Music
[&=| Pictures
B videos
1% Computer
‘\! Network

2. Enter VSl share path.
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" Login VSI: Target Setup Wizard ’ill_ E} [Ié]

Admin Guide available at www loginvsi.com

¥Welcome to the login ¥SI: Target Setup Wizard

This wizard will help you configure your target machine for use with Login VSI

- Run Microsoft Office setup before this setup

- Run this script with domain administrator privileges

- Make sure the VS| share is accessible {Read/Write for VS| Users)
- When the setup is finshed a configration report will automatically be generated m
- Read the Login VS| admin guide

Please specify VS| Share: (UNC Path)

¢ E\vsi-ONoginvsi! )}

[— ‘
C_Stat_>
[ — e |

3. Use default installation paths.

7.3.5 Perform Additional PVS and XenDesktop Optimizations
1. Increased the ARP cache lifespan to 600 seconds for stream service bound NICs (article is located in

Provisioning Services Reference documentation at the end of the document)
2. Delete XPS Printer
3. Ensure that Bullzip PDF is the default printer
4. Optimize
e Configure SWAP file to 1536 MB (Cisco requirement)
e Disable Windows Restore and service
o Delete the restore points
o Perform a disk cleanup
e Disable Windows Firewall Service
o Disable Windows Backup scheduled jobs
e Open Computer Management | System Tools | Task Scheduler | Task Scheduler Library | Microsoft |
Windows and disable the following:
o Defrag
o Offline files
o Windows Backup
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e Windows Performance Settings
o Smooth Edges
o Use Visual Styles
o Show Translucent
o Show Window contents when dragging
5. Modify Action Center settings (uncheck all warnings).
6. Ensure that the Shadow Copy service is running and set to auto.

7.3.6 Convert Golden Image Virtual Machine to PVS vDisk
The following is a list of steps taken to convert a virtual machine to a vDisk that will be used to stream desktops

through PVS:
1. Reboot the source virtual machine.

2. Login to the virtual machine using an account that has administrative privileges.
3. Goto Start | All Programs | Citrix | Provisioning Services.
4. Launch the PVS Imaging Wizard.
5. Click Next at the Welcome Screen.
6. Enter the Server Name or IP address of the PVS server you will be connecting to in order to create the new
vDisk.
@ Provisioning Services Imaging Wizard
Connect to Farm

Enter the name or address of a server in the farm to connect to.

Server information

Server: xd-pvs-10mig3.net

Port: 54321 =

Credentials
@ | Use my Windows credentials |

7. Select Create A New vDisk.

8. Click Next.

9. Enter the vDisk Name.

10. Select the PVS Store where the new vDisk will reside.
11. Select VHD type Fixed.

12. Click Next.
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New vDisk
Enter the details for the new vDisk.

vDisk name: <_lemp =

Store: C(store00-71671 MBFree > v
Accessile by server: XD-PVS-10

vhotpe:  Clfned D 7

VHD block size: |2 MB ]

< Back Next > Cancel I

13. Select KMS for Licensing Management.

Microsoft Volume Licensing
Choose if the vDisk is to be configured for Microsoft KMS or MAK volume license management.

) None
G Key Management Service (KMS) >
() Multiple Activation Key (MAK)
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14. Click Next.
15. Use default size image volumes.

©) Provisioning Services Imaging Wizard

Configure Image Volumes
Define the size of each volume.

B Source Volume || Used Space | Free Space JL_Capacty || Fie System |
1 |C: Boot v] 14116 MB 46 % 16502 MB 54 % 30618 MB NTFS

2 None v

3 [ None v

4 | None v]

v

| Destination Volume || Used Space I Free Space |l__Capacty || File System |
C: Boot 14116MB  46% | 1650215109 54%  30618MB  NTFS

| vDisk Jl___AlocatedSpace || Unallocated Space || Capacity J
Summary 30618MB 100 % 6MB 0% 30624 MB

h -—
[ <Bock” S Tet>

16. Click Next.

17. Click Finish to begin the vDisk creation.
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Creating vDisk

Creating vDisk, please watt...

P |
-

The Wizard has enough information to aLam‘a’mmm

Please review the information below and click Finish to create the vDisk.

@ Provisioning Services Imaging Wizar

Summary of Farm Changes
This page summarizes the changes

[=}- Create new vDisk
- Name: temp
Store: store00
Type: Fixed
Size: 30624
i~ Microsoft Volume Licensing: Key Management Service (KMS)
.. Volume: C:, 14116 MB used, 16502 MB free, 30618 MB capacity, NTFS system

[ Optimize for Provisioning Services

18. You will be prompted to reboot the source virtual machine. Prior to rebooting, go to the properties of the
source virtual machine and change the boot options so that it performs a Network boot.

19. Click Yes to reboot the source virtual machine.

20. Logon as the same user account that was used at the beginning of this process.

21. When logged in the Imaging wizard will start the data conversion process. The time needed to complete this
process is dependent on the size of the vDisk.

22. Shutdown the source virtual machine.

23. Ensure that the VM to boot to Network.

24. In PVS, switch the collection account to boot to vDisk.

7.3.7 Add Write-Cache Drives to Virtual Machine Templates in vCenter
1. Addanew 3GB VMDK disk to VM.
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Create a Disk
Specty the wiud dek sge and provsoning policy

:,A:,',v_: Capacty
Creste a Disk - = A
Dk Provesoning

7 Tk Provison Lazy Zeroed
™ Thck Provision Eager Zercad
& T Provison

Locaon L&
" Seare with the virtusl machine
= Sgmcty a datastore or datastore duster:

: (o ]
Help I < Bach I = I Cancel J
2. Inthe VM’s OS, Initiate the disk, and create a simple Volume.
3. Do not assign a Drive Letter.
4. Format as NTFS.
New Simple Volume Wizard e

Format Pastition
To store data on this partition, you must format ¢ fiest

Choosa whether you wart 1o fommat this volume and £ 80, what settings you wart 10 use

Do not fommat this volume
9 Format ths volume with the followng settings

e

Alocation urkt size Defaut »)

Volume lsbel

N
Enabie fie and folder compression

<tk Not> D[ Conce

7.4 Microsoft Windows Server 2008 R2 XenApp Golden Image Creation
Create a base Citrix XenApp Server Virtual Machine

The Microsoft Windows Server 2008 R2 64 bit Enterprise master or golden image with Citrix XenApp and additional
software was initially installed and prepared as a standard virtual machine on VMware ESXi prior to being converted
into a separate Citrix Provisioning Server vDisk file. The vDisk is used in conjunction with Provisioning Server 6.1 to
provision 88 new streamed XenApp Server virtual machines on the ESXi hosts.
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With Provisioning Server 6.1, the Streamed VM Setup Wizard was utilized.

Each virtual XenApp Server virtual machine was created with 4vCPUs, 12GB of Memory, a 12.0 GB write cache disk

and configured with 8GB of static page file.

The following section describes the process used to create the master or golden image and centralized XenApp Server

vDisk used by Provisioning Services.

7.4.1 Create Base Windows Server 2008 R2 64bit Virtual Machine

uhwnNRE

Install Windows 2008 R2 64 bit

Install and configure XenApp (procedure in XenApp installation Section)
Install Office 2010 Professional with Run All From My Computer

Install Office 2010 Service Pack (most recent)

Windows Updates (Be sure not to install IE9. Use IE8)

7.4.2 Add Provisioning Services Target Device Software
Note: The latest version of the Target Device Software can be installed directly by installing Hotfix CPVS61EQ15.

1.

2.

8.

9.

Launch the PVS Device executable and select Target Device Installation.
Click Next.

Accept the license agreement.

Click Next.

Enter in the customer information.

Click Next.

Choose the default installation location.

Click Next.

Click Install to begin the PVS Client installation process.

10. Uncheck Launch Imaging Wizard (This process will take place at a later point in the conversion process).

11. Click Finish.

12. Click Yes to restart the virtual machine.

7.4.3 Prepare XenApp Server for Imaging and Provisioning

1.
2.

Open Citrix XenApp Server Role Manager.
Click Edit Configuration.
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& Citrix XenApp Server Role Manager

CITRIX

XenApp

XenApp enables IT to centrally manage a single
instance of each application and deliver it to
users for online and offline use, providing a
better than installed experience,

XenApp

W/ Configured

CITRIX'

™ Do not show this window at logon

—= Review setup information
Select this item to access the latest setup information on the Citrix

XenApp Web site,
\’a Add or remove server roles
v Number of roles installed: 1

Server Configuration Tasks

V Licensing specfied

EMC vmware

=101 ]

Edit Configuration

Cancel |

3. Select Prepare this Server for Imaging and Provisioning.
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i@ Citrix XenApp Server Configuration !EI E

[ ]
ClTR!x XenApp Server Configuration

Choose a task to perform

repare this server for imaging and provisioning
This prepares the server for use with system imaging or provisioning tools.

#® Remove this server from the current farm
This server will no longer be a member of a farm.

Cancel

4. Click Next Leaving the checkboxes clear.



at]van], . ; 2
CISCO CITRIX EMC vmware

i@ Citrix XenApp Server Configuration !EI E

[ ]
ClTR!x XenApp Server Configuration

Provisioning options

[~ Remove this current server instance from the farm. ()

0’ This server image will join the farm again on next reboot.

[ Clear database lecation settings from this server.

< Back Mext = Cancel

5. Click Apply.
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i Citrix XenApp Server Configuration !EI E

»
CITR!X XenApp Server Configuration

Ready to configure

Flease review the notes and summary information below. Click Apply to apply the configuration,

Farm Information
Action: Prepare this server for imaging and provisicning.
Removwve this server instance from the farm: No

Clear database location settings from this server: Mo

= =y
< Back I Apply | Cancel |

6. Click Finish.
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i Citrix XenApp Server Configuration !EI E

[ ]
ClTR!x XenApp Server Configuration

Configuring server

& Stopping Commands Remaoting Service...
& Stopping Citrix IMA Services...
D Resealing this server...

@ Scheduling server to join farm on next reboot...

Server configured successfully!

I:o:l These settings will be applied when you clone or reboot this senver.

——
m Cancel |

7. Shutdown the server and create PVS image to be used for streaming.



cisco CITRIX EMC vmware

i Citrix XenApp Server Role Manager

XenA " : -

PP —— Review setup information
XenApp endbles IT to centrally manage » single Select this item to access the latest setup information on the Citrix
Instance of each appiication and deliver it to XenApp Web site.

users for online and offine use, providing 2
better than installed experience.

(¥, Add or remove server roles
/_) Number of roles installed: 1

Server Configuration Tasks

" XenApp
\/ Licensing specified Edit Licensing

| v Configured Edit Configuration
£ Reboot Reboot required

CiTRIX

[T Do not show this window at legon L‘

7.4.4 Add Login VSI 3.7 Target Software
1. Launch setup wizard for Login VSI 3.7 using run as Administrator.
2. Launch setup wizard using run as Administrator.
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v| | « root » APPLICATIONS » WINDOWS » LoginVSI » LoginVSI3.6 » VSI36 » Setups » TargetSetup » v [43]
Organize v Open New folder SR Sy | 0
Y& Favorites Name o Date modified Type Size

M Desktop L. Lib 3/30/20126:55 AM  File folder
8 Downloads [=| header /28/201211:07 PM  JPEG image 31 KB
| RecentPlaces <[ © Setup > N 3/28/201211:08 PM  Application 301 KB
© Setup-x64 ey 3/28/201211:08 PM  Application 759 KB
4 Libraries
Documents
& Music
[&=| Pictures
Videos
1% Computer
G" Network

3. Enter VSl share path.
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" Login VSI: Target Setup Wizard ’ill_ E} [Ié]

Admin Guide available at www loginvsi.com

¥Welcome to the login ¥SI: Target Setup Wizard

This wizard will help you configure your target machine for use with Login VSI

- Run Microsoft Office setup before this setup

- Run this script with domain administrator privileges

- Make sure the VS| share is accessible {Read/Write for VS| Users)
- When the setup is finshed a configration report will automatically be generated m
- Read the Login VS| admin guide

Please specify VS| Share: (UNC Path)

¢ E\vsi-ONoginvsi! )}

[— ‘
C_Stat_>
[ — e |

4. Use default installation paths.

7.5.5 Perform Additional PVS Optimizations
1. Increased the ARP cache lifespan to 600 seconds for stream service bound NICs (article is located in

Provisioning Services Reference documentation at the end of the document).
2. Delete XPS Printer .
3. Ensure that Bullzip PDF is the default printer .
4. Optimize:
e Configure SWAP file to 8192 MB (Cisco requirement)
e Disable Windows Restore and service
o Delete the restore points
e Perform a disk cleanup
e Disable Windows Firewall Service
o Disable Windows Backup scheduled jobs
e Open Computer Management | System Tools | Task Scheduler | Task Scheduler Library | Microsoft |
Windows and disable the following:
o Defrag
o Offline files
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o Windows Backup
e Windows Performance Settings

o Smooth Edges
o Use Visual Styles
o Show Translucent
o Show Window contents when dragging

5. Modify Action Center settings (uncheck all warnings) .

6. Ensure that the Shadow Copy service is running and set to auto.

7.4.6 Convert Golden Image Virtual Machine to PVS vDisk
The following is a list of steps taken to convert a virtual machine to a vDisk that will be used to stream
desktops through PVS:
1. Reboot the source virtual machine.
Log in to the virtual machine using an account that has administrative privileges.
Go to Start | All Programs | Citrix | Provisioning Services.
Launch the PVS Imaging Wizard.
Click Next at the Welcome Screen.
Enter the Server Name or IP address of the PVS server you will be connecting to in order to create
the new vDisk.

(@) Provisioning Services Imaging Wizard

o vk wnN

Connect to Farm
Enter the name or address of a server in the farm to connect to.

Server information

Server: xd-pvs-10miq3.net

Port: 54321 £

Credentials
) | Use my Windows credentials |

7. Select Create A New vDisk.

8. Click Next.

9. Enter the vDisk Name.

10. Select the PVS Store where the new vDisk will reside.
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™~

'© Provisioning Services Imaging Wizard ==

New vDisk
Enter the details for the new vDisk.

vDisk name: <80 >

Store: [store00-71671 MBFree. > -
Accessble by server: XD-PVS-10

vHDtpe: C(Fxed D v

VHD block size: 2MB

11. Click Next.

12. Select VHD type Fixed.

13. Click Next.

14. Re-arm windows licensing, following the procedure:

http://support.citrix.com/proddocs/topic/provisioning-61/pvs-collections-kms-licensing.html.
15. Select KMS for Licensing Management.



http://support.citrix.com/proddocs/topic/provisioning-61/pvs-collections-kms-licensing.html
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'© Provisioning Services Imaging Wizard =

Microsoft Volume Licensing
Choose if the vDisk is to be configured for Microsoft KMS or MAK volume license management.

) None
@ ey Management Service (KMS)

16. Click Next.
17. Use default size image volumes.
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Configure Image Volumes
Define the size of each volume.
C Source Volume | Used Space | Free Space JL__Capactty || Fie System |
1 |C: Boot v] 14116 MB 46 % 16502 MB 54 % 30618 MB NTFS
2 None v
3 [ None v
4 | None V]
v
| Destination Volume Il Used Space L _Free Space JL_Capacty || File System |
C: Boot 14116 MB  46% 1650215169 54%  30618MB  NTFS
| vDisk Jl___Alocated Space || Unallocated Space || Capacity |
Summary 30618MB  100% 6MB 0% 30624 MB
- _—
18. Click Next.

19. Click Finish to begin the vDisk creation.
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Creating vDisk

Creating vDisk, please watt...

P |
-

The Wizard has enough information to aLam‘a’mmm

Please review the information below and click Finish to create the vDisk.

@ Provisioning Services Imaging Wizar

Summary of Farm Changes
This page summarizes the changes

[=}- Create new vDisk
.. Name: temp
... Store: store00
Type: Fixed
- Size: 30624
Microsoft Volume Licensing: Key Management Service (KMS)
. Volume: C:, 14116 MB used, 16502 MB free, 30618 MB capacity, NTFS system

[ Optimize for Provisioning Services

20. You will be prompted to reboot the source virtual machine. Prior to rebooting, go to the properties of the
source virtual machine and change the boot options so that it performs a Network boot.

21. Click Yes to reboot the source virtual machine.

22. Logon as the same user account that was used at the beginning of this process.

23. When logged in the Imaging wizard will start the data conversion process. The time needed to complete this
process is dependent on the size of the vDisk.

24. Shutdown the source virtual machine.

25. Ensure that the VM boots to Network.

26. In PVS, switch the collection account to boot to vDisk.

7.4.7 Add Write-Cache Drives to Virtual Machine Templates in vCenter
1. Addanew 12GB VMDK disk to VM.



at]van], . i 2
clsco CITRIX EMC’ vmware

iJ Add Hardware E=

Create a Disk
Specify the virtual disk size and provisioning policy

Device Type —Capacity
Select a Disk, -
S Disksize: | 1224 |as 7]

Create a Disk
Advanced Options
Ready to Complete

— Disk, Prowisioning
™ Thick Provision Lazy Zeroed
™ Thick Provision Eager Zeroed

¥ Thin Provision

— Location
™ Store with the virtual machine

% Specify a datastare or dakastare clusker:

Browse, .. |

Help | < Back. | Mexk = I Cancel |

A

2. Inthe VM'’s OS, Initiate the disk, and create a simple Volume.
3. Do not assign a Drive Letter.
4. Format as NTFS

7.5 Citrix Provisioning Server (PVS) 6.1 Services

Citrix Provisioning Server (PVS) is part of the XenDesktop Enterprise and Platinum and was used in all tested
scenarios. Provisioning provides the ability to create and manage 1000's of virtual machines hosted on hypervisor
servers streamed from a single virtual machine vDisk Image.

7.5.1 Storage Configuration for PVS
The test environment utilized a single EMC VNX 7500 SAN system to provide storage for PVS 6.1 virtual machines and
vDisks. EMC hosted LUNs and volumes were used for:

e PVS 6.1 virtual machines hard drives - Two common Infrastructure LUNs

e Write-cache drives provisioned with each Windows 7 SP1 virtual machine - 6 NFS datastores

e Windows 7 SP1 vDisks storage accessed by the Provisioning Servers (NFS Share) via Windows File Server
Share

e XenApp servers (windows 2008 R2 64) vDisk storage accessed by the Provisioning Servers (NFS Share) via
Windows File Server Share

o The Launcher vDisks were stored on Fibre Channel LUNs
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7.5.2 PVS for Use with Standard Mode Desktops
The Windows 7 SP1 desktop image and XenApp Server image are converted into a vDisk (.vhd) image. The vDisk is
then configured in a Shared (Read-only) mode and hosted within a shared file location.

e PVS was used to create the desired number of virtual machines and machine accounts in Active Directory
based on parameters specified using the built-in XenDesktop setup wizard (referenced in the next section)
and Streamed VM Wizard (XenApp).

e PVS streams the vDisk image on start up of the Virtual Machine to the Hypervisor and is loaded into RAM.

e PVS injects a Security Identifier (SID) and host name associated with the virtual machine as each desktop
boots to maintain uniqueness in AD. These object mappings are maintained and managed within the PVS
server and are visible in the PVS Console under "Collections" view.

e FEach Hosted VM desktop is assigned a "Write Cache" (temporary file) where any delta changes (writes) to the
default image are recorded and is used by the virtual windows operating system throughout its working life
cycle. The Write Cache is written to a dedicated 3GB hard drive.

e PVS streamed VM'’s also feature Personal vDisks. Personal vDisks allow users to retain personal configuration
and data. PvD Hosted VM Desktops are configured with a 5GB PvD disk.

Ten PVS servers were configured in a farm with a two sites to provide streaming services for 2000 Hosted VM
Desktop Virtual Machines and 88 Virtual XenApp Virtual Machines with high availability and resilience. Streaming
connections are automatically failed over to a working server/s within the farm in the event of a failure without
interruption to the desktop.

Seven PVS servers are assigned to a site designated to 2000 Hosted VM Desktop Machines. (nonPvD and with PvD).

Three PVS servers are assigned to a separate site for streaming 88 XenApp Virtual Machines capable of 2000 Hosted
Shared Desktop sessions.

The vDisks are hosted on a clustered file server share and were accessible by all servers in the farm for ease of
management and to support high availability. The drive assigned by the hypervisor to the file server cluster for vDisk
storage was on a datastore created on a dedicated NFS mount.

Three Device collections were created, one for each ESX cluster, to contain target device records for ease of
management.

We assigned PVS servers with 4 vCPUs and 16GB RAM.
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Figure 19. Provisioning Services Farm Layout

El: Provisioning Services Console

(&) File  Action  View Window Help
e AalEol HERN ? o

@ Prowisioning Services Console Mame I Description
= EE ML (localhost) ] %A
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B El ®a
(5 Servers
L[] wDisk Poal
iy wDisk Update Management
=) Device Collechions
FD views
| ¥D
[l Servers
wDisk Poal
+ @ vDisk Update Management
# (o Device Collections
H L) Yiews
E Wiews
=] ['__' Stores

) s _hlock
e WA _NFS
= ¥D_NFS

A separate PVS server with local storage was used to provision Login VSI Launcher machines for test workload. We
used two FC LUNs on the VNX 7500 to create and store each virtual machine's Write-Cache drive.

S

It is important to consider where the Write Cache is placed when scaling virtual desktops using PVS server. There are
several options as to where the Write Cache can be placed:

e PVS Server

e Hypervisor RAM

e Device Local Disk (an additional Virtual Disk for XenDesktop Virtual Machine)

For this project’s optimal performance and scalability the Cache on device HD option is used. A 3GB virtual disk is
assigned to the virtual machine templates used in the clone creation process.

The PVS Target device agent installed in the Windows 7 gold image and XenApp Server gold image automatically
places the Windows swap file on the same drive used by the PVS Write Cache when this mode is enabled.

7.5.3 Process to Create Hosted VM Desktops with Tier 0 Storage Using XenDesktop Setup

Wizard in PVS
1. Start XenDesktop Setup Wizard.
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) Provistoning Services Console

KL 3|EelfERN 7 Ros .
@mms«mucm Name
-‘xz?mcbcsmt) BeFam
= S
T
Properties

,\ Rebalance Devices..,
@ SetMax Transmssion Unk...

< | 2]
2. Click Next.
fenbesktopsery [

EMC:

CITRIX

Welcome to XenDesktop

This setup allows you to create vitual machines and
Provisioning Services devices in an existing Collection, assign
a standard mode virtual disk, and add virtual desktops to a
KenDesktop Catalog.

Requirements:

*XenDesktop Controller with permissions for the current user
* Configured Host, or multiple Hosts configured identically

* Existing Provisioning Services device collection

* Standard-mode vDisk for the selected virtual machine [VM)
template

3. Connect to XenDesktop Controller and click Next.

vmware
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XenDesktop Setup

*enDezktop Controller
Enter the address of the ¥enDesktop Contraller you want to configure.

#enDezkiop Controller addrezs:

< Back q MHext » } Cancel

4. Configure VM template.

Note: The connection to the type of host you are using with the credentials to use when accessing it have to be
defined on Desktop Delivery Controller prior to this step.
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XenDesktop Setup

Hosts
Select the Hosts pou want to use:

[] Selectal | Wirtual machine template -
W template required...
Wi template required...
_ Wh template required...
[ ]DCvDa, 55065 Wi template required...
[]DCvDa, S5DEF Whd template required...
[] DD, 55067 Whd template required...
[] DD 55068 VDA Whd template required... |
[]DCvDaZ WDAFST-DSKFST Wi template required...
[ DCvDaZ? WwDaFs2-D5kFS2 W template required... -
( Set Template... I'yn:nte: Machines will be evenly diztibuted when multiple Hosts are zelected.
< Back HEmt = | Cancel |

5. Enter the password to connect to vCenter and Select VM template you are going to use.

Note: Prior to this step, the VM templates need to be configured on each VMware datastore that will contain drives
for the streamed desktops.

XenDesktop Setup

Hozt template

Enter your credentials for thiz Host.

Haoszt: DCwDA_SS5DE2

Lzemame: Imqu.net'w::enter

Passucit [ssesssssese (_toom D

Select a template fior the hiost,

vdatmpl 55062

(o P e |
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6. Click Next.

XenDesktop Setup

Hoszts
Select the Hogtz pou want to use:

[ ] Selectal

| Yirtual machine template

[ ] DCVDA_hostE3_S5D63
[ DCvDA_S5DE2
(] DCvDA_S5DE4
(] DCVDA_SSDES
(] DCVDA_SSDES
(] DCVDA_SSDET

Wi template required. ..

wdatmpl_S50D62

Wi template required. ..
Wi template required. ..
Wi template required...
Wi template required. ..

[]DCvDa,_SS5DER WD Wi template required... |-
[]DCvDaZ WDAFST-DSKFST Wi template required. ..
[]DCvDAZ WDAFS2-DSKFS 2 Wi template required... -

| Set Template. .. I Maote: Machines will be evenly distributed when multiple Hosts are selected.

< Back q Mext » j Cancel |

7. Select PVS device Collection for non-PVD Collection and vDisk.

X¥enDesktop Setup

Collection and vDizk
Chooze a Collection and standard-made wDigk.

%_4pwd

w0 _MFS'WDA_PvD_PYS-HF

< Back ( I M ent > I:} Cancel
L ee—
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8. Select XenDesktop Catalog preferences.

XenDesktop Setup

Catalog
Select pour Catalog preferences.

:ﬁ Ereate a hew cata u:uﬁ -

™ lUze an existing catalog

M achine type | Streamed 3 j

Catalog narmeg |DE-"-"D.-‘1‘-.'| p
D ezcription:

Select Adminiztrators:

Adminiztrator name | Dezcription |
MLL3NDomain Adrmins Full
LG 3 adinm Full

<Back < MNewt> IO  Cancel |

9. Select Virtual Machine preferences .

XenDesktop Setup

Yirtual machines
Select pour virtual machine preferences.

MNumber of virtual rachines to create: @

wCPLs: 1 4‘.
bernary: 1535 ME 11536 = ME

Local wite cache digk: 3072 MB 3072 MB

Active Directory computer accounts:

£*  Create new accounts

" Import existing accounts

< Back '-l' Cancel |

vmware
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10. Create machine accounts in Active Directory.

XenDesktop Setup

Active Directory accountz and location
Create Active Directary accounts.

Active Directary location for computer accounts:

Damain: | mlg3.net j
E| \-’_irtualizati-:un il
: WA PYS zervers
- VDA PYS SOL Servers
WA starage J

mig3.netAfituahzation A Dbs

Account naming schemeS[ICYDAT-HiH IEI-EI j
|DCYDAT-0001

< Back m Cancel |

11. Click Finish to complete the following:
e Create virtual machines on selected hypervisor hosts.
e Create Provisioning Services target devices in the selected collection.
e Create Active Directory computer accounts.

vmware

o Create XenDesktop machines in the assigned existing catalog or a new XenDesktop catalog.
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7.5.4 Process to Create Virtual Desktops with Personal vDisk in PVS
1. Start XenDesktop Setup Wizard.

@ Provistoning Services Console

© Flo  Adion  Vew ‘Window Heb

&% m = HeT
() Provisioning Services Conscle Name
= B Farm (locahost) EdFam
= & Stes
= -
Propertes
< 3 SetMax Transtmission Unk...
se Import Devices. .,
* )

: Audt Trad..,

+ (D Views -

@ & Stoce 0p Setup Wizard....
= Rk

Ako-Add Weard. .,
New Window from Here

Delete
Refresh

Help

< | »]
2. Click Next.

XenDesktop Setup |

CITRIX

Welcome to XenDesktop

Thiz zetup allows vou ta create virtual machines and
Provisioning Services devices in an existing Collection, assign
a gtandard mode wirtual disk, and add wirtual desktops to a
HenDesklop Catalog.

R egquirements;

*#enlDeskiop Controller with permigzions for the cument uger
* Configured Hosgt, or multiple Hosts configured identically

* Exigting Provizioning Services device collection

* Standard-mode vDigk, for the selected virtual machine [Whd]
template

¢ Back I Mext > I Cancel
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3. Connect to XenDesktop Controller.

XenDesktop Setup

XenDezktop Controller
Enter the addrezs of the <enDesktop Contraller pou want o configure.

HenlDeszktop Controller address:

0 -DDC-01

¢ Back I et > I Cancel

4. Configure VM template.

Note: The connection to the type of host you are using with the credentials to use when accessing it have to be
defined on Desktop Delivery Controller prior to this step.
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¥enDesktop Setup

Hosts
Select the Hosts vou want to use:

[ Selecta | Yirtual machine template -
[ ] DCVDa_hosth3 55063 Wi template required. ..

(] DCVDA_SSDE2
(] DCVDA_SSD64
(] DCVDA_SSDES
(] DCVDA_SSDES
(] DCVDA_SEDET

Wi template required. ..
Wi template required...
Wi template required...
Wi termplate required...
Wi template required. ..

Wi template reguired. ..
i template reguired...

Wi template required. .. _ILI

r Set Templata... { Mote: Machings wil be evenly distibuted when multipls Hosts are selected.

< Back 1 [=E | Cancel |

5. Input Password to connect to vCenter and Select VM template you are going to use.

Note: Prior to this step, the VM templates need to be configured on each VMware datastore that will contain drives
for the streamed desktops.

| ZenDesktop Setup

i
Host template

E nter waur credentials for thiz Host,

Host: DCVDaZ WDAFST-DSKFST

| zermame:; Imqu.nethenter

oo )|

""h...._‘_‘___'_'_,.,.li""

Pazzword: I-----------

Select a template for the hogt,

YDA Z-FST trnpl

" Caticel |
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6. Click Next.

XenDesktop Setup

Hosts

Select the Hostz pou want to use;

CITRIX

EMC

[ Selectal

| irtual machine template -

[ DCvDa_S5062
[ DCvDa_S5DE4
[ DCVD&_S5DES
[ DCVD&_S5066
[ DCVDA_SSDET

[ DCYDA_hosts3_SSDE3

Wi template required...
Wi template required. ..
Wi template required. ..
Wi template required...
Wi template required. ..
Wi template required. ..

[ DCwDa, 55068 WDAT Wi template reguired...
[ DovDaz WDAFST-DSEFST WDAZ2-F5T tmpl
[ DCvDa2 WDAFS2-DSKFS2 Wi template required... s

[ s B R T P A e e s
| Set Template. . I Maote: Machines will be evenly distributed when multiple Hosts are selected.

1

< Back -'I- Cancel |

7. Select PVS device Collection.

XenDesktop Setup

Collection and vDizk
Choose a Caollection and standard-made wDigk.

Collsstiar:_

Standard-mode vDizk:
#O_MNFShezwbultools

Pr——
D& PvD FYS-HE

&0 MFS

< Back ‘. Cancel |

vmware
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8. Select XenDesktop Catalog preferences.

¥enDesktop Setup |

Catalog .
Select pour Catalog preferences. i El '

e ——

*  [Create a new catalo

™ lze an edisting catalog

b achine pets IStreamed with perzonal v@ j
g harmne: IDI:_\-"D.-'E-.E_F"—'\-"E.\

ipticr: IPVC'
Select Administrators:
Adminiztrator name |Descriptiu:un |
MLGE 3MDomain Adming Full
MLE 3 adim Full

< Back q M et > P Cancel

9. Select Virtual Machine preferences Memory and PvD size.

XenDesktop Setup [ X

¥irtual machines
Select your virtual machine preferences.

Mumber of virtual machines to create: ‘ 1014 =4
vCPUs: 1 -
Memoary: 1536MB < (1536 = HE
Local write cache disk: 3072 MB 3072 MB

Personal vDisk size: 10GB q@)
Personal vDisk drive letter: P: g =

Active Directory computer accounts:
(¢ Create new accounts

" Import existing accounts

coes |
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10. Create machine accounts in Active Directory.

XenDesktop Setup

Active Directory accountz and location
Create Active Directary accounts.

Active Directory location for computer accounts:

Damair: | ralg3.net j
YDA PYS servers ;I
- VDA PYS SOL Servers
YDA storage
o i

dLIAE
] servers \ _I
-

FRL ' el T ISP Fp,

mig3.netAditualization A Dbz

Account naming schenig: IDWD.&E-####

[os =]

DCYDAZ-0001

< Back Cancel |

11. Click Finish to complete the following:
e Create virtual machines on selected hypervisor hosts.
e Create Provisioning Services target devices in the selected collection.
e Create Active Directory computer accounts.

vmware

e Create XenDesktop machines in the assigned existing catalog or a new XenDesktop catalog.

7.5.5 Process to Create XenApp 6.5 Virtual Machines Using the Streamed VM Setup Wizard in

PVS
1. Start the XenDesktop Setup Wizard.
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) Provistoning Services Console

KL 3|EelfERN 7 Ros .
@mms«mucm Name
-‘xz?mcbcsmt) BeFam
= S
T
Properties

,\ Rebalance Devices..,
@ SetMax Transmssion Unk...

2. Click Next.

rendesktopsetwp ___________________________H|
Welcome to XenDesktop

CITRIX

KenDesktop Catalog.

Requirements:

template

EMC:

This setup allows you to create vitual machines and
Provisioning Services devices in an existing Collection, assign
a standard mode virtual disk, and add virtual desktops to a

*XenDesktop Controller with permissions for the current user
* Configured Host, or multiple Hosts configured identically
* Existing Provisioning Services device collection

* Standard-mode vDisk for the selected virtual machine [VM)

3. Connect to XenDesktop Controller.

vmware
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XenDesktop Setup

XenDezktop Controller
Enter the address of the <enDesktop Contraller pou want bo configure.

HenlDeszktop Controller address:

N )

¢ Back (I et > } Cancel |

4. Configure VM template.

Note: The connection to the type of host you are using with the credentials to use when accessing it have to be
defined on Desktop Delivery Controller prior to this step.
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XenDesktop Setup

Hozts
Select the Hosts you want to use:

| | Select 4l
4| COVDAS FST

[ | DCVDA_hoste3_S5D63
[ | DCvDa_SSDE2

[ ]DCvDa_SSDE4

[ | DCvDa_SSDES

[ | DCvDa_SSDEE

[ | DCvDa_SSDET

Yirtual machineg template
Wl template required...

Wl template required...
Wi template required...
Wi template required...
Wi template required...
Wi template required...
Wi termplate required...

[ DCvDA_S5DES WDAT
[]DCvDaZ WDAFS1-DSKFST Wl template required

-
4| | »
q Set Template. . p\lnte: Machines will be evenly distibuted when multiple Hosts are selected.

< Back [ et |

Wh template required...

Cancel |

5. Input Password to connect to vCenter and Select VM template you are going to use.

Note: Prior to this step, the VM templates need to be configured on each VMware datastore that will contain drives
for the streamed desktops.

XenDesktop Setup

Host template

Enrter pour credentials for thiz Host.

Huost: COnvDAS_F51

Uzermame: Imqu.net'w::enter

C Log On )l

FPaszward: I-----------

Select a template fior the hiozt,

C OF. I D Cancel |
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6. Click Next.

XenDesktop Setup

Hosts
Select the Hozts pau want to use;

[] Select all

| irtual machine template

[ CDVDAS_F51

(] DCVDA_host63_S5DE3
(] DCVDA_SSDE2

(] DCVDA_SSDE4

(] DCVDA_SSDES

(] DCVDA_SSDES

(] DCVDA_SSDET

o -trpl

Wi template required...
Wi template required...
Wi template required...
Wi template reguired. ..
Wi template required. ..
Wi template reguired...

[ ]DCvDa_SSDES VDA Wi template required...
[]DCvDaZ? WDAFS1-DSKFST Wi template required... -
7T o | _>|_|

| Set Template. . I Mote: Machines will be evernly distributed when multiple Hosts are selected.

< Back Cl et > } Cancel |

7. Select PVS device Collection for non-PVD Collection designated for XA and vDisk.

¥enDesktop Setup Ed |

Collechion and vDizk
Choose a Collection and standard-mode «Disk.

Collection:
ocvoas D |

Standard-mode wDizk:

< Back (I M et > I} Canicel
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8. Select XenDesktop Catalog preferences.

XenDesktop Setup

Catalog
Select pour Catalog preferences.

*  [Create a new catalo

™ lze an existing catalog

Catalog nam CADA3 =

Diescription; € IX":"J >

Select Adminiztrators:

Adminiztrator name |Des-:riptiu:un |
MLO3NDomain Adrmins Full
LG 3 adinml Full

< Back t et » } Cancel

9. Select Virtual Machine preferences.

XenDesktop Setup

Virtual machines
Select pour virtual machine preferences.

Mumber of virtual machines to create: ‘ml
vCPUs: 4 —fr =

temory: 12288 ME (12288 2 —p MB
Local wiite cache digk: 12288 ME 12288 ME

Active Directon) computer accounts;

l:ﬁ ETEEItE FIEA EICCDUI"IEE -

" Import existing accounts

< Back 'm Cancel |
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10. Create machine accounts in Active Directory.

XenDesktop Setup

Active Directory accountz and location
Create Active Directary accounts.

Active Directary location for computer accounts:

Damain: | mlg3.net j
----- VDA PVS servers il
----- WhA PYS SOL Servers
----- WDA storage

'||E:'.I"._..._.. \ d

mig3.netAfituahzation A DAz Hendpps

Account naming scheme: IDE‘H-"D.&E-X-‘E-#### IEI-EI j
|DCVDAZHADO0]

< Back " Cancel |

11. Click “Finish” to complete the following:

e Create virtual machines on selected hypervisor hosts.

e Create Provisioning Services target devices in the selected collection.

e Create Active Directory computer accounts.

e Create XenDesktop machines in the assigned existing catalog or a new XenDesktop catalog.

8 Test Setup and Configurations
In this project, we tested a single Cisco UCS B200 M3 blade in a single chassis and twenty five Cisco UCS B200 M3
blades in 4 chassis to illustrate linear scalability.
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8.1 Cisco UCS Test Configuration for Single Blade Scalability
Figure 20. Cisco UCS B200 M3 Blade Server for Single Server Scalability XenDesktop 5.6 with PVS
Write Cache on Tier 0 SSD.

Cisco UCS B200 M3 Blade Server
Single Blade XD Test Result— 155 Users

Maragament Maragement :
Sanvices Senvices Windows7 SP1 Desktops

Load Gernerator
Workload —Login VS| Pro 3.7
Legend
profike mMgmt: MS Roaming Profiles Systern Under Test

AD: Active Directory
» Blde Server for Desktop—B200 M3,

DDC: Desktop Delivery Controlier
PUS: Provsioning Server 256 GB Memory (16 & 16 GB @ 1666 MHe),
sSQL: MSsQLServer Imel E5-2690 @2.9 GH

LIC: Lizersing Server « One CECo WIC 1240 CHA
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Figure 21. Cisco UCS B200 M3 Blade Server for Single Server Scalability XenDesktop 5.6 with
Personal vDisk

Cisco UCS B200 M3 Blade Server
Single Blade XD PvD Test Result— 145 Users

Maragement  NMaragemant 5
Senvices Senvices Windows7 SP1 Desktops

m
n
l

e el
* "o LTS AL s

SxBO0 M3 in 1 Chasss Run InfrastrucureServices

. Workload Genermors |

{ v

Load Gererator
Workload —Login Vsl Pro 3.7

Legend
profile Mgmt: MS Rcaming Profiks Systern Under Test
AD: Active Directory

DOC: Desktop Delivery Controlier » Blde Server for Desktop—B200 M3,

PUS: Provsioning Server 256 GB Memory (16 & 16 GB @ 1666 MHz),
sSqQL: MSsQLServer Ime| ES-2690 @2.9GH:

LIC: Licersing Server « One CECO WIC 1240 CNA
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Figure 22. Cisco UCS B200 M3 Blade Server for Single Server Scalability XenApp 6.5 with VM-FEX

Cisco UCS B200 M3 Blade Server
Single Blade XenApp Test Result— 200 Users

Maragemant  NMaregeament
Sanvices Senvices

Windows7 SP1 Desktops

W
i -

Wor
il

Load Geremator
Workload —Login VS| Pro 3.7

Legend

profile .Mgm?: MS Roaming Profikes Systern Under Test

AD: Active DII’ECWI’V

DOC: Desktop Delivery Controller » Blbde Server for Desktop—B200 M3,

PUS: Provsioning Server 256 GB Memory (16 % 16 GB @ 1666 MHz),
sQL: MS SaLserver Imel E5-2690 @2.8 GH

LIC: Licersing Server + One CECO WIC 1240 CHA

Hardware components

e 1 X Cisco UCS B200-M3 (E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB X 16 DIMMS @ 1600
MHz) Windows 7 SP1 Virtual Desktop hosts

e 5 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory (16 GB X 8 DIMMS @ 1600 MHz)
Infrastructure Servers

e 4 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X 48 DIMMS @ 1333
MHz) Load Generators

e 1 X M81KR (Palo) Converged Network Adapter/Blade (B250 M2 and B200 M3)
e 1X VIC1240 Converged Network Adapter/Blade (B200 M3)

e 2 X Cisco Fabric Interconnect 6248UPs

e 2 X Cisco Nexus 5548UP Access Switches

e 1 X EMC VNX System storage array, two controllers, four Datamovers, 2 x dual port 8GB FC cards, 4 x dual port
10 GbE cards, 10 x 200GB Flash Drives for EMC Fast Cache, 48 x 600GB SAS drives for PVS Write Cache, 24 x
600GB SAS Drives for Infrastructure and Boot LUNs and 5 x 600GB SAS drives for hot spares
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e Cisco UCS firmware 2.1(1a)

Cisco Nexus 1000V virtual distributed switch
VMware ESXi 5.1 VDI Hosts

Citrix XenDesktop 5.6 Feature Pack 1

Citrix XenApp 6.5

Citrix Provisioning Server 6.1

Citrix User Profile Manager
Microsoft Windows 7 SP1 32 bit, 1vCPU, 1.5 GB of memory, 17 GB/VM

8.2 Cisco UCS Configuration for Cluster Tests
Figure 23. Seven Blade Cluster XenDesktop 5.6 with Provisioning Server Write-Cache on Blade SSDs

Cisco UCS B200 M3 Blade Servers
7-Blades - 1085 XD 5.6 Users Tier O Write-Cache

Maragement Maragement
Sanvices Senvices

AL SO

Windows 7 SP1 Desktops

< P 3

I’.‘** el . -—
“-Workload Generators
|| o— — |

Load Gererator
Workload —Login VS| Pro 3.7
Legend
profie mMgmt: MS Roaming Profikes Systern Under Test

AD: Active Directory
DOC: Desktop Delivery Controlker

« BBde Server for Desktop—B200 M3,

PUS: Prousioning Server 256 lss Memory (16 & 16 GB @ 1666 MHe),
saL: Ms sqLserver Ine}:£5-2000 @2,081k

LIC: Licersing Server = One CEoo VIC 1240 CNA
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Figure 24. Seven Blade Cluster XenDesktop 5.6 with Personal vDisk

Cisco UCS B200 M3 Blade Servers
7-Blades - 1015 XD 5.6 with PvD Users

M Mmoo rt
EIEE A SIeE e Windows7 SP1 Deskiops

— A —

En «  TestBlade TestBlade |
Test Blade ]

ExBO0 M3 in 1 Chasss Run InfrastrudureSerdices Test Blade

Test Blade Test Blade

Load iGenem@tor
Wrorkload —Login sl Pro 3.7

Legend -
Frofie Mgmt: M5 Roaming Profiles System Under Test
gg;iii;:e;ﬁiw controler = Blde Server for Des kiop—B200 M3,
FuS: ProvEioning Server 256 58 Memory [16 1 16 BB & 1666 MHz],
SOl MS SLSerner Irrte | B 2

= One CEOO WIC 1240 CHA

LIC: Licersing Server
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Figure 25. Eleven Blade Cluster XenApp 6.5

Cisco UCS B200 M3 Blade Servers
11-Blades - 2000 XA 6.5 Users

Maragemert  NMaregement ;
Sarnvices Sanvices Windous7 SP1 Desktops

'Test Blade | TestBlade | |
§ Test Blade_ TestBlade ;
|l Test Blade , Test Blade ,

. [ §S :
—y V" a—y

S N - e s —

: -l :

‘TéstBlade | TestBlade |
| Test Blade_ Test Blade
Test Blade

-y

Load Gererator
Workload —Login VS| Pro 3.7

LEgem » _ _

profie mMgmt: MS Roaming Profikes Systemn Under Test

AD: Active Directory

DDC: Desktop Delivery Controller ' B:;d; SeNriuerfor [:zskﬁf:ggzmxml v

PUWS: Provsioning Server B B Memory (16 @ 1666 Mtt),
Imel| E5-2690 @2.9GH:

SQL: MS SqLServer

LIC: Licemsing Server = One Ceoo VIC 1240 CHA
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8.3 Cisco UCS Configuration for Four Chassis — Twenty Five 4000 Mixed Workload Blade Test
Figure 26. Four Chassis Test Configuration-25 B200 M3 Blade Servers

Cisco UCS B200 M3 Blade Servers
25-Blade - 4000 Mixed Workload Users

REEsIDTe Matepament Windows7 SP1 Desktops

Services Sernvices
[e] [e] [e] [e]
- Vil Y

E ITestBlade TestBlade
Test Blade
Test Blade
Test Blade

, DU

= y—-f:—:_‘.-.:—

f wo— s o
2" Workload Generators< §
— .

Vo v—t

Test Blade
Test Blade TestBlade J

Jest Blade Test Blade

Load Generator § Test Blade Test Blade .
Workload —Login VS| Pro 3.7 -
Legend § 5 0
profie Mgmt: MS Roaming Profiles Systern Under Test

AD: Active Directory

DDC: Desktop Delive ry Controlier « Blbde Serverfor Desktop—B200 M3,

PUS: Provkioning Server 256 IGB Memory (16 & 16 GB @ 1666 MH),
sSaQL: MS sQLServer Imel ES-2690 @2.9 GH2
LIC: Licersing Server = One CECo VIC 1240 CNA

Hardware Components:

e 25 X Cisco UCS B200-M032 (E5-2690 @ 2.9 GHz) blade server with 256GB of memory (16 GB X 16 DIMMS @
1600 MHz) Windows 7 SP1 Virtual Desktop hosts

e 5 X Cisco UCS B200-M3 (E5-2665) blade servers with 128 GB of memory (16 GB X 8 DIMMS @ 1600 MHz)
Infrastructure Servers

e 24 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of memory (4 GB X 48 DIMMS @ 1333
MHz) Load Generators

e 1 X M81KR (Palo) Converged Network Adapter/Blade (B250 M2 and B200 M3)
e 1X VIC1240 Converged Network Adapter/Blade (B200 M3)

e 2 X Cisco Fabric Interconnect 6248UPs

e 2 X Cisco Nexus 5548UP Access Switches

e 1 X EMC VNX System storage array, two controllers, four Datamovers, 2 x dual port 8GB FC cards, 4 x dual port
10 GbE cards, 10 x 200GB Flash Drives for EMC Fast Cache, 48 x 600GB SAS drives for PVS Write Cache, 24 x
600GB SAS Drives for Infrastructure and Boot LUNs and 5 x 600GB SAS drives for hot spares
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e Cisco UCS firmware 2.0(4a)

e Cisco Nexus 1000V virtual distributed switch

e VMware ESXi 5.0 Update 1 for VDI Hosts

e Citrix XenDesktop 5.6 Feature Pack 1

e Citrix XenApp 6.5

o Citrix Provisioning Server 6.1

e Citrix User Profile Manager

¢ Microsoft Windows 7 SP1 32 bit, 1vCPU, 1.5 GB of memory, 17 GB/VM

8.4 Testing Methodology and Success Criteria
All validation testing was conducted on-site within the Cisco Labs in San Jose, CA.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during the
desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload execution
(also referred to as steady state), and user logoff for the Hosted VDI model under test.

Test metrics were gathered from the hypervisor, virtual desktop, storage, and load generation software to assess the
overall success of an individual test cycle. Each test cycle was not considered passing unless all of the planned test
users completed the ramp-up and steady state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were found to
be relatively consistent from one test to the next.

8.4.1 Load Generation

Within each test environment, load generators were utilized to put demand on the system to simulate multiple users
accessing the View 5.1 environment and executing a typical end-user workflow. To generate load within the
environment, an auxiliary software application was required to generate the end user connection to the View
environment, to provide unique user credentials, to initiate the workload, and to evaluate the end user experience.

In the Hosted VDI test environment, sessions launchers were used simulate multiple users making a direct connection
to View 5.1 via a VMware PCOIP protocol connection.

8.4.2 User Workload Simulation - LoginVSI From Login VSI Inc.

One of the most critical factors of validating a desktop virtualization deployment is identifying a real-world user
workload that is easy for customers to replicate and standardized across platforms to allow customers to realistically
test the impact of a variety of worker tasks. To accurately represent a real-world user workload, a third-party tool
from Login VSI Inc was used throughout the Hosted VDI testing.

The tool has the benefit of taking measurements of the in-session response time, providing an objective way to
measure the expected user experience for individual desktop throughout large scale testing, including login storms.

The Login Virtual Session Indexer (Login VSI Inc’ Login VSI 3.7) methodology, designed for benchmarking Server Based
Computing (SBC) and Virtual Desktop Infrastructure (VDI) environments is completely platform and protocol
independent and hence allows customers to easily replicate the testing results in their environment. Note: In this
testing, we utilized the tool to benchmark our VDI environment only.
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Login VSI calculates an index based on the amount of simultaneous sessions that can be run on a single machine.

Login VSI simulates a medium workload user (also known as knowledge worker) running generic applications such as:
Microsoft Office 2007 or 2010, Internet Explorer 8 including a Flash video applet and Adobe Acrobat Reader (Note:
For the purposes of this test, applications were installed locally, not streamed by ThinApp).

Like real users, the scripted Login VSI session will leave multiple applications open at the same time. The medium
workload is the default workload in Login VSI and was used for this testing. This workload emulated a medium
knowledge working using Office, IE, printing and PDF viewing.

e When a session has been started the medium workload will repeat every 12 minutes.
e During each loop the response time is measured every 2 minutes.

e The medium workload opens up to 5 apps simultaneously.

e The type rate is 160ms for each character.

e Approximately 2 minutes of idle time is included to simulate real-world users.

Each loop will open and use:

e Outlook 2007/2010, browse 10 messages.

e Internet Explorer, one instance is left open (BBC.co.uk), one instance is browsed to Wired.com,
Lonelyplanet.com and heavy

e 480 p Flash application gettheglass.com.

e Word 2007/2010, one instance to measure response time, one instance to review and edit document.

e Bullzip PDF Printer & Acrobat Reader, the word document is printed and reviewed to PDF.

e Excel 2007/2010, a very large randomized sheet is opened.

e PowerPoint 2007/2010, a presentation is reviewed and edited.

e 7-zip: using the command line version the output of the session is zipped.

A graphical representation of the medium workload is shown below.
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You can obtain additional information and a free test license from http://www.loginvsi.com.

8.4.3 Testing Procedure
The following protocol was used for each test cycle in this study to insure consistent results.

8.4.3.1 Pre-Test Setup for Single and Multi-Blade Testing
All virtual machines were shut down utilizing the View Administrator and vCenter.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the required
number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.

All VMware ESXi 5.0 VDI host blades to be tested were restarted prior to each test cycle.
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8.4.3.2 Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as Ramp Up,
to complete in 30 minutes. Additionally, we require all sessions started, whether 195 single server users or 600 full
scale test users to become active within 2 minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Parallel Launching method is used for all single server and scale testing.
This assures that our tests represent real-world scenarios. (Note: The Login VSI Sequential Launching method allows
the CPU, storage and network components to rest between each logins. This does not produce results that are
consistent with the real-world scenarios that our Customers run in.)

For each of the three consecutive runs on single server (195 User) and 4 and 5 server (500 and 600 User) tests, the
same process was followed:
1. Time 0:00:00 Started ESXTOP Logging on the following systems:
i. VDI Host Blades used in test run

ii. DDCs used intest run

iii. Profile Server(s) used in test run

iv. SQL Server(s) used in test run

v. 3 Launcher VMs

2. Time 0:00:10 Started EMC Basic Performance Logging on SPs

3. Time 0:00:15 Started EMC NFS Performance Logging on Datamovers (Unmanaged NFS Variant Only)
4. Time 0:05 Take 195, 500 or 600 desktops out of maintenance mode on View Administrator

5. Time 0:06 First machines boot

6. Time 0:26 195, 500 or 600 desktops booted on 1 or 5 servers

7. Time 0:28 195, 500 or 600 desktops available on 1 or 5 servers

8. Time 1:28 Start Login VSI 3.6 Test with 195, 500 or 600 desktops utilizing 7, 17 or 20 Launchers
9. Time 1:58 195, 500 or 600 sessions launched

10. Time 2:00 195, 500 or 600 sessions active

11. Time 2:15 Login VSI Test Ends

12. Time 2:30 195, 500 or 600 sessions logged off

13. Time 2:35 All logging terminated

8.4.4 Success Criteria

There were multiple metrics that were captured during each test run, but the success criteria for considering a single
test run as pass or fail was based on the key metric, VSImax. The Login VSImax evaluates the user response time
during increasing user load and assesses the successful start-to-finish execution of all the initiated virtual desktop
sessions.

8.4.4.1 Login VSImax

VSImax represents the maximum number of users the environment can handle before serious performance
degradation occurs. VSImax is calculated based on the response times of individual users as indicated during the
workload execution. The user response time has a threshold of 4000ms and all users response times are expected to
be less than 4000ms in order to assume that the user interaction with the virtual desktop is at a functional level.
VSImax is reached when the response times reaches or exceeds 4000ms for 6 consecutive occurrences. If VSImax is
reached, that indicates the point at which the user experience has significantly degraded. The response time is
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generally an indicator of the host CPU resources, but this specific method of analyzing the user experience provides
an objective method of comparison that can be aligned to host CPU performance.

Note: In the prior version of Login VSI, the threshold for response time was 2000ms. The workloads and the analysis
have been upgraded in Login VSI 3 to make the testing more aligned to real-world use. In the medium workload in
Login VSI 3.0, a CPU intensive 480p flash movie is incorporated in each test loop. In general, the redesigned workload
would result in an approximate 20% decrease in the number of users passing the test versus Login VSI 2.0 on the
same server and storage hardware.

8.4.4.2 Calculating VSIMax

Typically the desktop workload is scripted in a 12-14 minute loop when a simulated Login VSI user is logged on. After
the loop is finished it will restart automatically. Within each loop the response times of seven specific operations is
measured in a regular interval: six times in within each loop. The response times if these seven operations are used to
establish VSImax.

The seven operations from which the response times are measured are:

e Copy new document from the document pool in the home drive
o This operation will refresh a new document to be used for measuring the response time. This activity
is mostly a file-system operation.
e Starting Microsoft Word with a document
o This operation will measure the responsiveness of the Operating System and the file system.
Microsoft Word is started and loaded into memory, also the new document is automatically loaded
into Microsoft Word. When the disk I/O is extensive or even saturated, this will impact the file open
dialogue considerably.
e Starting the “File Open” dialogue
o This operation is handled for small part by Word and a large part by the operating system. The file
open dialogue uses generic subsystems and interface components of the OS. The OS provides the
contents of this dialogue.
e Starting “Notepad”
o This operation is handled by the OS (loading and initiating notepad.exe) and by the Notepad.exe itself
through execution. This operation seems instant from an end-user’s point of view.
e Starting the “Print” dialogue
o This operation is handled for a large part by the OS subsystems, as the print dialogue is provided by
the OS. This dialogue loads the print-subsystem and the drivers of the selected printer. As a result,
this dialogue is also dependent on disk performance.
e Starting the “Search and Replace” dialogue \
o This operation is handled within the application completely; the presentation of the dialogue is
almost instant. Serious bottlenecks on application level will impact the speed of this dialogue.
e Compress the document into a zip file with 7-zip command line
o This operation is handled by the command line version of 7-zip. The compression will very briefly
spike CPU and disk I/0.

These measured operations with Login VSI do hit considerably different subsystems such as CPU (user and kernel),
Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are specifically short by
nature. When such operations are consistently long: the system is saturated because of excessive queuing on any
kind of resource. As a result, the average response times will then escalate. This effect is clearly visible to end-users.
When such operations consistently consume multiple seconds the user will regard the system as slow and
unresponsive.
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With Login VSI 3.0 and later it is now possible to choose between ‘VSImax Classic’ and 'VSImax Dynamic’ results
analysis. For these tests, we utilized VSImax Dynamic analysis.

8.4.4.3 VSIMax Dynamic

VSImax Dynamic is calculated when the response times are consistently above a certain threshold. However, this
threshold is now dynamically calculated on the Dbaseline response time of the test.

Five individual measurements are weighted to better support this approach:

e Copy new doc from the document pool in the home drive: 100%

e  Microsoft Word with a document: 33.3%

e Starting the “File Open” dialogue: 100%

e Starting “Notepad”: 300%

e Starting the “Print” dialogue: 200%

e Starting the “Search and Replace” dialogue: 400%

e Compress the document into a zip file with 7-zip command line 200%

A sample of the VSImax Dynamic response time calculation is displayed below:

Activity (RowName) Result {ms) Weight (%) Weighted Result (ms)
Refresh document (RFS) 160 100% 160

Start Word with new doc (LOAD) 1400 33.3% 467

File Open Dialogue (OPEN) 350 100% 350

Start Notepad (NOTEPAD) 50 300% 150

Print Dialogue (PRINT) 220 200% 440

Replace Dialogue (FIND]} 10 400% 40

Zip documents (ZIP) 130 200% 230

V5Imax Dynamic Response Time 1837

Then the average VSImax response time is calculated based on the amount of active Login VSI users logged on to the
system. For this the average VSImax response times need to consistently higher than a dynamically calculated
threshold.

To determine this dynamic threshold, first the average baseline response time is calculated. This is done by averaging
the baseline response time of the first 15 Login VSI users on the system.

The formula for the dynamic threshold is: Avg. Baseline Response Time x 125% + 3000. As a result, when the baseline
response time is 1800, the VSImax threshold will now be 1800 x 125% + 3000 = 5250ms.

Especially when application virtualization is used, the baseline response time can wildly vary per vendor and
streaming strategy. Therefore it is recommend to use VSImax Dynamic when comparisons are made with application
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virtualization or anti-virus agents. The resulting VSImax Dynamic scores are aligned again with saturation on a CPU,
Memory or Disk level, also when the baseline response time are relatively high.

8.4.4.5 Determining VSIMax
The Login VSI analyzer will automatically identify the “VSImax”. In the example below the VSImax is 98. The analyzer
will automatically determine “stuck sessions” and correct the final VSImax score.

e Vertical axis: Response Time in milliseconds
e Horizontal axis: Total Active Sessions

Figure 27. Sample Login VSI Analyzer Graphic Output

20000 = Minimum Response
Average Response

= Maximum Response

= VSl Index Average

15000

10000

5000

e Red line: Maximum Response (worst response time of an individual measurement within a single session)
e Orange line: Average Response Time within for each level of active sessions

e Blue line: the VSImax average.

e Green line: Minimum Response (best response time of an individual measurement within a single session)

In our tests, the total number of users in the test run had to login, become active and run at least one test loop and
log out automatically without reaching the VSImax to be considered a success.

Note: We discovered a technical issue with the VSIMax dynamic calculation in our testing on Cisco B230 M2 blades
where the VSIMax Dynamic was not reached during extreme conditions. Working with Login VSI Inc, we devised a
methodology to validate the testing without reaching VSIMax Dynamic until such time as a new calculation is
available.

Our Login VSI “pass” criteria, accepted by Login VSI Inc for this testing follows:

a) Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by CPU
utilization, Memory utilization, Storage utilization and Network utilization.

b)  We will use Login VSI to launch version 3.6 medium workloads, including flash.

c) Number of Launched Sessions must equal Active Sessions within two minutes of the last session launched in a
test.

d) The View Administrator will be monitored throughout the steady state to insure that:
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1)  All running sessions report In Use throughout the steady state
2) No sessions move to Agent unreachable or Disconnected state at any time during Steady
State
e)  Within 20 minutes of the end of the test, all sessions on all Launchers must have logged out automatically and
the Login VSI Agent must have shut down.
5) We will publish our CVD with our recommendation following the process above and will note that we did not
reach a VSIMax dynamic in our testing due to a technical issue with the analyzer formula that calculates VSIMax.

9 Citrix XenDesktop 5.6 Hosted VM and Citrix XenApp 6.5 Shared Hosted Desktop
Mixed Workload on Cisco UCS B200 M3 Blades, EMC VNX7500 and VMware ESXi
5.1 Test Results

The purpose of this testing is to provide the data needed to validate Citrix XenDesktop 5.6 FP1 Hosted VM, Hosted
VM with Personal vDisk and Citrix XenApp 6.5 Shared Hosted Desktop models and Citrix Provisioning Services 6.1

using ESXi 5.1 and vCenter 5.1 to virtualize Microsoft Windows 7 SP1 desktops and Microsoft 2008R2 Windows
Servers on Cisco UCS B200 M3 Blade Servers using a EMC VNX 7500 storage system.

The information contained in this section provides data points that a customer may reference in designing their own
implementations. These validation results are an example of what is possible under the specific environment
conditions outlined here, and do not represent the full characterization of XenDesktop with VMware vSphere.

Two test sequences, each containing three consecutive test runs generating the same result, were performed to
establish single blade performance and multi-blade, linear scalability.

One series of stress tests on a single blade server was conducted to establish the official Login VSI Max Score.

To reach the Login VSI Max with XenDesktop 5.6 Hosted VM, we ran 200 Medium with flash Windows 7 SP1 sessions
on a single blade. The consistent Login VSI score was achieved on three consecutive runs and is shown below.

Figure 28. Login VSI Max Reached: 177 Users XenDesktop 5.6 Hosted VDI with PVS write-cache on
SSD
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To reach the Login VSI Max with XenDesktop 5.6 Hosted VM with Personal vDisk, we ran 180 Medium with flash

Windows 7 SP1 sessions on a single blade. The consistent Login VS| score was achieved on three consecutive runs and
is shown below.

Figure 29. Login VSI Max Reached: 158 Users XenDesktop 5.6 with Personal vDisk
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To reach the Login VSI Max with Citrix XenApp 6.5 Shared Hosted Desktop, we ran 200 Medium with flash Windows 7

SP1 sessions on a single blade hosting 8 XenApp Virtual Machines. The consistent Login VSI score was achieved on
three consecutive runs and is shown below.
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Figure 30. Login VSI Max Reached: 180 Users XenApp 6.5 without Cisco VM-FEX

o Fle Chart Window
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To reach the Login VSI Max with Citrix XenApp 6.5 Shared Hosted Desktop (VM FEX), we ran 248 Medium with flash
Windows 7 SP1 sessions on a single blade hosting 8 XenApp Virtual Machines. The consistent Login VSI score was
achieved on three consecutive runs and is shown below.

Figure 31. Login VSI Max Reached: 220 Users XenApp 6.5 with Cisco VM-FEX
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9.1 Cisco UCS Test Configuration for Single-Server Scalability Test Results

The primary success criteria used to validate the overall success of the test cycle is an output chart from Login
Consultants’ VSI Analyzer Professional Edition, VSIMax Dynamic for the Medium workload (with Flash.) that
calculates VSIMax. See Section 8.3.4.5 Determining VSIMax for a discussion of this issue.

We ran the single server test at approximately 9% lower user density than indicated by the Login VSIMax to achieve a
successful pass of the test with server hardware performance in a realistic range.
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Given adequate storage capability, the CPU utilization determined the maximum recommended VM density per blade

for the single server scalability testing.

9.1.1 Pooled XenDesktop 5.6 Hosted VM with Tier 0 (SSD) Storage
This section details the results from the XenDesktop 5.6 Hosted VM single blade server validation testing.

We also present performance information on key infrastructure virtual machines with the tested blade data.
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Figure 32. XenDesktop Controller
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Figure 33. XenDesktop Controller
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9.1.2 Citrix XenDesktop 5.6 Hosted VM with Personal vDisk
This section details the results from the XenDesktop 5.6 Hosted VM with Personal vDisk single blade server validation

testing.

vmware

We also present performance information on key infrastructure virtual machines with the tested blade data.
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Figure 40. XenDesktop Controller
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Figure 46. Provisioning Services
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Figure 47. Provisioning Services
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9.1.3 Citrix XenApp 6.5 Shared Hosted Desktop
This section details the results from the XenApp 6.5 Shared Hosted Desktop single blade server hosting 8 XenApp

Virtual Machines streamed by 3 Provisioning servers validation testing.
We also present performance information on key infrastructure virtual machines with the tested blade data.

Note: Boot storm data is not provided due to the size of the Virtual Machines being hosted.
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Figure 51. Provisioning Services
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9.1.4 Citrix XenApp 6.5 Shared Hosted Desktop (VM-FEX)
This section details the results from the XenApp 6.5 Shared Hosted Desktop single blade server with VM-FEX hosting

8 XenApp Virtual Machines streamed by 3 Provisioning servers validation testing.
We also present performance information on key infrastructure virtual machines with the tested blade data.

Note: Boot storm data is not provided due to the size of the Virtual Machines being hosted.
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Figure 58. XenApp Server
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Figure 59. XenApp Server
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9.2 Cisco UCS Test Configuration for Single Cluster Scalability Test Results

This section details the results from the XenDesktop 5.6 Hosted VM on Tier 0 (SSD) Storage, XenDesktop 5.6 Hosted
VM with Personal vDisk, and XenApp 6.5 Shared Hosted Desktop with VM-FEX individual cluster validation testing. It
demonstrates linear scalability for the system. The primary success criteria used to validate the overall success of the
test cycle is an output chart from Login Consultants’ VSI Analyzer Professional Edition, VSIMax Dynamic for the
Medium workload (with Flash).
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9.2.1 Pooled XenDesktop 5.6 Hosted VM with Tier 0 (SSD) Storage
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco UCS B200-M3
Blade during the seven blade, 1085 User test.
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Figure 60. XenDesktop Controller
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Figure 61.

Network Interface -- Bytes Sent/sec -- vmxnet3
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Figure 62. XenDesktop Controller
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Figure 63. XenDesktop Controller
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Figure 64. Prov
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Figure 66. Prov
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9.2.2 Citrix XenDesktop 5.6 Shared Hosted Desktop with Personal vDisk
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco UCS B200-M3
Blade during the seven blade, 1015 User test.
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Figure 69. EMC VNX7500 NFS Write Operations Per Second
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Figure 71.
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Figure 72. XenDesktop Controller

Network Interface -- Bytes Sent/sec -- vmxnet3

Ethernet Adapter

180000
160000

140000

120000
100000

80000
60000
40000
20000

Wd ¥5 el ¢
Wd 02:0F ¢
Wd 9 2€C
Wd €T:5¢'¢
Nd 8 2e'e
Nd #0:0€€
Wd 0€:£8°¢
Nd 95 ¥ c
Wd TZ:eee
Wd /76T ¢
Wd €T LT ¢
Nd 6€:FTC
Nd 50: T ¢
Nd TE 60
Nd £5°90'¢
Wd €270
Nd 6F:T0' ¢
Nd 9T:65:¢
Nd TF:95:¢
Wd £0:¥5° €
Nd €€ 15 ¢
Nd 65:8F:¢
Wd 52:9F: ¢
Nd TS €F ¢
Wd LT TF €
Nd €F:8¢: ¢
Nd 60:9¢:¢



vmware

EMC:

_Total

CITRIX

Processor -- % Processor Time --

CIsCO
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Figure 74. XenDesktop Controller
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Figure 76. Prov
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9.2.3 Citrix XenApp 6.5 Shared Hosted Desktop
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco UCS B200-M3
Blade during the eleven blade, 2000 User test.
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The following graphs detail performance of the EMC VNX 7500 during the test run.
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Figure 79. EMC VNX7500 Storage Processor Total IOPS
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Figure 80. EMC VNX7500 NFS Read Operations Per Second
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Figure 86. XenApp Server
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Figure 87. XenApp Server
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Figure 88. XenApp Server
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Figure 89. XenApp Server
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9.3 Cisco UCS Test Configuration for 4100 Desktop Mixed Workload Scalability Test Results

This section details the results from the XenDesktop 5.6 Hosted VM on Tier 0 (SSD) Storage, XenDesktop 5.6 Hosted
VM with Personal vDisk, and XenApp 6.5 Shared Hosted Desktop with VM-FEX 4100 user validation testing. It
demonstrates linear scalability for the system. The primary success criteria used to validate the overall success of the
test cycle is an output chart from Login Consultants’ VSI Analyzer Professional Edition, VSIMax Dynamic for the
Medium workload (with Flash).

We ran the multi-server test with 3 different user density based on based on VDI type N+1 fault tolerance on a cluster
basis to achieve a successful pass of the test with server hardware performance in a realistic range. Given adequate
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storage capability, the CPU utilization determined the maximum recommended VM density per blade for the 4100
user environment.

We also present performance information on key infrastructure virtual machines with the tested blade data.

Figure 90. 4100 Desktop Sessions on VMWare ESXi 5.1
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The following graphs detail CPU, Memory, Disk and Network performance on a representative Cisco UCS B200-M3
Blade during the twenty-five blade, 4100 User test. (Representative results for all blades in every of the vCenter
clusters can be found in Appendix C).

Figure 91. DC-VDAT1 ESXi 5.1 server
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Figure 92. DC-VDAT1 ESXi 5.1 Server
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Figure 93. DC-VDAT1 ESXi 5.1 server
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Figure 94. DC-VDA2 ESXi 5.1 server
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Figure 95. DC-VDA2 ESXi 5.1 server
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97. DC-VDAS3 ESXi 5.1 server
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Figure 98. DC-VDAS3 ESXi 5.1 server
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Figure 99. DC-VDAS3 ESXi 5.1 server
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The following graphs detail performance of the EMC VNX 7500 during the full scale test run.
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Figure 102.EMC VNX7500 Storage Processor Total IOPS
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Figure 103.XenDesktop Controller
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Figure 104.XenDesktop Controller
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Figure 105.XenDesktop Controller
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Figure 106.XenDesktop Controller
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Figure 107.Desktop Provisioning Services

Network Interface -- Bytes Received/sec --
vmxnet3 Ethernet Adapter

500000
450000
400000
350000
300000
250000
200000
150000
100000
50000
0

11:45:36 AM
12:00:00 PM
12:14:24PM
12:28:48PM
12:43:12 PM
12:57:36 PM

1:12:00 PM



Iy @ : :
CISCO CITRIX EMC vmware

Figure 108.Desktop Provisioning Services
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Figure 109.Desktop Provisioning Services
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Figure 110.Desktop Provisioning Services
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Figure 111.XenApp Provisioning Services
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Figure 112.XenApp Provisioning Services
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Figure 113.XenApp Provisioning Services
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Figure 114.XenApp Provisioning Services
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Figure 115.XenApp Server
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Figure 116.XenApp Server
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Figure 117.XenApp Server
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Figure 118.XenApp Server
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10 Scalability Considerations and Guidelines
There are many factors to consider when you begin to scale beyond 5000 User, six chassis, 39 VDI host server

configuration, which this reference architecture has successfully tested. In this section we give guidance to scale
beyond the 5000 user system.

10.1 Cisco UCS System Configuration
As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as tested.

e (Cisco UCS 2.0 management software supports up to 20 chassis within a single Cisco UCS domain on our
second generation Cisco UCS Fabric Interconnect 6248 and 6296 models. Our single Cisco UCS domain can
grow to 160 blades.

e With Cisco UCS 2.1 management software, released late in November 2012, each Cisco UCS 2.1 Management
domain is extensibly manageable by Cisco UCS Central, our new manager of managers, vastly increasing the
reach of the UCS system.

e As scale grows, the value of the combined Cisco UCS fabric, Nexus physical switches and Nexus virtual
switches increases dramatically to define the Quality of Services required to deliver excellent end user
experience 100% of the time.

e To accommodate the Cisco Nexus 5500 upstream connectivity in the way we describe in the LAN and SAN
Configuration section, we need four Ethernet uplinks and two Fibre Channel uplinks to be configured on the
Cisco UCS Fabric interconnect. And based on the number of uplinks from each chassis, we can calculate
number of desktops can be hosted in a single Cisco UCS domain. Assuming eight links per chassis, four to
each 6248, scaling beyond 10 chassis would require a pair of Cisco UCS 6296 fabric interconnects. A 20,000
virtual desktop building block, with its support infrastructure services can be built out of the RA described in
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this study with eight links per chassis and 20 Cisco UCS chassis comprised of seven Cisco UCS B230 M2 and
one Cisco UCS B200 M3 blades servers in each chassis.

Of course, the backend storage has to be scaled accordingly, based on the IOP considerations as described in the
NetApp scaling section. Please refer the NetApp section that follows this one for scalability guidelines.

10.2 Citrix XenDesktop 5.6 Hosted VDI

XenDesktop environments can scale to large numbers. When implementing Citrix XenDesktop hosted VDI
considerations include but not limited to:

o Types of Storage in your environment

o Types of desktops that will be deployed

Data protection requirements

For Citrix Provisioning Server pooled desktops write cache size and placement

These and other various aspects of scalability considerations described in greater detail in “XenDesktop - Modular
Reference Architecture” document and should be a part of any VDI design.

Designing and deploying our test environment we followed best practices whenever possible.
The following are in particular worth mentioning here.

Citrix always recommends using N+1 schema for VDI servers, to accommodate resiliency. In our test environment,
this was applied to all infrastructure servers.

All Provisioning Server Network Adapters were configured to have a static IP and management and streaming traffic
was separated between different Network adapters.

All the PVS services to start as: Automatic (Delayed Start).

We used the XenDesktop Setup Wizard in PVS. Wizard does an excellent job of creating the desktops automatically
and it's possible to run multiple instances of the wizard provided the deployed desktops are placed in different
catalogs and have different naming conventions.

To run wizard at a minimum you need to install the Provisioning Server, the XenDesktop Controller, and configure
hosts, as well as create VM templates on all datastores were desktops will be deployed.

10.3 EMC VNX Storage Guidelines for Citrix XenDesktop Provisioned Virtual Machines

Sizing VNX storage system to meet virtual desktop IOPS requirement is a complicated process. When an 1/O reaches
the VNX storage, it is served by several components such as Data Mover (NFS), backend dynamic random access
memory (DRAM) cache, FAST Cache, and disks. To reduce the complexity, EMC recommends using a building block
approach to scale to thousands of virtual desktops.

For more information on storage sizing guidelines to implement virtual desktop infrastructure in VNX unified storage
systems, refer to the EMC white paper “Sizing EMC VNX Series for VDI workload — An Architectural Guideline”.

10.4 VMware ESXi 5 Guidelines for Virtual Desktop Infrastructure

In our test environment two adjustments were performed to support our scale:
e The amount of memory configured for the Tomcat Maximum memory pool was increased to 3072.
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e The cost threshold for parallelism was increased to 15.
For detailed information, refer to the VMware documentation sited in References section of this document.

11 References
This section provides links to additional information for each partner’s solution component of this document.

11.1 Cisco Reference Documents

Third-Generation Fabric Computing: The Power of Unification webcast replay
http://tools.cisco.com/gems/cust/customerSite.do?METHOD=W&LANGUAGE |ID=E&PRIORITY CODE=215011 15&SE
MINAR CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTRY_SITE=us&POSITION=banner&REFERRING SITE=go+
unified+computing& CREATIVE=carousel+banner+event+replay

Cisco Unified Computing System Manager Home Page
http://www.cisco.com/en/US/products/ps10281/index.html

Cisco UCS C220 M3 Rack Server Resources
http://www.cisco.com/en/US/partner/products/ps12369/index.html

Cisco UCS 6200 Series Fabric Interconnects
http://www.cisco.com/en/US/partner/products/ps11544/index.html

Cisco Nexus 2232PP 10GE Fabric Extender
http://www.cisco.com/en/US/partner/products/ps10784/index.html

Cisco Nexus 5500 Series Switches Resources
http://www.cisco.com/en/US/products/ps9670/index.html

Download Software for UCS C220 M3 Rack Server
http://software.cisco.com/download/type.htm|?mdfid=284296253&i=rs

Download Cisco UCS Manager and Blade Software Version 2.0(4d)
http://software.cisco.com/download/release.html|?mdfid=283612660&softwareid=283655658&release=1.4(4k)&reli
nd=AVAILABLE&rellifecycle=&reltype=latest

Download Cisco UCS Central Software Version 1.0(1a)
http://software.cisco.com/download/cart.htm|?imageGuld=8CAAAD77B3A1DB35B157BE84ED109A4703849F53&i=rs

11.2 Citrix Reference Documents
Product Documentation - http://support.citrix.com/proddocs/topic/infocenter/ic-how-to-use.html

11.2.1 XenDesktop 5.6
Modular Reference Architecture - http://support.citrix.com/article/CTX133162



http://tools.cisco.com/gems/cust/customerSite.do?METHOD=W&LANGUAGE_ID=E&PRIORITY_CODE=215011_15&SEMINAR_CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTRY_SITE=us&POSITION=banner&REFERRING_SITE=go+unified+computing&CREATIVE=carousel+banner+event+replay
http://tools.cisco.com/gems/cust/customerSite.do?METHOD=W&LANGUAGE_ID=E&PRIORITY_CODE=215011_15&SEMINAR_CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTRY_SITE=us&POSITION=banner&REFERRING_SITE=go+unified+computing&CREATIVE=carousel+banner+event+replay
http://tools.cisco.com/gems/cust/customerSite.do?METHOD=W&LANGUAGE_ID=E&PRIORITY_CODE=215011_15&SEMINAR_CODE=S15897&CAMPAIGN=UCS+Momentum&COUNTRY_SITE=us&POSITION=banner&REFERRING_SITE=go+unified+computing&CREATIVE=carousel+banner+event+replay
http://www.cisco.com/en/US/products/ps10281/index.html
http://www.cisco.com/en/US/partner/products/ps12369/index.html
http://www.cisco.com/en/US/partner/products/ps11544/index.html
http://www.cisco.com/en/US/partner/products/ps10784/index.html
http://www.cisco.com/en/US/products/ps9670/index.html
http://software.cisco.com/download/type.html?mdfid=284296253&i=rs
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&release=1.4(4k)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&release=1.4(4k)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://software.cisco.com/download/cart.html?imageGuId=8CAAAD77B3A1DB35B157BE84ED109A4703849F53&i=rs
http://support.citrix.com/proddocs/topic/infocenter/ic-how-to-use.html
http://support.citrix.com/article/CTX133162

at]van], . ; 2
CISCO CITRIX EMC vmware

11.2.3 XenApp 6.5
Hotfix Rollup Pack 1 for Citrix XenApp 6.5 for Microsoft Windows Server 2008 R2 -

http://support.citrix.com/article/CTX132122

11.2.4 Provisioning Services 6.1
e Hotfixes
— CPVS61EQ01 - http://support.citrix.com/article/CTX133149

— CPVS61EQ02 - http://support.citrix.com/article/CTX133500
— CPVS61EQ03 - http://support.citrix.com/article/CTX133349
— CPVS61EQ004 - http://support.citrix.com/article/CTX133516
— CPVS61EQOQS5 - http://support.citrix.com/article/CTX133518
— CPVS61EQ06 - http://support.citrix.com/article/CTX133707
— CPVS61E007 - http://support.citrix.com/article/CTX133811
— CPVS61EQ08 - http://support.citrix.com/article/CTX135769
— CPVS61E009 - http://support.citrix.com/article/CTX133998
— CPVS61E010 - http://support.citrix.com/article/CTX134071
— CPVS61E011 - http://support.citrix.com/article/CTX134519
— CPVS61E014 - http://support.citrix.com/article/CTX134611
— CPVS61EQ15 - http://support.citrix.com/article/CTX134721

e Description of Address Resolution Protocol (ARP) caching behavior in Windows Vista TCP/IP implementations -
http://support.microsoft.com/kb/949589

11.2.5 Citrix User Profile Manager
UPM settings for XenDesktop - http://support.citrix.com/proddocs/topic/user-profile-manager-sou/upm-plan-

decide-wrapper.html

11.3 EMC Reference Documents

e Sizing EMC VNX Series for VDI Workload — An Architectural Guideline

e EMC VSPEX End-User Computing, Citrix XenDesktop 5.6, VMware vSphere 5.1 for up to 2,000 Virtual
Desktops Enabled by EMC VNX and EMC Next-Generation Backup—Proven Infrastructure

e EMC VSPEX End-User Computing, Citrix XenDesktop 5.6, VMware vSphere 5.1 for up to 250 Virtual Desktops
Enabled by EMC VNXe and EMC Next-Generation Backup—Proven Infrastructure

e EMC Infrastructure for Citrix XenDesktop 5.6, EMC VNX Series (NFS), VMware vSphere 5.0, Citrix XenDesktop
5.6, and Citrix Profile Manager 4.1—Reference Architecture


http://support.citrix.com/article/CTX132122
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EMC Infrastructure for Citrix XenDesktop 5.6, EMC VNX Series (NFS), VMware vSphere 5.0, Citrix XenDesktop
5.6, and Citrix Profile Manager 4.1—Proven Solutions Guide

EMC Infrastructure for Citrix XenDesktop 5.5 (PVS), EMC VNX Series (NFS), Cisco UCS, Citrix XenDesktop 5.5
(PVS), Citrix XenApp 6.5, and XenServer 6—Reference Architecture

EMC Infrastructure for Citrix XenDesktop 5.5 (PVS), EMC VNX Series (NFS), Cisco UCS, Citrix XenDesktop 5.5
(PVS), Citrix XenApp 6.5, and XenServer 6—Proven Solution Guide

EMC Infrastructure for Citrix XenDesktop 5.5, EMC VNX Series (NFS), Cisco UCS, Citrix XenDesktop 5.5, Citrix
XenApp 6.5, and XenServer 6—Reference Architecture

EMC Infrastructure for Citrix XenDesktop 5.5, EMC VNX Series (NFS), Cisco UCS, Citrix XenDesktop 5.5, Citrix
XenApp 6.5, and XenServer 6—Proven Solution Guide

11.4 VMware Reference Documents

Accessing a vCenter Server using Web access or vSphere Client fails with an SSL certificate error:
http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=1021
514

VMware vSphere ESXi and vCenter Server 5 Documentation:
http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=1021
514

VMware  vCenter Management  Webservices features do not function  properly: -

http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=1039
180

VMware® vCenter Server™ 5.1 Database Performance Improvements and Best Practices for Large-Scale
Environments: - http://www.vmware.com/files/pdf/techpaper/VMware-vCenter-DBPerfBestPractices.pdf
Performance Best Practices for VMware vSphere™ 5.0: -
http://www.vmware.com/pdf/Perf Best Practices vSphere5.0.pdf

Appendix A Nexus 5548UP Configurations

N5548UP-A Configuration
version 5.2(1)N1(1)
feature fcoe

logging level feature-mgr 0
hostname N5548UP-A
feature npiv

feature telnet
cfs eth distribute
feature interface-vlan

feature hsrp

feature lacp

feature vpc

feature lldp


http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021514
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021514
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021514
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021514
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1039180
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1039180
http://www.vmware.com/files/pdf/techpaper/VMware-vCenter-DBPerfBestPractices.pdf
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.0.pdf
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username admin password 5 S1SpuGfnNwsSkvJHTyKpPn6bkDRDhA1LYy. role network-adminno password strength-
check

banner motd #Nexus 5000 Switch
#

ip domain-lookup
logging event link-status default
ip access-list acl-vnx
10 permit ip any any
class-map type gos class-fcoe
class-map type gos match-all cm-qos-vnx
match access-group name acl-vnx
class-map type gos match-all cm-gos-cos5
match cos 5
class-map type queuing class-fcoe
match gos-group 1
class-map type queuing cm-que-qosgrp5
match qos-group 5
class-map type queuing class-all-flood
match qos-group 2
class-map type queuing class-ip-multicast
match qos-group 2
policy-map type gos pm-gos-vnx
class cm-qos-vnx
set qos-group 5
class class-default
policy-map type gos pm-gos-global
class cm-qos-cos5
set qos-group 5
class class-default
class-map type network-qos class-fcoe
match gos-group 1
class-map type network-qos cm-ng-grp5
match qos-group 5
class-map type network-qos class-all-flood
match qos-group 2
class-map type network-gos class-ip-multicast
match gos-group 2
policy-map type network-qos pm-ng-global
class type network-qos cm-ng-grp5
mtu 9216
setcos 5
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class type network-qos class-default
multicast-optimize
system gos
service-policy type qos input pm-gos-global

service-policy type network-qos pm-ng-global

slot 1
slot 2
provision model N55-M8P8FP

EMC

vmware

snmp-server user admin network-admin auth md5 Oxe9ffdef984e3778fa0237fc8b0a8faal priv

0xe9ffdef984e3778fa0237fc8b0a8faal localizedkey

vrf context management
ip route 0.0.0.0/0 10.218.160.1
vlan 1
vlan 329
name uplink2_R2E04-3750-Sw1EDGE
vlan 800
name ML-VDA
vlan 801
name ML-DC-VM-MGMT
vlan 802
name ML-DC-VMMOTION
vlan 803
name ML-DC-INF
vlan 804
name ML-DC-STRG
vlan 850
name ML_BR-MGMT
vlan 851
name ML_Launcher-Inf
vlan 852
name ML_LauncherA
vlan 853
name ML_LauncherB
vlan 854
name ML_LauncherC
vlan 900
name ML-N1KV_CTRL
vlan 901
vpc domain 10
role priority 1000
peer-keepalive destination 10.218.164.121
port-profile default max-ports 512
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device-alias database

device-alias name VNX7500-A0 pwwn 50:06:01:60:46:e0:5e:0a

device-alias name VNX7500-B1 pwwn 50:06:01:69:46:e0:5e:0a

device-alias name B200M3-CH2-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:1a
device-alias name B200M3-CH2-SERVER3-fcO pwwn 20:00:00:25:b5:¢c1:00:57
device-alias name B200M3-CH2-SERVER4-fcO pwwn 20:00:00:25:b5:¢c1:00:b7
device-alias name B200M3-CH2-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:48
device-alias name B200M3-CH2-SERVER6-fcO pwwn 20:00:00:25:b5:¢c1:00:a8
device-alias name B200M3-CH2-SERVER7-fcO pwwn 20:00:00:25:b5:¢c1:00:49
device-alias name B200M3-CH2-SERVER8-fcO pwwn 20:00:00:25:b5:¢1:00:c6
device-alias name B200M3-CH3-SERVER1-fcO pwwn 20:00:00:25:b5:¢c1:00:86
device-alias name B200M3-CH3-SERVER2-fcO pwwn 20:00:00:25:b5:¢1:00:17
device-alias name B200M3-CH3-SERVER3-fcO pwwn 20:00:00:25:b5:¢1:00:77
device-alias name B200M3-CH3-SERVER4-fcO pwwn 20:00:00:25:b5:¢c1:00:08
device-alias name B200M3-CH3-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:68
device-alias name B200M3-CH3-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:09
device-alias name B200M3-CH3-SERVER7-fcO pwwn 20:00:00:25:b5:¢c1:00:69
device-alias name B200M3-CH3-SERVER8-fcO pwwn 20:00:00:25:b5:¢1:00:a9
device-alias name B200M3-CH4-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:a6
device-alias name B200M3-CH4-SERVER2-fcO pwwn 20:00:00:25:b5:¢c1:00:37
device-alias name B200M3-CH4-SERVER3-fcO pwwn 20:00:00:25:b5:¢1:00:97
device-alias name B200M3-CH4-SERVER4-fcO pwwn 20:00:00:25:b5:¢1:00:28
device-alias name B200M3-CH4-SERVER5-fcO pwwn 20:00:00:25:b5:¢c1:00:88
device-alias name B200M3-CH4-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:29
device-alias name B200M3-CH4-SERVER7-fcO pwwn 20:00:00:25:b5:¢1:00:89
device-alias name B200M3-CH5-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:7a
device-alias name B230M2-CH1-SERVER1-fcO pwwn 20:00:00:25:b5:c1:00:af
device-alias name B230M2-CH1-SERVER2-fcO pwwn 20:00:00:25:b5:¢1:00:9f
device-alias name B230M2-CH1-SERVER3-fcO pwwn 20:00:00:25:b5:¢1:00:7f
device-alias name B230M2-CH1-SERVER4-fcO pwwn 20:00:00:25:b5:¢1:00:3c
device-alias name B230M2-CH1-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:1d
device-alias name B230M2-CH1-SERVER6-fcO pwwn 20:00:00:25:b5:¢c1:00:ad
device-alias name B230M2-CH1-SERVER7-fcO pwwn 20:00:00:25:b5:¢c1:00:9¢e
device-alias name B230M2-CH1-SERVER8-fcO pwwn 20:00:00:25:b5:¢c1:00:66
device-alias name B230M2-CH5-SERVER2-fcO pwwn 20:00:00:25:b5:¢c1:00:3b
device-alias name B230M2-CH5-SERVER3-fcO pwwn 20:00:00:25:b5:¢c1:00:ab
device-alias name B230M2-CH5-SERVER4-fcO pwwn 20:00:00:25:b5:¢1:00:9¢
device-alias name B230M2-CH5-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:7d
device-alias name B230M2-CH5-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:5e
device-alias name B230M2-CH5-SERVER7-fcO pwwn 20:00:00:25:b5:¢1:00:3f
device-alias name B230M2-CH6-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:3a
device-alias name B230M2-CH6-SERVER2-fcO pwwn 20:00:00:25:b5:¢c1:00:aa
device-alias name B230M2-CH6-SERVER3-fcO pwwn 20:00:00:25:b5:¢1:00:7b

vmware
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device-alias name B230M2-CH6-SERVER4-fcO pwwn 20:00:00:25:b5:¢1:00:5¢
device-alias name B230M2-CH6-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:3d
device-alias name B230M2-CH6-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:1e
device-alias name B230M2-CH6-SERVER7-fcO pwwn 20:00:00:25:b5:¢1:00:ae
device-alias name B230M2-CH6-SERVER8-fcO pwwn 20:00:00:25:b5:¢c1:00:06
device-alias name B230M2-CH7-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:5a
device-alias name B230M2-CH7-SERVER2-fcO pwwn 20:00:00:25:b5:¢c1:00:1b
device-alias name B230M2-CH7-SERVER3-fcO pwwn 20:00:00:25:b5:¢c1:00:9b
device-alias name B230M2-CH7-SERVER4-fcO pwwn 20:00:00:25:b5:¢c1:00:7c
device-alias name B230M2-CH7-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:5d
device-alias name B230M2-CH7-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:3e
device-alias name B230M2-CH7-SERVER7-fcO pwwn 20:00:00:25:b5:¢1:00:1f
device-alias name B230M2-CH7-SERVER8-fcO pwwn 20:00:00:25:b5:¢1:00:26
device-alias name B230M2-CH8-SERVER1-fcO pwwn 20:00:00:25:b5:¢1:00:9a
device-alias name B230M2-CH8-SERVER2-fcO pwwn 20:00:00:25:b5:¢1:00:5b
device-alias name B230M2-CH8-SERVER3-fcO pwwn 20:00:00:25:b5:¢1:00:1c
device-alias name B230M2-CH8-SERVER4-fcO pwwn 20:00:00:25:b5:¢c1:00:ac
device-alias name B230M2-CH8-SERVER5-fcO pwwn 20:00:00:25:b5:¢1:00:9d
device-alias name B230M2-CH8-SERVER6-fcO pwwn 20:00:00:25:b5:¢1:00:7e
device-alias name B230M2-CH8-SERVER7-fcO pwwn 20:00:00:25:b5:¢1:00:5f
device-alias name B230M2-CH8-SERVER8-fcO pwwn 20:00:00:25:b5:¢1:00:46

vmware

device-alias commit

fcdomain fcid database

vsan 1 wwn 50:06:01:60:46:e0:5e:0a fcid 0xa300ef dynamic
! [VNX7500-A0]

vsan 1 wwn 50:06:01:69:46:e0:5e:0a fcid 0xa301ef dynamic
! [VNX7500-B1]

vsan 1 wwn 20:49:54:7f:ee:76:d9:00 fcid 0xa30000 dynamic

vsan 1 wwn 20:4a:54:7f:ee:76:d9:00 fcid 0xa30020 dynamic

vsan 1 wwn 20:4d:54:7f:ee:76:d9:00 fcid 0xa30001 dynamic

vsan 1 wwn 20:4e:54:7f:ee:76:d9:00 fcid 0xa30021 dynamic

vsan 1 wwn 20:00:00:25:b5:¢1:00:af fcid 0xa30002 dynamic
! [B230M2-CH1-SERVER1-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:9f fcid 0xa30022 dynamic
! [B230M2-CH1-SERVER2-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7f fcid 0xa30003 dynamic
! [B230M2-CH1-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5a fcid 0xa30004 dynamic
! [B230M2-CH7-SERVER1-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7c¢ fcid 0xa30005 dynamic
! [B230M2-CH7-SERVER4-fcO0]
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vsan 1 wwn 20:00:00:25:b5:¢1:00:9b fcid 0xa30023 dynamic
! [B230M2-CH7-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3a fcid 0xa30006 dynamic
! [B230M2-CH6-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:9e fcid 0xa30024 dynamic
! [B230M2-CH1-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:aa fcid 0xa30025 dynamic
! [B230M2-CH6-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7d fcid 0xa30007 dynamic
! [B230M2-CH5-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3e fcid 0xa30026 dynamic
! [B230M2-CH7-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1d fcid 0xa30008 dynamic
! [B230M2-CH1-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3b fcid 0xa30027 dynamic
! [B230M2-CH5-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3f fcid 0xa30009 dynamic
! [B230M2-CH5-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:9c fcid 0xa30028 dynamic
! [B230M2-CH5-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:ad fcid 0xa30029 dynamic
! [B230M2-CH1-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5d fcid 0xa3000a dynamic
! [B230M2-CH7-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1e fcid 0xa3000b dynamic
! [B230M2-CH6-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5c¢ fcid 0xa3000c dynamic
! [B230M2-CH6-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3d fcid 0xa3002a dynamic
! [B230M2-CH6-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7b fcid 0xa3000d dynamic
! [B230M2-CH6-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:3c fcid 0xa3002b dynamic
! [B230M2-CH1-SERVER4-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7a fcid 0xa3002c dynamic
! [B200M3-CH5-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1f fcid 0xa3002d dynamic
! [B230M2-CH7-SERVER7-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:ae fcid 0xa3000e dynamic
! [B230M2-CH6-SERVER7-fcO0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:ab fcid 0xa3002e dynamic
! [B230M2-CH5-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1b fcid 0xa3000f dynamic
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! [B230M2-CH7-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:9a fcid 0xa30010 dynamic
! [B230M2-CH8-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1c fcid O0xa3002f dynamic
! [B230M2-CH8-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:ac fcid 0xa30030 dynamic
! [B230M2-CH8-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:9d fcid 0xa30031 dynamic
! [B230M2-CH8-SERVERS5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5b fcid 0xa30011 dynamic
! [B230M2-CH8-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:7e fcid 0xa30012 dynamic
! [B230M2-CH8-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5f fcid 0xa30032 dynamic
! [B230M2-CH8-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:5e fcid 0xa30013 dynamic
! [B230M2-CH5-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:1a fcid 0xa30033 dynamic
! [B200M3-CH2-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:a9 fcid 0xa30034 dynamic
! [B200M3-CH3-SERVERS8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:17 fcid 0xa30014 dynamic
! [B200M3-CH3-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:49 fcid 0xa30015 dynamic
! [B200M3-CH2-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:69 fcid 0xa30035 dynamic
! [B200M3-CH3-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:c6 fcid 0xa30016 dynamic
! [B200M3-CH2-SERVER8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:68 fcid 0xa30036 dynamic
! [B200M3-CH3-SERVERS5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:37 fcid 0xa30017 dynamic
! [B200M3-CH4-SERVER2-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:a6 fcid 0xa30037 dynamic
! [B200M3-CH4-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:77 fcid 0xa30018 dynamic
! [B200M3-CH3-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:89 fcid 0xa30038 dynamic
! [B200M3-CH4-SERVER7-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:88 fcid 0xa30019 dynamic
! [B200M3-CH4-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:09 fcid 0xa30039 dynamic
! [B200M3-CH3-SERVER6-fc0]



at]van], . i F
clsco CITRIX EMC’ vmware

vsan 1 wwn 20:00:00:25:b5:¢1:00:86 fcid 0xa3001a dynamic
! [B200M3-CH3-SERVER1-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:08 fcid 0xa3003a dynamic
! [B200M3-CH3-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:28 fcid 0xa3001b dynamic
! [B200M3-CH4-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:29 fcid 0xa3001c dynamic
! [B200M3-CH4-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:97 fcid 0xa3003b dynamic
! [B200M3-CH4-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:b7 fcid 0xa3003c dynamic
! [B200M3-CH2-SERVER4-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:a8 fcid 0xa3003d dynamic
! [B200M3-CH2-SERVER6-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:57 fcid 0xa3001d dynamic
! [B200M3-CH2-SERVER3-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:48 fcid 0xa3001e dynamic
! [B200M3-CH2-SERVER5-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:66 fcid 0xa3001f dynamic
! [B230M2-CH1-SERVER8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:46 fcid 0xa3003e dynamic
! [B230M2-CH8-SERVERS8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:26 fcid 0xa3003f dynamic
! [B230M2-CH7-SERVERS8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:06 fcid 0xa30040 dynamic
! [B230M2-CH6-SERVER8-fc0]

vsan 1 wwn 20:00:00:25:b5:¢1:00:95 fcid 0xa30060 dynamic

vsan 1 wwn 20:00:00:25:b5:¢1:00:b5 fcid 0xa30041 dynamic

interface Vlanl

interface port-channel5
description PC-TO-6248-A
switchport mode trunk
vpc 5

interface port-channel?
description PC-TO-6248-B
switchport mode trunk
vpc 7

interface port-channel10
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description VPC-PEER-2-PORT-CHANNEL
switchport mode trunk

spanning-tree port type network

vpc peer-link

interface port-channell7
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx
vpc 17

interface port-channel18
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx
vpc 18

interface port-channell19
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx
vpc 19

interface port-channel20
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx
vpc 20

interface fc2/1
no shutdown

interface fc2/2
no shutdown

interface fc2/3
no shutdown

interface fc2/4
no shutdown

interface fc2/5
no shutdown
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interface fc2/6
no shutdown

interface fc2/7
no shutdown

interface fc2/8
no shutdown

interface Ethernetl1/1
description uplink2 R1EQ5U42-5820x-SW1 P1
switchport mode trunk
switchport trunk allowed vlan 800-804,850-854
interface Ethernet1/2
switchport mode trunk
switchport trunk allowed vlan 329
interface Ethernet1/3
interface Ethernet1/4
interface Ethernet1/5
interface Ethernetl1/6
interface Ethernet1/7
interface Ethernet1/8
interface Ethernet1/9
interface Ethernet1/10
interface Ethernet1/11
interface Ethernet1/12

interface Ethernet1/13

interface Ethernet1/14
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interface Ethernet1/15
description VPC-LINK-TO-N5548UP-A
switchport mode trunk
channel-group 10 mode active

interface Ethernet1/16
description VPC-LINK-TO-N5548UP-A
switchport mode trunk
channel-group 10 mode active

interface Ethernet1/17
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge
channel-group 17 mode active

interface Ethernet1/18
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge
channel-group 18 mode active

interface Ethernet1/19
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge
channel-group 19 mode active

interface Ethernet1/20
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge
channel-group 20 mode active
interface Ethernet1/21
interface Ethernet1/22
interface Ethernet1/23

interface Ethernet1/24

interface Ethernet1/25
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interface Ethernet1/26
interface Ethernet1/27
interface Ethernet1/28

interface Ethernet1/29

switchport mode trunk

CITRIX

channel-group 5 mode active

interface Ethernet1/30

switchport mode trunk

channel-group 5 mode active

interface Ethernet1/31

switchport mode trunk

channel-group 7 mode active

interface Ethernet1/32

switchport mode trunk

channel-group 7 mode active

interface Ethernet2/1

interface Ethernet2/2

interface Ethernet2/3

interface Ethernet2/4

interface Ethernet2/5

interface Ethernet2/6

interface Ethernet2/7

interface Ethernet2/8

interface mgmtO0

ip address 10.218.164.120/21

line console
line vty
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boot kickstart bootflash:/n5000-uk9-kickstart.5.2.1.N1.1.bin
boot system bootflash:/n5000-uk9.5.2.1.N1.1.bin
ip route 0.0.0.0/0 10.218.255.73
interface fc2/1
interface fc2/2
interface fc2/3
interface fc2/4
interface fc2/5
interface fc2/6
interface fc2/7
interface fc2/8
IFull Zone Database Section for vsan 1
zone name B230M2-CH1-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:af
! [B230M2-CH1-SERVER1-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

zone name B230M2-CH1-SERVER2-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:9f

! [B230M2-CH1-SERVER2-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH1-SERVER3-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:7f

! [B230M2-CH1-SERVER3-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH1-SERVER4-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:3c

! [B230M2-CH1-SERVER4-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
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zone name B230M2-CH1-SERVERS5-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:1d

! [B230M2-CH1-SERVER5-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH1-SERVER6-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:ad

! [B230M2-CH1-SERVER6-fcO]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH1-SERVER7-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:9e

! [B230M2-CH1-SERVER7-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:1a

! [B200M3-CH2-SERVER1-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVER2-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:c6

! [B200M3-CH2-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVER3-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:57
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! [B200M3-CH2-SERVER3-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

zone name B200M3-CH2-SERVER4-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:b7

! [B200M3-CH2-SERVER4-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVERS5-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:48

! [B200M3-CH2-SERVERS5-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVER6-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:b5
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVER7-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:49

! [B200M3-CH2-SERVER7-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:86

! [B200M3-CH3-SERVER1-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
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! [VNX7500-B1]

zone name B200M3-CH3-SERVER2-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:17

! [B200M3-CH3-SERVER2-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVER3-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:77

! [B200M3-CH3-SERVER3-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVER4-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:08

! [B200M3-CH3-SERVER4-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVERS5-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:68

! [B200M3-CH3-SERVERS5-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVER6-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:09

! [B200M3-CH3-SERVER6-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH3-SERVER7-FCO vsan 1
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member pwwn 20:00:00:25:b5:¢1:00:69
! [B200M3-CH3-SERVER7-fc0]

member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]

member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

zone name B200M3-CH3-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:a9

! [B200M3-CH3-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH4-SERVER1-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:a6

! [B200M3-CH4-SERVER1-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH4-SERVER2-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:37

! [B200M3-CH4-SERVER2-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH4-SERVER3-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:97

! [B200M3-CH4-SERVER3-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH4-SERVER4-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:28

! [B200M3-CH4-SERVER4-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
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! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

zone name B200M3-CH4-SERVERS5-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:88
! [B200M3-CH4-SERVER5-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
[VNX7500-B1]

zone name B200M3-CH4-SERVER6-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:29

! [B200M3-CH4-SERVER6-fcO]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH4-SERVER7-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:89

! [B200M3-CH4-SERVER7-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH5-SERVER1-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:7a

! [B200M3-CH5-SERVER1-fc0]

zone name B230M2-CH5-SERVER2-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:3b

! [B230M2-CH5-SERVER2-fc0]
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zone name B230M2-CH5-SERVER3-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:ab

! [B230M2-CH5-SERVER3-fc0]

zone name B230M2-CH5-SERVER4-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:9c

! [B230M2-CH5-SERVER4-fc0]

zone name B230M2-CH5-SERVERS5-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:7d

! [B230M2-CH5-SERVER5-fc0]

zone name B230M2-CH5-SERVER6-FCO vsan 1
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5e

! [B230M2-CH5-SERVER6-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]

zone name B230M2-CH5-SERVER7-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 20:00:00:25:b5:¢1:00:3f

! [B230M2-CH5-SERVER7-fc0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH6-SERVER1-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a
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! [VNX7500-A0]

member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

member pwwn 20:00:00:25:b5:¢c1:00:3a
! [B230M2-CH6-SERVER1-fc0]

zone name B230M2-CH6-SERVER2-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:aa

! [B230M2-CH6-SERVER2-fc0]

zone name B230M2-CH6-SERVER3-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:7b

! [B230M2-CH6-SERVER3-fc0]

zone name B230M2-CH6-SERVER4-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5¢

! [B230M2-CH6-SERVER4-fc0]

zone name B230M2-CH6-SERVERS5-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:3d

! [B230M2-CH6-SERVER5-fc0]

zone name B230M2-CH6-SERVER6-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
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member pwwn 20:00:00:25:b5:¢c1:00:1e
! [B230M2-CH6-SERVER6-fc0]

zone name B230M2-CH6-SERVER7-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:ae

! [B230M2-CH6-SERVER7-fc0]

zone name B230M2-CH7-SERVER1-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5a

! [B230M2-CH7-SERVER1-fc0]

zone name B230M2-CH7-SERVER2-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:1b

! [B230M2-CH7-SERVER2-fc0]

zone name B230M2-CH7-SERVER3-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:9b

! [B230M2-CH7-SERVER3-fc0]

zone name B230M2-CH7-SERVER4-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:7c

! [B230M2-CH7-SERVER4-fc0]
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zone name B230M2-CH7-SERVERS5-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5d

! [B230M2-CH7-SERVER5-fc0]

zone name B230M2-CH7-SERVER6-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:3e

! [B230M2-CH7-SERVER6-fc0]

zone name B230M2-CH7-SERVER7-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:1f

! [B230M2-CH7-SERVER7-fc0]

zone name B230M2-CH8-SERVER1-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:9a

! [B230M2-CH8-SERVER1-fc0]

zone name B230M2-CH8-SERVER2-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5b

! [B230M2-CH8-SERVER2-fc0]

zone name B230M2-CH8-SERVER3-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a
! [VNX7500-A0]
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member pwwn 50:06:01:69:46:e0:5e:0a
! [VNX7500-B1]

member pwwn 20:00:00:25:b5:¢c1:00:1c
! [B230M2-CH8-SERVER3-fc0]

zone name B230M2-CH8-SERVER4-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:ac

! [B230M2-CH8-SERVER4-fc0]

zone name B230M2-CH8-SERVERS5-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:9d

! [B230M2-CH8-SERVERS5-fc0]

zone name B230M2-CH8-SERVER6-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢c1:00:7e

! [B230M2-CH8-SERVER6-fc0]

zone name B230M2-CH8-SERVER7-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:5f

! [B230M2-CH8-SERVER7-fc0]

zone name B230M2-CH8-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:46

! [B230M2-CH8-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a
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! [VNX7500-B1]

zone name B230M2-CH1-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:66

! [B230M2-CH1-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH6-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:06

! [B230M2-CH6-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B230M2-CH7-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:26

! [B230M2-CH7-SERVER8-fc0]
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zone name B200M3-CH2-SERVERS8-FCO vsan 1
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]
member pwwn 20:00:00:25:b5:¢1:00:c6

! [B200M3-CH2-SERVER8-fc0]

zone name B200M3-CH4-SERVERS8-FCO vsan 1
member pwwn 20:00:00:25:b5:¢1:00:95
member pwwn 50:06:01:60:46:e0:5e:0a

! [VNX7500-A0]
member pwwn 50:06:01:69:46:e0:5e:0a

! [VNX7500-B1]

zoneset name DC-UCS-POD-A vsan 1
member B230M2-CH1-SERVER1-FCO
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member B230M2-CH1-SERVER2-FCO
member B230M2-CH1-SERVER3-FCO
member B230M2-CH1-SERVER4-FCO
member B230M2-CH1-SERVER5-FCO
member B230M2-CH1-SERVER6-FCO
member B230M2-CH1-SERVER7-FCO
member B200M3-CH2-SERVER1-FCO
member B200M3-CH2-SERVER2-FCO
member B200M3-CH2-SERVER3-FCO
member B200M3-CH2-SERVER4-FCO
member B200M3-CH2-SERVER5-FCO
member B200M3-CH2-SERVER6-FCO
member B200M3-CH2-SERVER7-FCO
member B200M3-CH3-SERVER1-FCO
member B200M3-CH3-SERVER2-FCO
member B200M3-CH3-SERVER3-FCO
member B200M3-CH3-SERVER4-FCO
member B200M3-CH3-SERVER5-FCO
member B200M3-CH3-SERVER6-FCO
member B200M3-CH3-SERVER7-FCO
member B200M3-CH3-SERVERS8-FCO
member B200M3-CH4-SERVER1-FCO
member B200M3-CH4-SERVER2-FCO
member B200M3-CH4-SERVER3-FCO
member B200M3-CH4-SERVER4-FCO
member B200M3-CH4-SERVER5-FCO
member B200M3-CH4-SERVER6-FCO
member B200M3-CH4-SERVER7-FCO
member B230M2-CH5-SERVER1-FCO
member B230M2-CH5-SERVER2-FCO
member B230M2-CH5-SERVER3-FCO
member B230M2-CH5-SERVER4-FCO
member B230M2-CH5-SERVER5-FCO
member B230M2-CH5-SERVER6-FCO
member B230M2-CH5-SERVER7-FCO
member B230M2-CH6-SERVER1-FCO
member B230M2-CH6-SERVER2-FCO
member B230M2-CH6-SERVER3-FCO
member B230M2-CH6-SERVER4-FCO
member B230M2-CH6-SERVER5-FCO
member B230M2-CH6-SERVER6-FCO
member B230M2-CH6-SERVER7-FCO
member B230M2-CH7-SERVER1-FCO
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member B230M2-CH7-SERVER2-FCO
member B230M2-CH7-SERVER3-FCO
member B230M2-CH7-SERVER4-FCO
member B230M2-CH7-SERVER5-FCO
member B230M2-CH7-SERVER6-FCO
member B230M2-CH7-SERVER7-FCO
member B230M2-CH8-SERVER1-FCO
member B230M2-CH8-SERVER2-FCO
member B230M2-CH8-SERVER3-FCO
member B230M2-CH8-SERVER4-FCO
member B230M2-CH8-SERVER5-FCO
member B230M2-CH8-SERVER6-FCO
member B230M2-CH8-SERVER7-FCO
member B230M2-CH8-SERVERS8-FCO
member B230M2-CH1-SERVERS8-FCO
member B230M2-CH6-SERVERS8-FCO
member B230M2-CH7-SERVERS8-FCO
member B200M3-CH2-SERVERS8-FCO
member B200M3-CH4-SERVERS8-FCO

zoneset name CD-UCS-POD-A vsan 1

zoneset activate name DC-UCS-POD-A vsan 1

N5548UP-B Configuration
version 5.2(1)N1(1)

feature fcoe

logging level feature-mgr 0
hostname N5548UP-B
feature npiv

feature telnet

cfs eth distribute

feature interface-vlan
feature hsrp

feature lacp



at]van], . ; 2
clsco CITRIX EMC’ vmware

feature lldp

username admin password 5 S1SNj5o0guWPSn4UckqZNp6GYRe80QTaTP1 role network-adminno password strength-
check

banner motd #Nexus 5000 Switch

#

ip domain-lookup

logging event link-status default

ip access-list acl-vnx
10 permit ip any any

class-map type gos class-fcoe

class-map type gos match-all cm-qos-vnx
match access-group name acl-vnx

class-map type gos match-all cm-gqos-cos5
match cos 5

class-map type queuing class-fcoe
match gos-group 1

class-map type queuing cm-que-gqosgrp5
match gos-group 5

class-map type queuing class-all-flood
match gos-group 2

class-map type queuing class-ip-multicast
match gos-group 2

policy-map type qos pm-qos-vnx
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class cm-qos-vnx
set qos-group 5
class class-default
policy-map type qos pm-gos-global
class cm-qos-cos5
set qos-group 5
class class-default
class-map type network-qos class-fcoe
match gos-group 1
class-map type network-qos cm-ng-grp5
match qos-group 5
class-map type network-qos class-all-flood
match gos-group 2
class-map type network-qos class-ip-multicast
match gos-group 2
policy-map type network-gos pm-ng-global
class type network-qos cm-ng-grp5
mtu 9216
set cos 5
class type network-qos class-default
multicast-optimize
system gos
service-policy type qos input pm-qos-global

service-policy type network-qos pm-ng-global

EMC

vmware

snmp-server user admin network-admin auth md5 0x7e352b106a1735fa03b1e8d75e42c608 priv
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0x7e352b106a1735fa03b1e8d75e42c608 localizedkey
vrf context management

ip route 0.0.0.0/0 10.218.160.1
vlan 1
vlan 800

name ML-VDA
vlan 801

name ML-DC-VM-MGMT
vlan 802

name ML-DC-VMMOTION
vlan 803

name ML-DC-INF
vlan 804

name ML-DC-STRG
vlan 850

name ML_BR-MGMT
vlan 851

name ML_Launcher-Inf
vlan 852

name ML_LauncherA
vlan 853

name ML_LauncherB
vlan 854

name ML_LauncherC
vlan 900

name ML-N1KV_CTRL

EMC

vmware



at]van], . i F
cI1SCO CITRIX EMC

vlan 901

vpc domain 10
role priority 1000
peer-keepalive destination 10.218.164.120

port-profile default max-ports 512

device-alias database
device-alias name VNX7500-A1 pwwn 50:06:01:61:46:e0:5e:0a
device-alias name VNX7500-B0 pwwn 50:06:01:68:46:e0:5e:0a
device-alias name B200M3-CH2-SERVER1-fcl pwwn 20:00:00:25:b5:¢1:00:0a
device-alias name B200M3-CH2-SERVER3-fc1 pwwn 20:00:00:25:b5:¢c1:00:67
device-alias name B200M3-CH2-SERVER4-fc1 pwwn 20:00:00:25:b5:¢c1:00:c7
device-alias name B200M3-CH2-SERVER5-fc1 pwwn 20:00:00:25:b5:¢c1:00:58
device-alias name B200M3-CH2-SERVER6-fcl pwwn 20:00:00:25:b5:¢c1:00:b8
device-alias name B200M3-CH2-SERVER7-fc1 pwwn 20:00:00:25:b5:¢c1:00:59
device-alias name B200M3-CH2-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:07
device-alias name B200M3-CH3-SERVER1-fcl pwwn 20:00:00:25:b5:¢c1:00:96
device-alias name B200M3-CH3-SERVER2-fc1 pwwn 20:00:00:25:b5:¢c1:00:27
device-alias name B200M3-CH3-SERVER3-fc1 pwwn 20:00:00:25:b5:¢c1:00:87
device-alias name B200M3-CH3-SERVER4-fc1 pwwn 20:00:00:25:b5:¢c1:00:18
device-alias name B200M3-CH3-SERVER5-fc1 pwwn 20:00:00:25:b5:¢c1:00:78
device-alias name B200M3-CH3-SERVER6-fc1 pwwn 20:00:00:25:b5:¢c1:00:19
device-alias name B200M3-CH3-SERVER7-fc1 pwwn 20:00:00:25:b5:¢c1:00:79
device-alias name B200M3-CH3-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:b9
device-alias name B200M3-CH4-SERVER1-fc1 pwwn 20:00:00:25:b5:¢1:00:b6
device-alias name B200M3-CH4-SERVER2-fc1 pwwn 20:00:00:25:b5:¢c1:00:47

device-alias name B200M3-CH4-SERVER3-fc1 pwwn 20:00:00:25:b5:¢c1:00:a7
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device-alias name B200M3-CH4-SERVER4-fc1 pwwn 20:00:00:25:b5:¢1:00:38
device-alias name B200M3-CH4-SERVER5-fcl pwwn 20:00:00:25:b5:¢1:00:98
device-alias name B200M3-CH4-SERVER6-fcl pwwn 20:00:00:25:b5:¢c1:00:39
device-alias name B200M3-CH4-SERVER7-fc1 pwwn 20:00:00:25:b5:¢c1:00:99
device-alias name B230M2-CH1-SERVER1-fcl pwwn 20:00:00:25:b5:¢c1:00:bf
device-alias name B230M2-CH1-SERVER2-fc1 pwwn 20:00:00:25:b5:¢1:00:8f
device-alias name B230M2-CH1-SERVER3-fcl pwwn 20:00:00:25:b5:¢1:00:6f
device-alias name B230M2-CH1-SERVER4-fc1 pwwn 20:00:00:25:b5:¢c1:00:2c
device-alias name B230M2-CH1-SERVER5-fc1 pwwn 20:00:00:25:b5:¢c1:00:0d
device-alias name B230M2-CH1-SERVER6-fcl pwwn 20:00:00:25:b5:¢c1:00:bd
device-alias name B230M2-CH1-SERVER7-fc1 pwwn 20:00:00:25:b5:¢c1:00:8e
device-alias name B230M2-CH1-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:76
device-alias name B230M2-CH5-SERVER1-fcl pwwn 20:00:00:25:b5:¢1:00:6a
device-alias name B230M2-CH5-SERVER2-fc1 pwwn 20:00:00:25:b5:¢c1:00:2b
device-alias name B230M2-CH5-SERVER3-fc1 pwwn 20:00:00:25:b5:¢1:00:bb
device-alias name B230M2-CH5-SERVER4-fc1 pwwn 20:00:00:25:b5:¢c1:00:8c
device-alias name B230M2-CH5-SERVER5-fc1 pwwn 20:00:00:25:b5:¢1:00:6d
device-alias name B230M2-CH5-SERVER6-fc1 pwwn 20:00:00:25:b5:¢c1:00:4e
device-alias name B230M2-CH5-SERVER7-fcl pwwn 20:00:00:25:b5:¢1:00:2f
device-alias name B230M2-CH6-SERVER1-fcl pwwn 20:00:00:25:b5:¢1:00:2a
device-alias name B230M2-CH6-SERVER2-fc1 pwwn 20:00:00:25:b5:¢1:00:ba
device-alias name B230M2-CH6-SERVER3-fc1 pwwn 20:00:00:25:b5:¢c1:00:6b
device-alias name B230M2-CH6-SERVER4-fc1 pwwn 20:00:00:25:b5:¢1:00:4c
device-alias name B230M2-CH6-SERVER5-fc1 pwwn 20:00:00:25:b5:¢1:00:2d
device-alias name B230M2-CH6-SERVER6-fcl pwwn 20:00:00:25:b5:¢1:00:0e

device-alias name B230M2-CH6-SERVER7-fc1 pwwn 20:00:00:25:b5:¢c1:00:be
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device-alias name B230M2-CH6-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:16
device-alias name B230M2-CH7-SERVER1-fcl pwwn 20:00:00:25:b5:¢c1:00:4a
device-alias name B230M2-CH7-SERVER2-fc1 pwwn 20:00:00:25:b5:¢c1:00:0b
device-alias name B230M2-CH7-SERVER3-fcl pwwn 20:00:00:25:b5:¢c1:00:8b
device-alias name B230M2-CH7-SERVER4-fc1 pwwn 20:00:00:25:b5:¢c1:00:6¢
device-alias name B230M2-CH7-SERVER5-fc1 pwwn 20:00:00:25:b5:¢c1:00:4d
device-alias name B230M2-CH7-SERVER6-fcl pwwn 20:00:00:25:b5:¢c1:00:2e
device-alias name B230M2-CH7-SERVER7-fc1 pwwn 20:00:00:25:b5:¢1:00:0f
device-alias name B230M2-CH7-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:36
device-alias name B230M2-CH8-SERVER1-fcl pwwn 20:00:00:25:b5:¢1:00:8a
device-alias name B230M2-CH8-SERVER2-fcl pwwn 20:00:00:25:b5:¢c1:00:4b
device-alias name B230M2-CH8-SERVER3-fc1 pwwn 20:00:00:25:b5:¢c1:00:0c
device-alias name B230M2-CH8-SERVER4-fc1 pwwn 20:00:00:25:b5:¢1:00:bc
device-alias name B230M2-CH8-SERVER5-fc1 pwwn 20:00:00:25:b5:¢c1:00:8d
device-alias name B230M2-CH8-SERVER6-fcl pwwn 20:00:00:25:b5:¢c1:00:6e
device-alias name B230M2-CH8-SERVER7-fcl pwwn 20:00:00:25:b5:¢1:00:4f

device-alias name B230M2-CH8-SERVER8-fc1 pwwn 20:00:00:25:b5:¢c1:00:56

device-alias commit

fcdomain fcid database

vsan 1 wwn 50:06:01:61:46:e0:5e:0a fcid Oxad0Oef dynamic
[VNX7500-A1]

vsan 1 wwn 50:06:01:68:46:e0:5e:0a fcid Oxad0lef dynamic
[VNX7500-B0]

vsan 1 wwn 20:49:54:7f:ee:76:ce:40 fcid 0xad0000 dynamic

vmware



cisco CITRIX

vsan 1 wwn 20:4a:54:7f:ee:76:ce:40 fcid 0xad0020 dynamic

vsan 1 wwn 20:4d:54:7f.ee:76:ce:40 fcid 0xad0001 dynamic

vsan 1 wwn 20:4e:54:7f:ee:76:ce:40 fcid 0xad0021 dynamic

vsan 1 wwn 20:00:00:25:b5:¢1:00:bf fcid 0xad0002 dynamic
! [B230M2-CH1-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8f fcid 0xad0022 dynamic
! [B230M2-CH1-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6f fcid 0xad0003 dynamic
! [B230M2-CH1-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4a fcid 0xad0004 dynamic
! [B230M2-CH7-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6c fcid 0xad0005 dynamic
! [B230M2-CH7-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8b fcid 0xad0023 dynamic
! [B230M2-CH7-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2a fcid 0xad0024 dynamic
! [B230M2-CH6-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8e fcid 0xad0025 dynamic
! [B230M2-CH1-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:ba fcid 0xad0026 dynamic
! [B230M2-CH6-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6d fcid 0xad0027 dynamic
! [B230M2-CH5-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2e fcid 0xad0006 dynamic
! [B230M2-CH7-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0d fcid 0xad0007 dynamic
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[B230M2-CH1-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2b fcid 0xad0008 dynamic
[B230M2-CH5-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2f fcid 0xad0028 dynamic
[B230M2-CH5-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8c fcid 0xad0009 dynamic
[B230M2-CH5-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:bd fcid 0xad0029 dynamic
[B230M2-CH1-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4d fcid Oxad002a dynamic
[B230M2-CH7-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0e fcid 0xad002b dynamic
[B230M2-CH6-SERVER6-fcl]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4c fcid 0xad000a dynamic
[B230M2-CH6-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2d fcid 0xad000b dynamic
[B230M2-CH6-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6b fcid Oxad002c dynamic
[B230M2-CH6-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:2c fcid 0xad000c dynamic
[B230M2-CH1-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6a fcid Oxad000d dynamic
[B230M2-CH5-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0f fcid Oxad002d dynamic
[B230M2-CH7-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:be fcid 0xad002e dynamic
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[B230M2-CH6-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:bb fcid 0Oxad000e dynamic
[B230M2-CH5-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0b fcid 0xad000f dynamic
[B230M2-CH7-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4e fcid 0xad002f dynamic
[B230M2-CH5-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0a fcid 0xad0010 dynamic
[B200M3-CH2-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8a fcid 0xad0030 dynamic
[B230M2-CH8-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:bc fcid 0Oxad0011 dynamic
[B230M2-CH8-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:0c fcid 0xad0031 dynamic
[B230M2-CH8-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4b fcid 0xad0012 dynamic
[B230M2-CH8-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:4f fcid 0xad0032 dynamic
[B230M2-CH8-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:8d fcid 0xad0013 dynamic
[B230M2-CH8-SERVER5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:6e fcid 0xad0033 dynamic
[B230M2-CH8-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:b9 fcid 0xad0034 dynamic
[B200M3-CH3-SERVERS-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:27 fcid 0xad0035 dynamic
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[B200M3-CH3-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:59 fcid 0xad0014 dynamic
[B200M3-CH2-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:79 fcid 0xad0015 dynamic
[B200M3-CH3-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:07 fcid 0xad0016 dynamic
[B200M3-CH2-SERVERS8-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:78 fcid 0xad0036 dynamic
[B200M3-CH3-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:47 fcid 0xad0017 dynamic
[B200M3-CH4-SERVER2-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:b6 fcid 0xad0037 dynamic
[B200M3-CH4-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:87 fcid 0xad0018 dynamic
[B200M3-CH3-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:99 fcid 0xad0038 dynamic
[B200M3-CH4-SERVER7-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:98 fcid 0xad0019 dynamic
[B200M3-CH4-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:19 fcid 0xad0039 dynamic
[B200M3-CH3-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:96 fcid Oxad001a dynamic
[B200M3-CH3-SERVER1-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:18 fcid Oxad003a dynamic
[B200M3-CH3-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:38 fcid 0xad001b dynamic
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! [B200M3-CH4-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:39 fcid 0xad003b dynamic
! [B200M3-CH4-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:a7 fcid 0xad001c dynamic
! [B200M3-CH4-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:c7 fcid 0xad003c dynamic
! [B200M3-CH2-SERVER4-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:b8 fcid 0xad003d dynamic
! [B200M3-CH2-SERVER6-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:67 fcid 0xad001d dynamic
! [B200M3-CH2-SERVER3-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:58 fcid 0xad001e dynamic
! [B200M3-CH2-SERVERS5-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:76 fcid 0xad001f dynamic
! [B230M2-CH1-SERVERS8-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:56 fcid 0xad003e dynamic
! [B230M2-CH8-SERVERS8-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:36 fcid 0xad003f dynamic
! [B230M2-CH7-SERVERS-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:16 fcid 0xad0040 dynamic
! [B230M2-CH6-SERVERS-fc1]

vsan 1 wwn 20:00:00:25:b5:¢1:00:a5 fcid 0xad0041 dynamic

vsan 1 wwn 20:00:00:25:b5:¢1:00:c5 fcid 0xad0042 dynamic

interface Vlanl
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interface port-channel5
description PC-TO-6248-A
switchport mode trunk

vpc 5

interface port-channel7
description PC-TO-6248-B
switchport mode trunk

vpc 7

interface port-channel10
description VPC-PEER-2-PORT-CHANNEL
switchport mode trunk
spanning-tree port type network

vpc peer-link

interface port-channel17
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-qos-vnx

vpc 17

interface port-channel18
switchport mode trunk

switchport trunk allowed vlan 1,800-804,850-854
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service-policy type qos input pm-gqos-vnx

vpc 18

interface port-channel19
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx

vpc 19

interface port-channel20
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
service-policy type qos input pm-gqos-vnx

vpc 20

interface fc2/1

no shutdown

interface fc2/2

no shutdown

interface fc2/3

no shutdown

interface fc2/4

no shutdown
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interface fc2/5

no shutdown

interface fc2/6

no shutdown

interface fc2/7

no shutdown

interface fc2/8

no shutdown
interface Ethernet1/1
description uplink2 R1EO5U42-5820x-SW1 P2
switchport trunk allowed vlan 800-804,850-854
interface Ethernet1/2
interface Ethernet1/3
description R1IE10UO06-Altiris
switchport access vlan 801

interface Ethernetl/4

interface Ethernet1/5
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‘cisco CITRIX EMC’ vmware
interface Ethernetl1/6
interface Ethernetl1/7
interface Ethernet1/8
interface Ethernet1/9
interface Ethernet1/10

interface Ethernet1/11

interface Ethernet1/12

interface Ethernet1/13

interface Ethernet1/14

interface Ethernet1/15

description VPC-LINK-TO-N5548UP-B
switchport mode trunk

channel-group 10 mode active

interface Ethernet1/16

description VPC-LINK-TO-N5548UP-B
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switchport mode trunk

channel-group 10 mode active

interface Ethernet1/17
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge

channel-group 17 mode active

interface Ethernet1/18
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge

channel-group 18 mode active

interface Ethernet1/19
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge

channel-group 19 mode active

interface Ethernet1/20
switchport mode trunk
switchport trunk allowed vlan 1,800-804,850-854
spanning-tree port type edge

channel-group 20 mode active
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interface Ethernet1/21
interface Ethernet1/22
interface Ethernet1/23
interface Ethernet1/24
interface Ethernet1/25
interface Ethernet1/26
interface Ethernet1/27
interface Ethernet1/28
interface Ethernet1/29
switchport mode trunk
channel-group 7 mode active
interface Ethernet1/30
switchport mode trunk

channel-group 7 mode active

interface Ethernet1/31
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switchport mode trunk
channel-group 5 mode active
interface Ethernet1/32
switchport mode trunk
channel-group 5 mode active
interface Ethernet2/1
interface Ethernet2/2
interface Ethernet2/3
interface Ethernet2/4
interface Ethernet2/5

interface Ethernet2/6

interface Ethernet2/7

switchport mode trunk

interface Ethernet2/8

switchport mode trunk

interface mgmtO0
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ip address 10.218.164.121/21

line console

line vty

boot kickstart bootflash:/n5000-uk9-kickstart.5.2.1.N1.1.bin

boot system bootflash:/n5000-uk9.5.2.1.N1.1.bin

ip route 0.0.0.0/0 10.218.255.73

interface fc2/1

interface fc2/2

interface fc2/3

interface fc2/4

interface fc2/5

interface fc2/6

interface fc2/7

interface fc2/8

IFull Zone Database Section for vsan 1

zone name B230M2-CH1-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:bf

! [B230M2-CH1-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH1-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:8f

! [B230M2-CH1-SERVER2-fc1]
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member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH1-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:6f

! [B230M2-CH1-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH1-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2c

! [B230M2-CH1-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH1-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:0d

! [B230M2-CH1-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
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member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH1-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:bd

! [B230M2-CH1-SERVER6-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH1-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:8e

! [B230M2-CH1-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH2-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:0a

! [B200M3-CH2-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
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zone name B200M3-CH2-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:07

! [B200M3-CH2-SERVERS8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH2-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:67

! [B200M3-CH2-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH2-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:c7

! [B200M3-CH2-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH2-SERVER5-FC1 vsan 1
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member pwwn 20:00:00:25:b5:¢1:00:58
! [B200M3-CH2-SERVERS5-fc1]

member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]

member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH2-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:c5
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH2-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:59

! [B200M3-CH2-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH3-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:96
! [B200M3-CH3-SERVER1-fc1]

member pwwn 50:06:01:61:46:e0:5e:0a
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! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH3-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:27

! [B200M3-CH3-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH3-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:87

! [B200M3-CH3-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH3-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:18

! [B200M3-CH3-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]

member pwwn 50:06:01:68:46:e0:5e:0a
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! [VNX7500-B0]

zone name B200M3-CH3-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:78

! [B200M3-CH3-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH3-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:19

! [B200M3-CH3-SERVER6-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH3-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:79

! [B200M3-CH3-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
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zone name B200M3-CH3-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:b9

! [B200M3-CH3-SERVERS8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH4-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:b6

! [B200M3-CH4-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH4-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:47

! [B200M3-CH4-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH4-SERVER3-FC1 vsan 1

member pwwn 20:00:00:25:b5:¢1:00:a7
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! [B200M3-CH4-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH4-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:38

! [B200M3-CH4-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH4-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:98

! [B200M3-CH4-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B200M3-CH4-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:39
! [B200M3-CH4-SERVER6-fc1]

member pwwn 50:06:01:61:46:e0:5e:0a
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! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH4-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:99

! [B200M3-CH4-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH5-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:6a

! [B230M2-CH5-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH5-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2b

! [B230M2-CH5-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]

member pwwn 50:06:01:68:46:e0:5e:0a
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! [VNX7500-B0]

zone name B230M2-CH5-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:bb

! [B230M2-CH5-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH5-SERVER4-FC1 vsan 1
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
member pwwn 20:00:00:25:b5:¢1:00:8c

! [B230M2-CH5-SERVER4-fc1]

zone name B230M2-CH5-SERVER5-FC1 vsan 1
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
member pwwn 20:00:00:25:b5:¢1:00:6d

! [B230M2-CH5-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
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zone name B230M2-CH5-SERVER6-FC1 vsan 1
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 20:00:00:25:b5:¢c1:00:4e

! [B230M2-CH5-SERVER6-fc1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH5-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2f

! [B230M2-CH5-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH6-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2a

! [B230M2-CH6-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH6-SERVER2-FC1 vsan 1

member pwwn 20:00:00:25:b5:¢1:00:ba
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! [B230M2-CH6-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH6-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:6b

! [B230M2-CH6-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH6-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:4c

! [B230M2-CH6-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH6-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2d
! [B230M2-CH6-SERVER5-fc1]

member pwwn 50:06:01:61:46:e0:5e:0a
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! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH6-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:0e

! [B230M2-CH6-SERVER6-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH6-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:be

! [B230M2-CH6-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH7-SERVER1-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:4a

! [B230M2-CH7-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]

member pwwn 50:06:01:68:46:e0:5e:0a
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! [VNX7500-B0]

zone name B230M2-CH7-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:0b

! [B230M2-CH7-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH7-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:8b

! [B230M2-CH7-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH7-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:6¢

! [B230M2-CH7-SERVER4-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
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zone name B230M2-CH7-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:4d

! [B230M2-CH7-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH7-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:2e

! [B230M2-CH7-SERVER6-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH7-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:0f

! [B230M2-CH7-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH8-SERVER1-FC1 vsan 1

member pwwn 20:00:00:25:b5:¢1:00:8a
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! [B230M2-CH8-SERVER1-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH8-SERVER2-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:4b

! [B230M2-CH8-SERVER2-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH8-SERVER3-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:0c

! [B230M2-CH8-SERVER3-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH8-SERVER4-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:bc
! [B230M2-CH8-SERVER4-fc1]

member pwwn 50:06:01:61:46:e0:5e:0a
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! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH8-SERVER5-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:8d

! [B230M2-CH8-SERVERS5-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH8-SERVER6-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:6e

! [B230M2-CH8-SERVER6-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH8-SERVER7-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:4f

! [B230M2-CH8-SERVER7-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]

member pwwn 50:06:01:68:46:e0:5e:0a
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! [VNX7500-B0]

zone name B230M2-CH8-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:56

! [B230M2-CH8-SERVERS8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B230M2-CH1-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:76

! [B230M2-CH1-SERVER8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zone name B230M2-CH6-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:16

! [B230M2-CH6-SERVER8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
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zone name B230M2-CH7-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢c1:00:36
! [B230M2-CH7-SERVERS8-fc1]
member pwwn 50:06:01:61:46:e0:5e:0a
! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]

zone name B200M3-CH2-SERVERS8-FC1 vsan 1
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-B0]
member pwwn 20:00:00:25:b5:¢1:00:07

! [B200M3-CH2-SERVER8-fc1]

zone name B200M3-CH4-SERVERS8-FC1 vsan 1
member pwwn 20:00:00:25:b5:¢1:00:a5
member pwwn 50:06:01:61:46:e0:5e:0a

! [VNX7500-A1]
member pwwn 50:06:01:68:46:e0:5e:0a

! [VNX7500-BO0]

zoneset name DC-UCS-POD-B vsan 1
member B230M2-CH1-SERVER1-FC1

member B230M2-CH1-SERVER2-FC1
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member B230M2-CH1-SERVER3-FC1
member B230M2-CH1-SERVER4-FC1
member B230M2-CH1-SERVER5-FC1
member B230M2-CH1-SERVER6-FC1
member B230M2-CH1-SERVER7-FC1
member B200M3-CH2-SERVER1-FC1
member B200M3-CH2-SERVER2-FC1
member B200M3-CH2-SERVER3-FC1
member B200M3-CH2-SERVER4-FC1
member B200M3-CH2-SERVER5-FC1
member B200M3-CH2-SERVER6-FC1
member B200M3-CH2-SERVER7-FC1
member B200M3-CH3-SERVER1-FC1
member B200M3-CH3-SERVER2-FC1
member B200M3-CH3-SERVER3-FC1
member B200M3-CH3-SERVER4-FC1
member B200M3-CH3-SERVER5-FC1
member B200M3-CH3-SERVER6-FC1
member B200M3-CH3-SERVER7-FC1
member B200M3-CH3-SERVERS8-FC1
member B200M3-CH4-SERVER1-FC1
member B200M3-CH4-SERVER2-FC1
member B200M3-CH4-SERVER3-FC1
member B200M3-CH4-SERVER4-FC1
member B200M3-CH4-SERVER5-FC1

member B200M3-CH4-SERVER6-FC1
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member B200M3-CH4-SERVER7-FC1
member B230M2-CH5-SERVER1-FC1
member B230M2-CH5-SERVER2-FC1
member B230M2-CH5-SERVER3-FC1
member B230M2-CH5-SERVER4-FC1
member B230M2-CH5-SERVER5-FC1
member B230M2-CH5-SERVER6-FC1
member B230M2-CH5-SERVER7-FC1
member B230M2-CH6-SERVER1-FC1
member B230M2-CH6-SERVER2-FC1
member B230M2-CH6-SERVER3-FC1
member B230M2-CH6-SERVER4-FC1
member B230M2-CH6-SERVER5-FC1
member B230M2-CH6-SERVER6-FC1
member B230M2-CH6-SERVER7-FC1
member B230M2-CH7-SERVER1-FC1
member B230M2-CH7-SERVER2-FC1
member B230M2-CH7-SERVER3-FC1
member B230M2-CH7-SERVER4-FC1
member B230M2-CH7-SERVER5-FC1
member B230M2-CH7-SERVER6-FC1
member B230M2-CH7-SERVER7-FC1
member B230M2-CH8-SERVER1-FC1
member B230M2-CH8-SERVER2-FC1
member B230M2-CH8-SERVER3-FC1

member B230M?2-CH8-SERVER4-FC1



e . ; -
C1SCO CITRIX EMC vmware
member B230M2-CH8-SERVER5-FC1
member B230M2-CH8-SERVER6-FC1
member B230M2-CH8-SERVER7-FC1
member B230M2-CH8-SERVERS-FC1
member B230M2-CH1-SERVERS8-FC1
member B230M2-CH6-SERVERS-FC1
member B230M2-CH7-SERVERS8-FC1
member B200M3-CH2-SERVERS-FC1

member B200M3-CH4-SERVERS-FC1

zoneset activate name DC-UCS-POD-B vsan 1

Appendix B Sample Nexus 1000V VSM Configuration
Citrix-VSM-01

Citrix-VSM-02
These files are extremely large. If the reader is interested in a sample configuration file from one of the VSMs from
this study, please contact your Cisco Account Manager or Sales Engineer to request it on your behalf.

Appendix CSample VM-FEX VSM Configuration

Citrix-VMFEX-01
These files are extremely large. If the reader is interested in a sample configuration file from one of the VSMs from
this study, please contact your Cisco Account Manager or Sales Engineer to request it on your behalf.

Appendix D ESXtop Performance Charts for 4100 Session Run

Twenty-five Blades’ Data Shown Representing 4100 Sessions.

Run 179
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Bits Transmitted/sec

Port{DvsPortset-

Nd 50:60:T

AWd €€:70' T

Ad TO:00:T

Wd 62:95:¢T
Wd £5:05°¢T
Wd te:arel
Wd TS TF T
Wd LT2€¢T
Wd eteeel
WdO0T-82:¢T
Wd9geeel
Wd £0'6T¢T
Wd TePTCT
Wd 65:60:¢T
Wd 82:50:¢T
Wd 95:00:¢T
WY 99 T1



vmware

2

EMC

CITRIX

\\B200-CH6-BL-01\Memory\NonKernel MBytes

CIsCO

99350
99300
99250
99200
99150
99100
99050

Nd €€ 0T' T

Ad 6% £0'T

Ad #0:50'T

Nd 02:20'T

Wd SE65¢T
Wd 15:95:¢T
Wd 90¥5¢T
Wd 22 15¢T
Wd L 87T
Wd 25:5%¢T
Wd L0:eF T
Wd T2 0¥l
Wd9e/e¢T
Wd TS PeeT
Wd90:2ce¢T
Wd0g:62:¢T
Wd Se92:¢T
Wd 05:c2eT
Wd S0 T T
Wd 02 8T¢T
Wd SeSTeT
Wd T5¢T¢T
Wd £0:0T¢T
Wd €¢:£0:¢T
Wd BeF0CT
Wd 5 T0:CT
WY 0165 TT
WV 929511
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Nd €€ 0T' T

Ad 6% £0'T

Ad #0:50'T

Nd 02:20'T

Wd SE65¢T
Wd 15:95:¢T
Wd 90¥5¢T
Wd 22 15¢T
Wd L 87T
Wd 25:5%¢T
Wd L0:eF T
Wd T2 0¥l
Wd9e/e¢T
Wd TS PeeT
Wd90:2ce¢T
Wd0g:62:¢T
Wd Se92:¢T
Wd 05:c2eT
Wd S0 T T
Wd 02 8T¢T
Wd SeSTeT
Wd T5¢T¢T
Wd £0:0T¢T
Wd €¢:£0:¢T
Wd BeF0CT
Wd 5 T0:CT
WY 0165 TT
WV 929511
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11:59:11 AM
12:01:55PM
12:04:39PM
12:07:24PM
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12:12:52 PM
12:15:36 PM
12:18:21PM
12:21:06 PM
12:23:50 PM
12:26:36 PM
12:29:21 PM
12:32:06 PM
12:34:51 PM
12:37:37 PM
12:40:22 PM
12:43:07 PM
12:45:53 PM
12:48:38PM
12:51:22 PM
12:54:07 PM
12:56:51 PM
12:59:35PM

CITRIX

1:04:28 PM
1:09:00 PM

EMC

——\\B 200-CH6-BL-
01\Network
Port{vSwitch1:50331650:v
mnic2\MBits

Transmitted/sec
= \\B 200-CH&BL-

01\Network
Port{vSwitch1:50331650:v
mnic2\MBits

Received/sec
——1\\B200-CH6-BL-

01\Network
Port{DvsPortset-
0:100663313:vmnic4)\MB

its Transmitted/sec
——\\B200-CH&-BL-

01\Network
Port{DvsPortset-
0:100663313:vmnic4)\MB
its Received/sec

\\B200-CH6-BL-02\Memory\NonKernel MBytes

1:02:20 PM
1:05:04 PM
1:07:49 PM
1:10:33 PM
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EMC:

CITRIX

CIsCO

\\B200-CH6-BL-02\Physical Cpu{_Total}\% Core

Util Time
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90
80
70
60
50
40

30
20
10

Nd €€ 0T' T

Ad 6% £0'T

Ad #0:50'T

Nd 02:20'T

Wd SE65¢T
Wd 15:95:¢T
Wd 20:¥5¢T
Wd 22 15¢T
Wd BE8BFCT
Wd £5:5F¢T
Wd L0:eF T
Wd ¢2:0F¢T
Wd 2E2€¢T
Wd TS PeeT
Wd90:2ce¢T
Wd 16T
Wd 9e:92:¢T
Wd 05:c2eT
Wd 90T T
Wd TZ:8T¢T
Wd9e:ST¢T
Wd ¢5:¢T¢T
Wd 80:0T¢T
Wd ¥ 20:¢T
Wd 6er0:¢T
Wd S5 T0:CT
WY TT:65TT
WY 995 T1
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150

02\Network

100

Port{vSwitch1:50331650:

vmnic2)\MBits

Received/sec
———1\\B200-CH6-BL-

50

02\Network

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Nd 00:60:T

Wd 82:¥0'T

Wd £5°65:¢T
Wd 52:95¢T
Wd ¥5:05:¢T
Wd TZ:9t¢T
Wd 8F T T
Wd ST 22T
Wd etecel
Wd 60:82:¢T
Wd9geeel
Wd F06T¢T
Wd 2evTeT
Wd T0:0T¢T
Wd 62:50:¢T
Nd 85:00:¢T
WY 995 T1



vmware

2

EMC

CITRIX

\\B230-CH6-BL-03\Memory\NonKernel MBytes

CIsCO

99350
99300
99250
99200
99150
99100

Nd 5€:0T'T

Nd 05:£0°T

Nd 90:50:T

Wd TZ:20'T

Wd £€°65¢T
Wd €5:95:¢T
Wd 80¥5CT
Wd ¥ 15¢T
Wd6e8F T
Wd 55 eT
Wd 60:ct¢T
Wd £2:0F T
Wd 8eLE¢T
Wd £5PeeT
Wd £0:2€¢T
Wd ¢e:62:¢T
Wd £€:92:¢T
Wd e5:c2:¢T
Wd £0°TECT
Wd 2 8T¢T
Wd £€9T¢T
Wd £5¢T¢T
Wd 60:0T¢T
WdS2:20:¢T
Wd T v0:eT
Wd 95 T0:¢T
WY 165 TT
WY 2295 TT

\\B230-CH6-BL-03\Physical Cpu{_Total}\% Core
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Nd 5€:0T'T

Nd 05:£0°T

Nd 90:50:T

Wd TZ:20'T

Wd £€°65¢T
Wd €5:95:¢T
Wd 80¥5CT
Wd ¥ 15¢T
Wd6e8F T
Wd 55 eT
Wd 60:ct¢T
Wd £2:0F T
Wd 8eLE¢T
Wd £5PeeT
Wd £0:2€¢T
Wd ¢e:62:¢T
Wd £€:92:¢T
Wd e5:c2:¢T
Wd £0°TECT
Wd 2 8T¢T
Wd £€9T¢T
Wd £5¢T¢T
Wd 60:0T¢T
WdS2:20:¢T
Wd T v0:eT
Wd 95 T0:¢T
WY 165 TT
WY 2295 TT



vmware

EMC

CITRIX

CIsCO

Iy
250

——\\B230-CH6-BL-

03\Network

200

Port{vSwitch1:50331650:
vmnic2)\MBits
Transmitted/sec

——\\B230-CH6-BL-

150

03\Network

100

Port{vSwitch1:50331650:

vmnic2)\MBits

Received/sec
——1\\B230-CH6-BL-

50

03\Network

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Nd 20:60:T

Wd 0€:¥0' T

Nd 8565:¢T
Wd 92:95:¢T
Wd §55:05°¢T
Wd €29t ¢T
Wd 05 TF T
Wd 9T £e¢T
Wd eteeel
WdO0T-82:¢T
Wd 2e€8C¢T
Wd S0'6T¢T
Wd eevTeT
Wd 20:0T¢T
Wd 0e:50:¢T
Wd 65:00:¢T
WY 2295 TT

\\B230-CH6-BL-04\Memory\NonKernel MBytes

99350

99300

99250

99200

99150

99100

Wd £€0T'T

Nd 25:£0°T

Nd 80:50'T

Nd £2:20'T

Wd 6£65:¢T
Wd ¥5:95:¢T
WdO0T¥5C¢T
Wd S T15¢T
Wd TF8F¢T
Wd 95:5F:¢T
Wd 0Tt T
Wd SZ:0FeT
Wd Ot 26T
Wd FSPeel
Wd 60:2c¢T
Wdte6cel
Wd 8E:92:¢T
Wd £5°€2¢T
Wd 80 TZCT
Wd €2 8T¢T
Wd6eST¢T
Wd ¥5eTeT
WdOT-0T¢T
Wd9¢:£0:¢T
Wd et v0:¢T
Nd 85 T0:¢T
WY €165 TT
WY 6295 T1



vmware

EMC:

CITRIX

CIsCO

\\B230-CH6-BL-04\Physical Cpu{_Total}\% Core

Util Time

100

90
80
70
60
50
40

30
20
10

Wd £€0T'T

Nd 25:£0°T

Nd 80:50'T

Nd £2:20'T

Wd 6£65:¢T
Wd ¥5:95:¢T
WdO0T¥5C¢T
Wd S T15¢T
Wd TF8F¢T
Wd 95:5F:¢T
Wd 0Tt T
Wd SZ:0FeT
Wd Ot 26T
Wd FSPeel
Wd 60:2c¢T
Wdte6cel
Wd 8E:92:¢T
Wd £5°€2¢T
Wd 80 TZCT
Wd €2 8T¢T
Wd6eST¢T
Wd ¥5eTeT
WdOT-0T¢T
Wd9¢:£0:¢T
Wd et v0:¢T
Nd 85 T0:¢T
WY €165 TT
WY 6295 T1

250

——\\B230-CH6-BL-

04\Network

200

Port{vSwitch1:50331650:

vmnic2)\MBits
Transmitted/sec

——\\B230-CH6-BL-

04\Network

Port{vSwitch1:50331650:

vmnic2)\MBits
Received/sec

———\\B 230-CH6-BL-

04\Network

=
[¥3]
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100

50

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Wd #0:60:T

Wd 2e:¥0' T

Wd 00:00:T

Wd 82:95:¢T
Wd £5:05°¢T
Wd te:arel
Wd TS TF T
Wd 8T:2E¢T
Wd Steeel
Wd eT:82:¢T
Wdeecel
Wd90'6T¢T
Wd FerTCT
Wd £0:0T¢T
Wd 2e:50:¢T
Wd 00 T0:CT
WY 6295 T1



vmware

2

EMC

CITRIX

\\B230-CH6-BL-05\Memory\NonKernel MBytes

CIsCO

99350
99300
99250
99200
99150
99100
99050

Wd £€0T'T

Nd £5:£0°T

Nd 80:50'T

Wd ¥#2:20'T

Wd 6£65:¢T
Wd §55:95:¢T
WdO0T¥5C¢T
Wd 92 T15¢T
Wd TF8F¢T
Wd 95:5F:¢T
Wd TTeveT
Wd 92:0F¢T
Wd Ot 26T
Wd SSPeeT
Wd 0T eceT
Wdte6cel
Wd 6£:92:¢T
Wd ¥5 el
Wd 60T ¢T
Wd 2 8T¢T
Wd Ot STCT
Wd S5¢TeT
Wd TT:0T¢T
Wd £2:20:¢T
Wd et v0:¢T
Wd 65 T0:¢T
WY 165 TT
WV 0e99 TT

\\B230-CH6-BL-05\Physical Cpu{_Total}\% Core
Util Time

100
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70
60
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40
30
20
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Wd £€0T'T

Nd £5:£0°T

Nd 80:50'T

Wd ¥#2:20'T

Wd 6£65:¢T
Wd §55:95:¢T
WdO0T¥5C¢T
Wd 92 T15¢T
Wd TF8F¢T
Wd 95:5F:¢T
Wd TTeveT
Wd 92:0F¢T
Wd Ot 26T
Wd SSPeeT
Wd 0T eceT
Wdte6cel
Wd 6£:92:¢T
Wd ¥5 el
Wd 60T ¢T
Wd 2 8T¢T
Wd Ot STCT
Wd S5¢TeT
Wd TT:0T¢T
Wd £2:20:¢T
Wd et v0:¢T
Wd 65 T0:¢T
WY 165 TT
WV 0e99 TT



vmware

EMC:

CITRIX

CIsCO

200
180
160
140
120

Iy
100

——\\B230-CH6-BL-

05\Network

Port{vSwitch1:50331650:
vmnic2)\MBits
Transmitted/sec

——\\B230-CH6-BL-

05\Network

80
60
40

Port{vSwitch1:50331650:

vmnic2)\MBits

Received/sec
——1\\B230-CH6-BL-

20

05\Network

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Wd #0:60:T

Wd 2e:¥0' T

Ad TO:00:T

Wd 62:95:¢T
Wd £5:05°¢T
Wd SZ:9t¢T
Wd 25 Tl
WdeTLE¢T
Wd 9teeel
Wd €T 82:¢T
Wd OtceT
Wd £0°6T¢T
Wd SePTeT
Wd #0:0T¢T
Wd £€:50:¢T
Wd 20 T0:¢T
WV 0e99 TT

\\B230-CH6-BL-06\Memory\NonKernel MBytes

99350

99300

99250

99200

99150

99100

99050

Wd £€0T'T

Nd £5:£0°T

Nd 80:50'T

Wd ¥#2:20'T

Wd 6£65:¢T
Wd §55:95:¢T
Wd TT¥5¢T
Wd 92 T15¢T
Wd et 8F:¢T
Wd £5:5F¢T
Wd TTeveT
Wd 92:0F¢T
Wd T 2e¢T
Wd 95veeT
Wd 0T eceT
Wd SZ6el
Wd 0t:92:¢T
Wd S5l
Wd 0T T T
Wd SZ:8TCT
Wd T+ ST¢T
Wd £5¢T¢T
Wd cT:0T¢T
Wd 82:20:¢T
Wd vt r0:eT
Wd 00:20:¢T
WY 9165 TT
WV T€95:TT
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EMC:

CITRIX

CIsCO

\\B230-CH6-BL-06\Physical Cpu{_Total}\% Core

Util Time

100

90
80
70
60
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40
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20
10

Wd £€0T'T

Nd £5:£0°T

Nd 80:50'T

Wd ¥#2:20'T

Wd 6£65:¢T
Wd §55:95:¢T
Wd TT¥5¢T
Wd 92 T15¢T
Wd et 8F:¢T
Wd £5:5F¢T
Wd TTeveT
Wd 92:0F¢T
Wd T 2e¢T
Wd 95veeT
Wd 0T eceT
Wd SZ6el
Wd 0t:92:¢T
Wd S5l
Wd 0T T T
Wd SZ:8TCT
Wd T+ ST¢T
Wd £5¢T¢T
Wd cT:0T¢T
Wd 82:20:¢T
Wd vt r0:eT
Wd 00:20:¢T
WY 9165 TT
WV T€95:TT

250

——\\B230-CH6-BL-

06\Network

200

Port{vSwitch1:50331650:

vmnic2)\MBits
Transmitted/sec

——\\B230-CH6-BL-

06\Network

Port{vSwitch1:50331650:

vmnic2)\MBits
Received/sec

———\\B 230-CH6-BL-

06\Network

=
[¥3]
—

100

50

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Wd #0:60:T

AWd €€:70' T

Ad TO:00:T

Wd 62:95:¢T
Nd 85:05¢T
Wd SZ:9t¢T
Wd 25 Tl
WdeTLE¢T
Wd 9teeel
Wd €T 82:¢T
Wd T el
Wd60:6T:¢T
Wd 2eFTCT
Wd S0:0T¢T
Wd e S0:¢T
Wd €0 T0:CT
WV T€95:TT



vmware

2

EMC

CITRIX

\\B230-CH6-BL-07\Memory\NonKernel MBytes

CIsCO

99350
99300
99250
99200
99150
99100

Wd 0F:0T' T

Nd 95:20°T

Ad TT:50'T

Wd £2:20'T

Wd et:65:¢T
Nd 85:95:¢T
Wd £T¥5¢T
Wd 62 T15¢T
Wd 8P ¢T
Wd 65:5F:¢T
Wd FTeveT
Wd 82:0F¢T
Wd et /e¢T
Wd 85PeCT
Wd eT-ecel
Wd 22:62:¢T
Wd et:92:¢T
Wd £5€2¢T
Wd T TeeT
Wd £2:8T¢T
Wd et ST¢T
Wd 85:¢T¢T
Wd FT:0T¢T
Wd0e£0:¢T
Wd St r0:¢T
Wd T0:20:¢T
WY L1659 TT
WY 2€99 1T

\\B230-CH6-BL-07\Physical Cpu{_Total}\% Core
Util Time

100
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80
70
60
50
40
30
20
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Wd 0F:0T' T

Nd 95:20°T

Ad TT:50'T

Wd £2:20'T

Wd et:65:¢T
Nd 85:95:¢T
Wd £T¥5¢T
Wd 62 T15¢T
Wd 8P ¢T
Wd 65:5F:¢T
Wd FTeveT
Wd 82:0F¢T
Wd et /e¢T
Wd 85PeCT
Wd eT-ecel
Wd 22:62:¢T
Wd et:92:¢T
Wd £5€2¢T
Wd T TeeT
Wd £2:8T¢T
Wd et ST¢T
Wd 85:¢T¢T
Wd FT:0T¢T
Wd0e£0:¢T
Wd St r0:¢T
Wd T0:20:¢T
WY L1659 TT
WY 2€99 1T



vmware

EMC

CITRIX

CIsCO

Iy
300

——\\B230-CH6-BL-

07\Network

250

Port{vSwitch1:50331650:
vmnic2)\MBits
Transmitted/sec

——\\B230-CH6-BL-

200

150

07\Network

Port{vSwitch1:50331650:

vmnic2)\MBits

Received/sec
——1\\B230-CH6-BL-

100

50

07\Network

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Nd £0°60:T

Wd 5€:¥0' T

Nd €0:00:T

Wd 2e:95:¢T
Wd 00 T5¢T
Wd 82:9t:¢T
Wd S5 TF T
Wd ce:2e¢T
Wd 8F2eeT
WdST-82:¢T
Wd etceiel
WdO0T'6T¢T
Wd BePTCT
Wd £0:0T¢T
Wd SE50:¢T
Wd 0 T0:CT
WY 2€99 1T

\\B200-CH6-BL-08\Memory\NonKernel MBytes
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99300

99250

99200

99150

99100

99050

AWd T#0T'T

Ad £5:20°T

Wd ZT:50'T

Nd 82:20'T

Wd £t:65:¢T
Nd 85:95:¢T
Wd FT¥5CT
Wd 0e 15T
Wd St 8F¢T
Wd 00:9%:¢T
Wd STt el
Wd62:0F:¢T
Wd ttLe¢T
Wd 65teeT
Wd £T-eeeT
Wd 82:62:¢T
Wd £t:92:¢T
Wd 85T
Wd T T T
Wd 82 8TCT
Wd et ST¢T
Wd 65¢T¢T
WdST0T¢T
Wd TE£0:¢T
Wd 9t ¥0:¢T
Wd 20:20:¢T
WY 8T:65:TT
WV €€95:TT



vmware

EMC:

CITRIX

CIsCO

\\B200-CH6-BL-08\Physical Cpu{_Total}\% Core

Util Time
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90
80
70
60
50
40

30
20
10

AWd T#0T'T

Ad £5:20°T

Wd ZT:50'T

Nd 82:20'T

Wd £t:65:¢T
Nd 85:95:¢T
Wd FT¥5CT
Wd 0e 15T
Wd St 8F¢T
Wd 00:9%:¢T
Wd STt el
Wd62:0F:¢T
Wd ttLe¢T
Wd 65teeT
Wd £T-eeeT
Wd 82:62:¢T
Wd £t:92:¢T
Wd 85T
Wd T T T
Wd 82 8TCT
Wd et ST¢T
Wd 65¢T¢T
WdST0T¢T
Wd TE£0:¢T
Wd 9t ¥0:¢T
Wd 20:20:¢T
WY 8T:65:TT
WV €€95:TT

180

——\\B200-CH6-BL-

160

Port{vSwitch1:50331650:
vmnic2)\MBits
Transmitted/sec

08\Network

140

=2 o
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—\\B 200-CH&-BL-
08\Network
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Port{vSwitch1:50331650:

vmnic2)\MBits
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———\\B 200-CH6-BL-

20

08\Network

0:100663313:vmnicd)\M
Bits Transmitted/sec

Port{DvsPortset-

Nd 80:60:T

Nd 9¢:¥0' T

Wd #0:00:T

Wd £€:95°¢T
Wd T0TS¢T
Wd62:9t:¢T
Wd 95 TF T
Wd ce:2e¢T
Wdetecel
Wd9T-82:¢T
Wd eteeel
Wd TT'6T¢T
WdeetTeT
Wd 80:0T¢T
Wd 9e:50:¢T
Wd S0-T0:CT
WV €€95:TT
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2

EMC

CITRIX

CIsCO

\\CH3-BL-08\Memory\NonKernel MBytes

250000

200000

150000

100000

50000

Wd 60:£T'T

Wd 9T-+T'T

Wd ¢ TT' T

Nd 52:80'T

Ad 6T:50:T

AWd ¥#T:20'T

Wd 60:65:¢T
Wd £0:95:¢T
Wd 95:¢5:¢T
Wd 6t-6t¢T
Wd 09t ¢T
Wd et el
Wd 8T:0F¢T
Wd £0:£€°¢T
Wd95:ce T
Wd St:0e¢T
Wd e £8¢T
Wd eeveel
Wd T TeeT
Wd €0 8T¢T
Wd SSPTET
Wd L TTCT
Wd 0t 80:¢T
Wd 2e:50:¢T
Wd 9¢:20:¢T
WV 0265 TT
WY 195 TT
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Nd 89T T

ANd TOFT'T

Wd ST:TT'T

Nd 52:80'T

Wd £2:50'T

Nd 0€:20'T

Wd 2€:65:¢T
Wd Fe95:¢T
Wd SEe5¢T
Wd 9€:05:¢T
Wd Se /Pl
Wd et el
Wd 6 Tl
Wd £2:8E¢T
Wd Feeeel
Wd Teeeel
Wd £T'62:¢T
Wd £T:92:¢T
Wd TT:ceT
Wd 60:02:¢T
Wd 80:LTCT
Wd 80FTCT
Wd 80 TTCT
Nd 80:80:¢T
Wd 60:50:¢T
Wd0T-20:¢T
WY 165 TT
WY 195 TT
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12:19:37 PM
12:24:22 PM
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