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1. Overview

1.1. About this Document

This document describes the reference architecture for a 500-seat and 1000-seat virtual desktop
infrastructure using Citrix XenDesktop 7 built on Cisco UCS B200-M3 Blade Servers with EMC VNXe3300
and Microsoft Hyper-V 2012.

Industry trends indicate a vast data center transformation toward shared infrastructures. Enterprise
customers are moving away from silos of information and toward shared infrastructures, to virtualized
environments, and eventually to the cloud to increase agility and reduce costs.

This document provides the architecture and design of a virtual desktop infrastructure that can grow
from 500 users to 1000 users. The infrastructure is 100% virtualized on Microsoft Hyper-V Server 2012
with third-generation Cisco UCS B-Series B200 M3 Blade Servers iSCSI booting from an EMC VNXe3300
storage array.

The virtual desktops are powered using Citrix Provisioning Server 7 and Citrix XenDesktop 7, with a mix
of hosted shared desktops (70%) and pooled desktops (30%) to support the user population. Where
applicable, the document provides best practice recommendations and sizing guidelines for customer
deployments of XenDesktop 7 on the Cisco Unified Computing System.

2.  Solution Component Benefits
Each of the components of the overall solution materially contributes to the value of functional design
contained in this document.

2.1.  Benefits of Cisco Unified Computing System
Cisco Unified Computing System™ is the first converged data center platform that combines industry-
standard, x86-architecture servers with networking and storage access into a single converged system.
The system is entirely programmable using unified, model-based management to simplify and speed
deployment of enterprise-class applications and services running in bare-metal, virtualized, and cloud
computing environments.

Benefits of the Unified Computing System include:

Architectural flexibility

e Cisco UCS B-Series blade servers for infrastructure and virtual workload hosting

e Cisco UCS C-Series rack-mount servers for infrastructure and virtual workload Hosting

e Cisco UCS 6200 Series second generation fabric interconnects provide unified blade, network
and storage connectivity

e Cisco UCS 5108 Blade Chassis provide the perfect environment for multi-server type, multi-
purpose workloads in a single containment



Infrastructure Simplicity

e Converged, simplified architecture drives increased IT productivity

e Cisco UCS management results in flexible, agile, high performance, self-integrating information
technology with faster ROI

e Fabric Extender technology reduces the number of system components to purchase, configure
and maintain

e Standards-based, high bandwidth, low latency virtualization-aware unified fabric delivers high
density, excellent virtual desktop user-experience

Business Agility

e Model-based management meansfaster deployment of new capacityfor rapid and accurate
scalability

e Scale upto 16 chassis and up to 128 blades in a single Cisco UCS management domain

e Leverage Cisco UCS Management Packs for System Center 2012 for integrated management

2.1.1. Benefits of Cisco Nexus 5548UP
The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity, and
business agility, with support for networking standards. For traditional, virtualized, unified, and high-
performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

e Unified ports that support traditional Ethernet, Fiber Channel (FC), and Fiber Channel over
Ethernet (FCoE)

e Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

e Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including the Nexus 1000V Virtual Distributed Switch

Infrastructure Simplicity

e Common high-density, high-performance, data-center-class, fixed-form-factor platform

e Consolidates LAN and storage

e Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
e Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE

e Reduces management points with FEX Technology

Business Agility

e Meets diverse data center deployments on one platform
e Provides rapid migrationand transition for traditional and evolving technologies
e Offers performance and scalability to meet growing business needs
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Specifications At-a-Glance

e A1 -rack-unit, 1/10 Gigabit Ethernet switch

e 32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

e The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fiber Channel, and
Ethernet or FCoE

e Throughput of up to 960 Gbps

2.2. Benefits of EMC VNX Family of Storage Controllers

2.2.1. The EMC VNX Family
The EMC VNX Family delivers industry leading innovation and enterprise capabilities for file, block, and
object storagein a scalable, easy-to-use solution. This next-generation storage platform combines

powerful and flexible hardware with advanced efficiency, management, and protection software to
meet the demanding needs of today’s enterprises.

All of this is available in a choice of systems ranging from affordable entry-level solutions to high
performance, petabyte-capacity configurations servicing the most demanding application requirements.
The VNX family includes the VNXe Series, purpose-built for the IT generalist in smaller environments ,

and the VNX Series, designed to meet the high-performance, high scalability, requirements of midsize
and large enterprises.

Figure 1 VNX Family

WV INI2X
VNDE .

2.2.2. VNXe Series - Simple, Efficient, Affordable
The VNXe Series was designed with the IT generalist in mind and provides an affordable, integrated
storage system for small-to-medium businesses as well as remote offices, and departments in larger
enterprise businesses. The VNXe series provides true storage consolidation with a unique application—
driven approachthat eliminates the boundaries between applications and their storage.

This simple application-driven approach to managing shared storage makes the VNXe series ideal for IT
generalists/managers and application administrators who may have limited storage expertise. EMC
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Unisphere for the VNXe series enables easy, wizard-based provisioning of storage for Microsoft,
Exchange, file shares, iSCSI volumes, VMware, and Hyper-V. VNXe supports tight integration with
VMware to further facilitate efficient management of virtualized environments. Complemented by
Unisphere Remote, the VNXe is also ideal for remote office-branch office (ROBO) deployments. Built-in
efficiency capabilities, such as file de-duplication with compression and thin provisioning result in
streamlined operations and can save up to 50 percent in upfront storage costs. Software packs aimed at
facilitating backup, remote data protection, and disaster recovery include features such as easy-to-
configure application snapshots.

The VNXe series supports high availability by using redundant components — power supplies, fans, and
storage processors — as well as dynamic failover and failback. Additionally, the VNXe series supports the
ability to upgrade system software or hardware while the VNXe system is running. It also delivers single
click access to a world of resources such as comprehensive online documentation, training, and how-to-
videos to expand your knowledge and answer questions.

2.2.3. VNX Series - Simple, Efficient, Powerful
The EMC VNX flash-optimized unified storage platform delivers innovation and enterprise capabilities
for file, block, and object storage in a single, scalable, and easy-to-use solution. Ideal for mixed
workloads in physical or virtual environments, VNX combines powerful and flexible hardware with
advanced efficiency, management, and protection software to meet the demanding needs of today’s
virtualized application environments.

VNX includes many features and enhancements designed and built upon the first generation’s success.
These features and enhancements include:

e More capacity with multicore optimization with Multicore Cache, Multicore RAID, and Multicore
FAST Cache (MCx™)

e Greater efficiency with a flash-optimized hybrid array

e Better protection by increasing application availability with active/active

e Easier administration and deployment by increasing productivity with new Unisphere®
Management Suite

Next-Generation VNX is built to deliver even greater efficiency, performance, and scale than ever
before.

2.3.  Benefits of Microsoft Windows Server 2012 with Hyper-V
Microsoft Windows Server 2012 with Hyper-V builds on the architecture and functionality of Microsoft
Hyper-V 2008 R2 allowing you to run the largest workloads in your virtualized environment. Windows
Server 2012 with Hyper-V offers support for up to 64 virtual processors, 1 terabyte of memory per guest
VM, and 4,000 virtual machines on a 64-node cluster. With Hyper-V, you cansupport Offloaded Data
Transfer and improved Quality of Service to enforce minimum bandwidth requirements (even for
network storage). High-availability options include incremental backup support, enhancementsin
clustered environments to support virtual Fiber Channel adapterswithin the virtual machine, and inbox
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NIC Teaming. Windows Server 2012 Hyper-V can also use server message block file shares for virtual
storage. This new option is simple to provision and offers performance capabilities and featuresthat
rival those available with Fiber Channel storage area networks. The Hyper-V Extensible Switch within
Windows Server 2012 with Hyper-V gives you an open, extensible switch to help support security and
management needs. You can build your own extensions, or use partner extensions to support these
needs. Hyper-V works with Microsoft System Center 2012 SP1 management tools to handle your multi-
server virtualization environment. With new management support for Hyper-V, you can fully automate
management tasks and help reduce the administrative overhead costs of your environment.

Hyper-V provides a dynamic, reliable, and scalable virtualization platform combined with a single set of
integrated management tools to manage both physical and virtual resources, enabling creation of an
agile and dynamic data center.

2.4. Benefits of Citrix XenDesktop 7
There are many reasons to consider a virtual desktop solution. An ever growing and diverse base of
users, an expanding number of traditional desktops, an increase in security mandates and government
regulations, and the introduction of Bring Your Own Device (BYOD) initiatives are factors that add to the
cost and complexity of delivering and managing desktop and application services.

Citrix XenDesktop™ 7 transforms the delivery of Microsoft Windows apps and desktops into a secure,
centrally managed service that users canaccess on any device, anywhere. The release focuses on
delivering these benefits:

e Mobilizing Microsoft Windows application delivery, bringing thousands of corporate
applications to mobile devices with a native-touch experience and high performance
e Reducing costs with simplified and centralized management and automated operations

Securing data by centralizing information and effectively controlling access
Citrix XenDesktop 7 promotes mobility, allowing users to search for and subscribe to published
resources, enabling a service delivery model thatis cloud-ready.

The release follows a new unified FlexCast 2.0 architecture for provisioning all Windows apps and
desktops either on hosted-shared RDS servers or VDI-based virtual machines. The new architecture
combines simplified and integrated provisioning with personalization tools. Whether a customer is
creating a system to deliver just apps or complete desktops, Citrix XenDesktop 7 leverages common
policies and cohesive tools to govern infrastructure resources and access.

2.5. Audience
This document describes the architecture and deployment procedures of an infrastructure comprised of
Cisco, EMC, Microsoft and Citrix virtualization. The intended audience of this document includes, but is

not limited to, sales engineers, field consultants, professional services, IT managers, partner
engineering, and customers who want to deploy the solution described in this document.
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3.  Summary of Main Findings

The combination of technologies from Cisco Systems, Inc, Citrix Systems, Inc., Microsoft and EMC
produced a highly efficient, robust and affordable Virtual Desktop Infrastructure (VDI) for a hosted
virtual desktop deployment. Key components of the solution included:

e This design is Cisco’s Desktop Virtualization Simplified Design, with compute and storage
converged at the Cisco UCS Fabric Interconnect. In this design, the Cisco UCS Fabric
Interconnectsare uplinked directly to the Layer 3 network, reducing the solution footprint and
cost. This design is well suited for smaller deployments of virtual desktop infrastructure.

e Local storagein the form of two 400 GB Enterprise SSD’s provides fast local storage for the Citrix
Provisioning Services write-cache drives and significantly reduces the impact on the primary
EMC VNXe3300 storage array.

e Cisco UCS B200 M3 half-width blade with dual 12-core 2.7 GHz Intel lvy Bridge (E5-2697v2)
processors and 384GB of memory supports 25% more virtual desktop workloads than the
previously released Sandy Bridge processors on the same hardware.

e The 500-user design is based on using one Unified Computing System chassis with three Cisco
UCS B200 M3 blades for virtualized desktop workloads and oneCisco UCS B200 M3 blade for
virtualized infrastructure workloads.

e The 1000-user design is based on using two Cisco Unified Computing System chassis with five
Cisco UCS B200 M3 blades for virtualized desktop workloads and one Cisco UCS B200 M3 blade
for virtualized infrastructure workloads.

e Alllog in and start workloads up to steady state were completed in 30-minutes without pegging
the processor, exhausting memory or storage subsystems.

e The rackspace required to support the 500 users was a single rack of approximately 22 rack
units. The space required to support 1000 users in a fully redundant configuration was only 28
RUs, which translatesto an additional Cisco UCS 5108 chassis.

e Pure Virtualization: This Cisco Validated Design presents a validated design that is 100%
virtualized on Microsoft Hyper-V 2012. All of the Windows 7 SP1 virtual desktops and supporting
infrastructure components, including Active Directory, Provisioning Servers, SQL Servers, and
XenDesktop delivery controllers, were hosted as virtual servers.

e Cisco maintains our industry leadership with our new Cisco UCS Manager 2.1.3(a) software that
simplifies scaling, guarantees consistency, and eases maintenance.

e Our 10G unified fabric story gets additional validation on second generation Cisco UCS 6200
Series Fabric Interconnects as Cisco runs more challenging workload testing, while maintaining
unsurpassed user response times.

e EMC's VNXe3300system provides storage consolidation and outstanding efficiency for up to
1000 users.

e Citrix XenDesktop™ 7 follows a new unified product architecture that supports both hosted-
shared desktops and applications (RDS) and complete virtual desktops (VDI). This new
XenDesktop release simplifies tasks associated with large-scale VDI management. This modular
solution supports seamless delivery of Windows apps and desktops as the number of users
increase. In addition, HDX enhancements help to optimize performance and improve the user
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experience across a variety of endpoint device types, from workstations to mobile devices
including laptops, tablets, and smartphones.

e For hosted shared desktop sessions, the best performance was achieved when the number of
vCPUs assigned to the XenDesktop 7 RDS virtual machines did not exceed the number of hyper-
threaded cores available on the server. In other words, maximum performance is obtained
when not overcommitting the CPU resources for hosted shared desktops.

4, Architecture

4.1. Hardware Deployed
The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, when the reference architecture containedin this document is built, it can easily be

scaled as requirements and demands change. This includes scaling both up (adding additional resources
within a Cisco UCS Domain) and out (adding additional Cisco UCS Domains and VNX Storage arrays).

The 500- and 1000-user XenDesktop 7 solution includes Cisco networking, Cisco Unified Computing
System, and EMC VNXe storage, which fits into a single data center rack, including the access layer
network switches.

This Cisco Validated Design document details the deployment of the 500- and 1000-user configurations
for a mixed XenDesktop workload featuring the following software:
e Citrix XenDesktop 7 Pooled Hosted Virtual Desktops with PVS write cache on TierOstorage
e Citrix XenDesktop 7 Shared Hosted Virtual Desktops with PVS write cache on TierO storage
e  (Citrix Provisioning Server7
e Citrix User Profile Manager
e (itrix StoreFront 2.0
e Cisco Nexus 1000V Distributed Virtual Switch
e  Microsoft Windows Hyper-V 2012 Hypervisor
e Microsoft System Center 2012 Virtual Machine Manager SP1
e Microsoft SQL Server 2012 SP1
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Figure 2: Workload Architecture
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The workload contains the following hardware as shown in Figure 2: Workload Architecture:

e Two Cisco UCS 6248UP Series Fabric Interconnects

e Two Cisco UCS 5108 Blade Server Chassis (1 for each 500-users of capacity) with two 2204XP 10
Modules per chassis

e Five Cisco UCS B200 M3 Blade Servers with Intel E5-2697v2 processors, 384GB RAM, and
VIC1240 mezzanine cards for the mixed desktop virtualization workloads.

e Two Cisco UCS B200 M3 Blade Servers with Intel E5-2650 processors, 128 GB RAM, and VIC1240
mezzanine cards for the infrastructure virtualization workloads

e One EMC VNXe3300 dual controller storage system for HA, 44 SAS disks across 3 shelves, 10GE
ports for network connectivity.

The EMC VNXe3300 disk shelf configurations are detailed in Section 5.4 Storage Architecture Design
laterin this document.

4.2. Logical Architecture
The logical architecture of the validated design is very similar betweenthe 500-user and 1000-user
configuration. The design was architected to support 500 users within a single chassis and four blades.
The 1000-users configuration would require seven blades across two chassis, which would also add
physical redundancy for the chassis. If full redundancy is required within the 500-user configuration, a
second infrastructure host (INFRA-2) can be added or the virtual machines hosted on INFRA-2 could be
placed on VDI 1-4. The table below outlines all the servers in the two configurations.
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Table 1:Infrastructure Architecture

Server Name Location Purpose

INFRA-1 Physical — Chassis 1 Clustered Windows 2012 Datacenter server
for infrastructure guests

VDI1-2 Physical — Chassis 1 Mixed workload Hyper-V 2012 server

VDI1-3 Physical — Chassis 1 Mixed workload Hyper-V 2012 server

VDI1-4 Physical — Chassis 1 Mixed workload Hyper-V 2012 server — (N+1)
spare capacity

INFRA-2 Physical — Chassis 2 Clustered Windows 2012 Datacenter server
for infrastructure guests (1000-user
configuration)

VDI2-1 Physical — Chassis 2 Mixed workload Hyper-V 2012 server (1000 —
user configuration)

VDI2-2 Physical — Chassis 2 Mixed workload Hyper-V 2012 server (1000-
user configuration)

AD-DC1 Virtual — INFRA-1 Active Directory Domain Controller

EXC1 Virtual— INFRA-1 XenDesktop 7 controller

PVS1 Virtual— INFRA-1 Provisioning Services streaming server

SCVvMm1/ Virtual— INFRA-1 System Center 2012 Virtual Machine

SCVMM2 Manager Server

SFS1 Virtual—INFRA-1 StoreFront Services server

sQlL1 Virtual— INFRA-1 SQL Server (primary) for AlwaysOn groups

Nexus1000V1  Virtual—INFRA-1 Nexus 1000-V VSM HA node

Nexus1000V3  Virtual— INFRA-1 Nexus 1000-V VSM HA node

HSDGold Virtual— INFRA-1 Used to manage the PVS golden image for
the Hosted Shared Desktop server image

XDGold Virtual — INFRA-1 Used to managedthe PVS golden image for
the Windows 7 XenDesktop VDI image

AD-DC2 Virtual— INFRA-2 Active Directory Domain Controller

EXC2 Virtual — INFRA-2 XenDesktop 7 controller

PVS2 Virtual— INFRA-2 Provisioning Services streaming server

sQlL2 Virtual— INFRA-2 SQL Server (secondary) for AlwaysOn groups

Nexus1000V2  Virtual—INFRA-2 Nexus 1000-V VSM HA node

Nexus1000V4  Virtual—INFRA-2 Nexus 1000-V VSM HA node

Software Revisions
This section includes the software versions of the primary products installed in the environment.

Table 2: Software Revisions
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Vendor Product Version

Cisco UCS Firmware 2.1(3a)

Cisco UCS Manager 2.1(3a)

Cisco Nexus 1000V for Hyper-V 5.2(1) SM1 (5.1)
Citrix XenDesktop 7.0.0.3018
Citrix Provisioning Services 7.0.0.46




Citrix StoreFront Services 2.0.0.90

Microsoft System Center 2012 Virtual Machine 3.1.6027.0
Manager SP1

Microsoft Windows Server 2012 DataCenter 6.2.9200 Build 9200

Microsoft Hyper-V Server 2012 6.2.9200 Build 9200

Microsoft SQL Server 2012 SP1 11.0.30000.0 (x64)

4.4. Configuration Guidelines
This section provides guidelines for situations where additional guidance may be necessary.

44.1. VLAN

The VLAN configuration recommended for the environment includes a total of eight VLANSs as outlined
in the table below.

Table 3: VLAN Configuration

VLAN Name  VLANID Use

MGMT 60 Management. Used for the Hyper-V hosts and physical
hardware. Should always be assigned to the first vNIC on
any host and never connected to a Hyper-V virtual
switch.

INFRA 61 Infrastructure. Used for all the virtualized infrastructure
hosts, such as the XenDesktop Controllers, Provisioning
Servers, SQL Servers, etc.

PVS-VDI 62 Provisioning Services and VDI. Used as the only network
available for the provisioned hosted shared and virtual
desktops.

csv 63 Clustered Shared Volumes and Cluster heartbeat. Used

only on the infrastructure cluster hosts for cluster
communication and data volume traffic.

LMIGR 64 LiveMigration for Infrastructure Cluster. Used only on
the infrastructure cluster hosts for live migration of
guests between the two hosts.

STORAGE-A 65 iSCSI traffic on Fabric A. Used only for iSCSI traffic on
channel A.

STORAGE-B 66 iSCSI traffic on Fabric B. Used only for iSCSI traffic on
channel B.

STORAGE- 99 Null Storage VLAN. Used temporarily during the

NULL Windows 2012 install to prevent the install from

detecting multiple storage paths tothe iSCSI volume.

As described in section 4.2 Logical Architecture section, the only clustering in the design is between

INFRA-1and INFRA-2 when 1000-users are involved or full redundancy is required for the infrastructure
hosts. If INFRA-2 is not included in the design, then the clustering VLANs 63 and 64 can be omitted.
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4.4.2. Hyper-V Clustering
This section describes the quidelines about configuring Microsoft Hyper-V Clustering.

4.4.2.1. Network Configuration Guidelines
Microsoft recommends having a minimum of two networks for your failover cluster: a public network
that allows clients to connect to the cluster and a separate network that is used only for communication
between the clustered servers. You can configure additional networks for specific storage options or for
redundancy as needed.

When you use identical network adaptersfor a network, also use identical communication settings on
those adapters (for example, Speed, Duplex Mode, Flow Control, and Media Type). Also, compare the
settings betweenthe network adapter and the switch it connects to and make sure that no settings are
in conflict.

If you have private networks that are not routed to the rest of your network infrastructure, make sure
that each of these private networks uses a unique subnet. This is necessary even if you give each
network adapter a unique IPaddress. For example, if you have a cluster node in a central office that
uses one physical network, and another node in a branch office that uses a separate physical network,
do not specify 10.0.0.0/24 for both networks, even if you give each adapter a unique IP address.

4.4.2.2. Prestage Cluster Computer Objects in Active Directory

When you create a failover cluster by using the Create Cluster Wizard or by using Windows PowerShell,
you must specify a name for the cluster. If you have sufficient permissions when you create the cluster,
the cluster creation process automatically createsa computer object in AD DSthat matchesthe cluster
name. This object is called the cluster name object or CNO. Through the CNO, virtual computer objects
(VCOs) are automatically created when you configure clustered roles that use client access points. For
example, if you create a highly available file server with a client access point that is named FileServer1,
the CNO will create a corresponding VCO in AD DS.

To create the CNO automatically, the user who createsthe failover cluster must have the Create
Computer objects permission to the organizational unit (OU) or the container where the servers that will
form the cluster reside. To enable a user or group to create a cluster without having this permission, a
user with appropriate permissions in AD DS (typically a domain administrator) can prestage the CNO in
AD DS. This also provides the domain administrator more control over the naming convention thatis
used for the cluster, and control over which OU the cluster objects are createdin.

Instructions about how to pre-stage the Cluster Name Object can be found here:
http://technet.microsoft.com/en-us/library/dn466519.aspx

4.4.2.3. Quorum Configuration Guidelines
The cluster software automatically configures the quorum for a new cluster, based on the number of
nodes configured and the availability of shared storage. This is usually the most appropriate quorum
configuration for that cluster. However, it is a good idea to review the quorum configuration after the
cluster is created, before placing the cluster into production. To view the detailed cluster quorum
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configuration, you can you use the Validate a Configuration Wizard, or the Test-Cluster Windows
PowerShell cmdlet, to run the Validate Quorum Configuration test. In Failover Cluster Manager, the
basic quorum configuration is displayed in the summary information for the selected cluster, or you can

review the information about quorum resources that returns when you run the Get-ClusterQuorum
Windows PowerShell cmdlet.

At any time, you canrun the Validate Quorum Configuration test to validate that the quorum
configuration is optimal for your cluster. The test output indicates if a change to the quorum

configuration is recommended and the settings that are optimal. Ifa change is recommended, you can
use the Configure Cluster Quorum Wizard to apply the recommended settings.

After the cluster is in production, do not change the quorum configuration unless you have determined
that the change is appropriate for your cluster.

4.4.2.4. Cluster Validation Tests
Before you create the failover cluster, we strongly recommend that you validate the configuration to
make sure that the hardware and hardware settings are compatible with failover clustering. Microsoft
supports a cluster solution only if the complete configuration passes all validation tests and if all
hardware is certified for the version of Windows Server that the cluster nodes are running.

Note: You must have at least two nodes to run all tests. If you have only one node, many of the critical
storage testsdo not run.

The cluster validation tool can be launched through the Failover Cluster Manager, under Management,
click Validate Configuration.

5. Infrastructure Components
This section describes the infrastructure components used in this Cisco Validated Design.

5.1. Cisco Unified Computer System (UCS)
The Cisco Unified Computing System™ (Cisco UCS™) is a next-generation data center platform that
unites computing, networking, storage access, and virtualization resources into a cohesive system
designed to reduce total cost of ownership (TCO) and increase business agility. The system integratesa
low-latency, lossless 10 Gigabit Ethernet unified networkfabric with enterprise-class, x86-architecture

servers. The system is an integrated, scalable, multi-chassis platform in which all resources participate in
a unified management domain.

5.1.1. Cisco Unified Computing Components
The Cisco UCS components are shown in the diagram below.
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Figure 3: Cisco UCS Components
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The Cisco Unified Computing System is designed from the ground up to be programmable and self-
integrating. Aserver’s entire hardware stack, ranging from server firmware and settings to network
profiles, is configured through model-based management. With Cisco virtual interface cards, even the
number and type of 1/O interfaces is programmed dynamically, making every server ready to power any
workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration
then associate a model’s service profile with hardware resources. Once associated the system
configures itself to matchthe model. This automation speeds provisioning and workload migration with
accurate and rapid scalability. The result is increased IT staff productivity, improved compliance, and
reduced risk of failures due to inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers
and virtual machines. Virtual networks are now managed exactly as physical networks are, but with
massive scalability. This represents a radical simplification over traditional systems, reducing capitaland
operating costs while increasing business agility, simplifying and speeding deployment, and improving
performance.
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5.1.2. Cisco Fabric Interconnects
The Cisco UCS 6200 Series Fabric Interconnectsare a core part of the Cisco Unified Computing System,
providing both network connectivity and management capabilities for the system (Figure 2). The Cisco
UCS 6200 Series offers line-rate, low-latency, lossless 10 Gigabit Ethernet, Fiber Channel over Ethernet
(FCoE), and Fiber Channel functions.

The Cisco UCS 6200 Series provides the management and communication backbone for the Cisco UCS B-
Series Blade Servers and 5100 Series Blade Server Chassis. All chassis, and therefore all blades, attached
to the Cisco UCS 6200 Series Fabric Interconnects become part of a single, highly available management

domain. In addition, by supporting unified fabric, the Cisco UCS 6200 Series provides both the LAN and
SAN connectivity for all blades within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut-through architecture, supporting
deterministic, low-latency, line-rate 10 Gigabit Ethernet on all ports, switching capacity of 2 terabits
(Th), and 320-Gbps bandwidth per chassis, independent of packet size and enabled services. The
product family supports Cisco® low-latency, lossless 10 Gigabit Ethernet unified network fabric
capabilities, which increase the reliability, efficiency, and scalability of Ethernet networks. The fabric
interconnect supports multiple traffic classes over a lossless Ethernet fabric from the blade through the
Interconnect. Significant TCO savings come from an FCoE-optimized server design in which network
interface cards (NICs), host bus adapters(HBAs), cables, and switches can be consolidated.

The Cisco UCS 6248UP is a 48-port Fabric Interconnect which provides low-latency throughput in excess
of 1Tbps in asingle rack unit (1 RU) form-factor. The Interconnect itself has 32 fixed ports of Fiber
Channel, 10-Gigabit Ethernet, Cisco Data Center Ethernet, and FCoE SFP+ ports. One expansion module
slot can provide an additional sixteen ports of Fiber Channel, 10-GE, Cisco Data Center Ethernet, and
FCoE SFP+.

5.1.3. Cisco 10 Modules (Fabric Extenders)
The Cisco UCS 2200 Series FEX is responsible for multiplexing and forwarding all traffic from blade
servers in a chassis to a parent Cisco UCS Fabric Interconnect over the 10-Gbps unified fabric links. All
traffic, even traffic between blades on the same chassis, or VMs on the same blade, is forwarded to the
parent interconnect, where network profiles are managed efficiently and effectively by the Fabric
Interconnect. At the core of the Cisco UCS Fabric Extenders are ASIC processors developed by Cisco to
multiplex all traffic.

Note: Up to two fabric extenders can be placed in a blade chassis.

Cisco UCS 2204 used in this architecture has eight 10GBASE-KR connections to the blade chassis mid-
plane, with one connection per fabric extender for each of the chassis’ eight half slots. This gives each
half-slot blade server access to each of two 10-Gbps unified fabric-based networks through SFP+ sockets
for both throughput and redundancy. It has 4 ports connecting up the fabric interconnect.

22



5.1.4. Cisco UCS Chassis
The Cisco UCS 5108 Series Blade Server Chassis is a 6 RU blade chassis that will accept up to eight half-
width Cisco UCS B-Series Blade Servers or up to four full-width Cisco UCS B-Series Blade Servers, or a
combination of the two. The Cisco UCS 5108 Series Blade Server Chassis can accept four redundant
power supplies with automatic load-sharing and failover and two Cisco UCS (either 2100 or 2200 series )
Fabric Extenders. The chassis is managed by Cisco UCS Chassis Management Controllers, which are
mounted in the Cisco UCS Fabric Extenders and work in conjunction with the Cisco UCS Manager to
control the chassis and its components.

A single Cisco UCS managed domain cantheoretically scale to up to 40 individual chassis and 320 blade
servers. At this time Cisco supports up to 20 individual chassis and 160 blade servers.

Basing the I/0 infrastructure on a 10-Gbps unified network fabric allows the Cisco Unified Computing
System to have a streamlined chassis with a simple yet comprehensive set of 1/0 options. The result is a
chassis that has only five basic components:

e The physical chassis with passive midplane and active environmental monitoring circuitry

e Four power supply bays with power entry in the rear, and hot-swappable power supply units
accessible from the front panel

e Eight hot-swappable fan trays, each with two fans
e Two fabric extender slots accessible from the back panel

e Eight blade server slots accessible from the front panel

5.1.5. Cisco UCS Manager
The Cisco UCS 6200 Series Fabric Interconnect hosts and runs Cisco UCS Manager in a highly available
configuration, enabling the fabric interconnects to fully manage all Cisco UCS elements. Connectivity to
the Cisco UCS 5100 Series blade chassis is maintained through the Cisco UCS 2100 or 2200 Series Fabric
Extenders in each blade chassis. The Cisco UCS 6200 Series interconnects support out-of-band
management through a dedicated 10/100/1000-Mbps Ethernet management port as well as in-band
management. Cisco UCS Manager typicallyis deployed in a clustered active-passive configuration on
redundant fabric interconnects connected through dual 10/100/1000 Ethernet clustering ports.

5.1.6. Cisco UCS B200 M3Blade Servers
Cisco UCS B200 M3 is a third generation half-slot, two-socket blade server. The Cisco UCS B200 M3
harnesses the power of the latest Intel® Xeon® processor E5-2600 product family, with up to 384 GB of
RAM (using 16-GB DIMMs), two optional SAS/SATA/SSD disk drives, and up to dual 4x 10 Gigabit
Ethernet throughput, utilizing our VIC 1240 LAN on motherboard (LOM) design. The Cisco UCS B200 M3
further extends the capabilities of Cisco Unififed Computing Sytem by delivering new levels of

manageability, performance, energy efficiency, reliability, security, and I/O bandwidth for enterprise-
class virtualization and other mainstream data center workloads.
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5.1.7. Cisco Virtual Interface Card (VIC) Converged Network Adapter
A Cisco innovation, the Cisco UCS Virtual Interface Card (VIC) 1240 (Figure 4) is a 4-port 10 Gigabit
Ethernet, Fiber Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the Cisco UCS M3 generation of Cisco UCS B-Series Blade Servers. When used in

combination with anoptional Port Expander, the Cisco UCS VIC 1240 capabilities can be expanded to
eight ports of 10 Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present up
to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs).

Figure 4:VIC 1240

Figure 5:VIC 1240 Architecture
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5.2. EMC VNXe3300
The EMC VNXe series redefines networked storage for the small business to small enterprise user,
delivering an unequaled combination of features, simplicity, and efficiency. These unified storage
systems provide true storage consolidation capability with seamless management and a unique
application-driven approach that eliminates the boundaries between applications and their storage.

With scalability from six up to 150 disk drives and 450 terabytes of capacity, the VNXe series is ready to
meet the needs of growing organizations with increasingly complex storage requirements. The
VNXe3150™ is an ideal platform for businesses with physical server infrastructures, as well as those
making the move to server virtualization to drive consolidation and greater efficiency. The VNXe3300™
includes all of the ease of use and application-driven management features of the VNXe3150, along with
increased performance, scalability, and I/O expandability. Both systems share a comprehensive set of
features including exceptional capacity utilization, data protection and availability solutions, and

advanced support capabilities.

5.2.1. Advantages and Value Proposition
The EMC VNX" family is optimized for virtual applications delivering industry-leading innovation and
enterprise capabilities for file, block, and object storagein a scalable, easy-to-use solution. This next-
generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today’s enterprises.

The VNXe series is powered by Intel Xeon processor, for intelligent storage that automaticallyand
efficiently scales in performance, while ensuring data integrity and security.

The VNXe series is purpose-built for the IT managerin smaller environments and the VNX series is
designed to meet the high-performance, high-scalability requirements of midsize and large enterprises.

The table below lists the VNXe customer benefits.

Table 4: VNXe Benefits

Feature

Next-generation unified storage, optimized for v
virtualized applications

Capacity optimization features including compression, v
deduplication, thin provisioning, and application-centric
copies

High availability, designed to deliver five 9s availability v
Multiprotocol support for file and block v
Simplified management with EMC Unisphere™ for a v

single management interface for all NAS, SAN, and
replication needs
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5.2.2. Software suites available
e Remote Protection Suite—Protects data against localized failures, outages, and disasters.

e Application Protection Suite—Automates application copies and proves compliance.

e Security and Compliance Suite—Keeps data safe from changes, deletions, and malicious activity.

5.2.3. Software packs available

e TotalValue Pack—Includes all three protection software suites and the Security and Compliance
Suite

5.3.  Microsoft Technologies

5.3.1. Windows Server 2012
With Windows Server 2012, Microsoft delivers a server platform built on our experience of building and
operating many of the world's largest cloud-based services and datacenter. Whether you are setting-up

a single server for your small business or architecting a major new datacenter environment, Windows
Server 2012 will help you cloud-optimize your IT so you can fully meet your organization's unique needs.

5.3.1.1. Beyond Virtualization
Offers a dynamic, multitenant infrastructure to help you scale and secure workloads and build a private
cloud. Windows Server 2012 can help you provide:

e  Complete Virtualization Platform - A fully-isolated, multitenant environment with tools
that can help guarantee service level agreements, enable usage-based chargeback, and
support self-service delivery.

e Improved Scalability and Performance - A high-density, scalable environment that you
can modify to perform at an optimum level based on your needs.

e  Connectingto Cloud Services - Acommon identity and management frameworkto
enable highly secure and reliable cross-premises connectivity.

5.3.1.2. The Power of Many Servers, the Simplicity of One

Windows Server 2012 delivers a highly available and easy to manage cloud-optimized platform.
Windows Server 2012 can help you provide:

e Flexible Storage - Diverse storage choices that can help you achieve high performance,
availability, and storage resource efficiency through virtualization and storage
conservation.

e  ContinuousAvailability - New and improved features that provide cost-effective, highly
available services with protection against a wide range of failure scenarios.

e  Management Efficiency - Automation of a broad set of management tasksand
simplified deployment of workloads as you move towardfull, lights-out automation.
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5.3.1.3. Every App, Any Cloud
Microsoft Windows Server 2012 offers a cloud-optimized server platform that gives you the flexibility to
build and deploy applications and websites on-premises, in the cloud, or across both. Windows Server
2012 can help you deliver:

e  Flexibility to Build On-Premises and in the Cloud - A consistent set of tools and
frameworks that enables developers to build symmetrical or hybrid applications across
the datacenter andthe cloud.

e AScalableand Elastic Infrastructure - New featuresto help you increase website
density and efficiency, plus frameworks, services, and tools to increase the scalability
and elasticity of modern applications.

e  An Open Web and App Development Environment - An open platform that enables
mission-critical applications and provides enhanced support for open standards, open-
source applications, and various development languages

5.3.2. Failover Clustering
Failover clusters provide high availability and scalability to many server workloads. These include server
applications such as Microsoft Exchange Server, Hyper-V, Microsoft SQL Server, and file servers. The
server applications can run on physical servers or virtual machines. In a failover cluster, if one or more of
the clustered servers (nodes) fails, other nodes begin to provide service (a process known as failover). In
addition, the clustered roles are proactively monitored to verify that they are working properly. If they
are not working, they restart or move to another node. Failover clusters also provide Cluster Shared
Volume (CSV) functionality that provides a consistent, distributed namespace that clustered roles can
use to accessshared storage from all nodes.

5.3.3. Clustered Shared Volumes
Cluster Shared Volumes (CSVs) in a Windows Server 2012 failover cluster allow multiple nodes in the
cluster to simultaneously have read-write access to the same LUN (disk) thatis provisioned asan NTFS
volume. With CSVs, clustered roles can fail over quickly from one node to another node without
requiring a change in drive ownership, or dismounting and remounting a volume. CSVs also help simplify
managing a potentially large number of LUNs in a failover cluster.

CSVs provide a general-purpose, clustered file system in Windows Server 2012, which is layered above

NTFS. They are not restricted to specific clustered workloads. (In Windows Server 2008 R2, CSVs only
supported the Hyper-V workload.) CSV applications include:

e Clustered virtual hard disk (VHD) files for clustered Hyper-V virtual machines
e Scale-out file shares to store application data for the Scale-Out File Server role

5.3.4. Networking Support
Windows Server 2012 makes it as straightforward to manage an entire network as a single server, giving
you the reliability and scalability of multiple servers at a lower cost. Automatic rerouting around storage,
server, and network failures enables file services to remain online with minimal noticeable downtime.
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Plus Windows Server 2012 — together with System Center 2012 SP1 — provides an end-to-end Software
Defined Networking solution across public, private, and hybrid cloud implementations.

Whatever your organization’s needs, be it administering network assets to managing an extensive
private and public cloud network infrastructure, Windows Server 2012 offers you solutions to today’s
changing business landscape.

5.3.5. Hyper-V

Windows Server 2012 with Hyper-V is a virtualization platform that has helped organizations of all sizes
realize considerable cost savings and operational efficiencies. With industry leading size and scale,
Hyper-V is the platform of choice for you to run your mission critical workloads.

Hyper-V in Windows Server 2012 greatly expands support for host processors and memory. It now
includes support for up to 64 processors and 1 terabyte of memory for Hyper-V guests, a new VHDX
virtual hard disk format with larger disk capacity of up to 64 terabytes, and additional resilience.

Using Windows Server 2012 with Hyper-V, you can take advantage of new hardware technology, while
still utilizing the servers you already have. This wayyou can virtualize today, and be ready for the future.

Whether you are looking to help increase VM mobility, help increase VM availability, handle multi-
tenant environments, gain bigger scale, or gain more flexibility, Windows Server 2012 with Hyper-V
gives you the platform and tools you need to increase business flexibility with confidence. And you get
the portability you need to virtualize on premises or extend your datacenter out to a hosting providing,
helping you transform your datacenterintoa cloud computing environment.

5.3.6. Hyper-V Server 2012

Microsoft Hyper-V Server 2012 is a hypervisor-based server virtualization product that enables you to
consolidate workloads, helping organizationsimprove server utilization and reduce costs.

Hyper-V Server is a dedicated stand-alone product that contains the hypervisor, Windows Server driver
model, virtualization capabilities, and supporting components such as failover clustering, but does not
contain the robust set of featuresand roles as the Windows Server operating system. As a result Hyper-
V Server produces a small footprint and and requires minimal overhead. Organizations consolidating
servers where no new Windows Server licenses are required or where the servers being consolidated
arerunning an alternative OS may want to consider Hyper-V Server.

One of the most common uses for Hyper-V Server is in Virtual Desktop Infrastructure (VDI)
environments. VDI allows a Windows client operating system to run on server-based virtual machines in
the datacenter, which the user can access from a PC, thin client, or other client device. A full client
environment is virtualized within a server-based hypervisor, centralizing users’ desktops.

5.3.7. SQL Server 2012
Microsoft® SQL Server™ is a database management and analysis system for e-commerce, line-of-
business, and data warehousing solutions. SQL Server 2012, the latest version, adds new high availability
and disaster recovery solutions through AlwaysOn clusters and availability groups, xVelocity in-memory
storage for extremely fast query performance, rapid data exploration and scalable business intelligence
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through Power View and tabular modeling in Analysis Services, and new data management capability
with Data Quality Services.

5.3.7.1. AlwaysOn Application Groups
The AlwaysOn Availability Groups feature is a high-availability and disaster-recovery solution that
provides an enterprise-level alternative to database mirroring. Introduced in SQL Server 2012, AlwaysOn
Availability Groups maximizes the availability of a set of user databases for an enterprise. An availability
group supports a failover environment for a discrete set of user databases, known as availability
databases, that fail over together. An availability group supports a set of read-write primary databases
and one to four sets of corresponding secondary databases. Optionally, secondary databasescan be
made available for read-only access and/or some backup operations.

5.3.8. System Center Virtual Machine Manager 2012 SP1
Microsoft System Center 2012 provides a common management toolset to help you configure,
provision, monitor, and operate your IT infrastructure. If your infrastructure is like that of most
organizations, you have physical and virtual resources running heterogeneous operating systems. The
integrated physical, virtual, private, and public cloud management capabilitiesin System Center 2012
can help ensure efficient IT management and optimized ROI of those resources.

Virtual Machine Manager (VMM)is a management solution for the virtualized datacenter, enabling you
to configure and manage your virtualization host, networking, and storage resources in order to create
and deploy virtual machines and services to private clouds that you have created.

Virtual Machine Manager uses a single pane of glass to manage multi-hypervisor virtualized
environments such as Windows Server Hyper-V, Citrix XenServer, and VMware vSphere. This enables
you to extend existing investments while you build your private cloud.

5.4. C(itrix XenDesktop 7

5.4.1. Enhancements in This Release
Built on the Avalon™ architecture, Citrix XenDesktop™ 7 includes significant enhancementsto help

customers deliver Windows apps and desktops as mobile services while addressing management
complexity and associated costs. Enhancements in this release include:

e A new unified product architecture —the FlexCast 2.0 architecture— and administrative
interfaces designed to deliver both hosted-shared applications (RDS) and complete virtual
desktops (VDI). Unlike previous software releases that required separate Citrix XenApp farms
and XenDesktop infrastructures, this new release allows administrators to deploy a single
infrastructure and employ a consistent set of management tools for mixed desktop and app
workloads.

e New and improved management interfaces. XenDesktop 7 includes two new purpose-built

management consoles—one for automating workload provisioning and app publishing and the
second for real-time monitoring of the infrastructure.
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e Enhanced HDXtechnologies. Since mobile technologies and devices are increasingly pervasive,
Citrix has engineered new and improved HDX technologies toimprove the user experience for
hosted Windows apps and desktops delivered on laptops, tablets, and smartphones.

e Unified App Store. The release includes a self-service Windows app store, implemented through
Citrix StoreFront services, that provides a single, simple, and consistent aggregation point for all
user services. IT can publish apps, desktops, and data services to the StoreFront, from which
users cansearch and subscribe to services.

5.4.2. FlexCast Technology
In Citrix XenDesktop 7, FlexCast 2.0 technology is responsible for delivering and managing hosted-shared
RDSapps and complete VDI desktops. By using Citrix Receiver with XenDesktop 7, users have a device-
native experience on endpoints including Windows, Mac, Linux, iOS, Android, ChromeOS, and
Blackberry.

The diagram below shows an overview of the unified FlexCast 2.0 architecture and underlying
components, which are also described below:

e Citrix Receiver. Running on user endpoints, Receiver provides users with self-service access to
resources published on XenDesktop servers. Receiver combines ease of deployment and use,
supplying fast, secure access to hosted applications, desktops, and data. Receiver also provides
on-demand access to Windows, Web, and Software-as-a-Service (Saa$S) applications.

e Citrix StoreFront. StoreFront authenticatesusers and manages catalogs of desktops and
applications. Users can search StoreFront catalogsand subscribe to published services through
Citrix Receiver.
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Figure 6: XenDesktop 7 Architecture
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Citrix Studio. Using the new and improved Studio interface, administrators can easily configure
and manage XenDesktop deployments. Studio provides wizardsto guide the process of setting
up anenvironment, creating desktops, and assigning desktops to users, automating provisioning
and application publishing. It also allows administration tasks to be customized and delegatedto
matchsite operational requirements.

Delivery Controller. The Delivery Controller is responsible for distributing applications and
desktops, managing user access, and optimizing connections to applications. Eachsite has one
or more delivery controllers.

Server OS Machines. These are virtual or physical machines (based on a Windows Server
operating system) that deliver RDS applications or hosted shared desktops to users.

Desktop OS Machines. These are virtual or physical machines (based on a Windows Desktop
operating system) that deliver personalized VDI desktops or applications that run on a desktop
operating system.

Remote PC. XenDesktop with Remote PC allows IT to centrally deploy secure remote access to
all Windows PCs on the corporate network. It is a comprehensive solution that delivers fast,
secure remote access to all the corporate apps and data on an office PC from any device.

Virtual Delivery Agent. A Virtual Delivery Agent is installed on each virtual or physical machine
(within the server or desktop OS) and manageseach user connection for application and
desktop services. The agent allows OS machines to register with the Delivery Controllers and
governs the HDX connection betweenthese machines and Citrix Receiver.



Citrix Director. Citrix Director is a powerful administrative tool that helps administrators quickly
troubleshoot and resolve issues. It supports real-time assessment, site health and performance
metrics, and end user experience monitoring. Citrix EdgeSight® reports are available from within
the Director console and provide historical trending and correlation for capacity planning and
service level assurance.

Citrix Provisioning Services 7. This new release of Citrix Provisioning Services (PVS) technology is
responsible for streaming a shared virtual disk (vDisk) image to the configured Server OS or
Desktop OS machines. This streaming capability allows VMs to be provisioned and re-
provisioned in real-time from a single image, eliminating the need to patch individual systems
and conserving storage. All patching is done in one place and then streamed at boot-up. Citrix
PVS 7 supports image management for both RDSand VDI-based machines, including support for
image snapshots and rollbacks.

5.4.3. High-Definition User Experience (HDX) Technology

High-Definition User Experience (HDX) technology in this release is optimized to improve the user
experience for hosted Windows apps on mobile devices. Specific enhancementsinclude:

HDX Mobile™ technology, designed to cope with the variability and packet loss inherent in
today’s mobile networks. HDX technology supports deep compression and redirection, taking
advantage of advanced codec accelerationand an industry-leading H.264-based compression
algorithm. The technology enables dramatic improvements in frame rates while requiring
significantly less bandwidth. HDX technology offers users a rich multimedia experience and
optimized performance for voice and video collaboration.

HDXTouch technology enables mobile navigation capabilities similar to native apps, without
rewritesor porting of existing Windows applications. Optimizations support native menu
controls, multi-touch gestures, and intelligent sensing of text-entry fields, providing a native
application look and feel.

HDX 3D Pro uses advanced server-side GPU resources for compression and rendering of the
latest OpenGL and DirectX professional graphics apps. GPU support includes both dedicated
user and shared user workloads.

5.4.4. Citrix XenDesktop 7 Desktop and Application Services

IT departments strive to deliver application services to a broad range of enterprise users that have
varying performance, personalization, and mobility requirements. Citrix XenDesktop 7 allows ITto

configure and deliver any type of virtual desktop or app, hosted or local, and optimize delivery to meet
individual user requirements, while simplifying operations, securing data, and reducing costs.
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Figure 7: XenDesktop Controller
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With previous product releases, administrators had to deploy separate XenApp farms and XenDesktop
sites to support both hosted-shared RDSand VDI desktops. As shown above, the new XenDesktop 7

release allows administrators to create a single infrastructure that supports multiple modes of service
delivery, including:

e Application Virtualizationand Hosting (RDS). Applications are installed on or streamedto
Windows servers in the data center and remotely displayed to users’ desktops and devices.

e Hosted Shared Desktops (RDS). Multiple user sessions share a single, locked-down Windows
Server environment running in the datacenter and accessing a core set of apps. This model of
service delivery is ideal for task workers using low intensity applications, and enables more
desktops per host compared to VDI.

e Pooled VDI Desktops. This approach leveragesa single desktop OS image to create multiple
thinly provisioned or streamed desktops. Optionally, desktops can be configured with a Personal
vDisk to maintain user application, profile and data differences that are not part of the base
image. This approach replaces the need for dedicated desktops, and is generally deployed to
address the desktop needs of knowledge workers that run more intensive application
workloads.

e VM Hosted Apps (16 bit, 32 bit, or 64 bit Windows apps). Applications are hosted on virtual
desktops running Windows 7, XP, or Vista and then remotely displayed to users’ physical or
virtual desktops and devices.

This Cisco Validated Design focuses on delivering a mixed workload consisting of hosted shared desktops
(RDS) and pooled VDI desktops.

5.4.5. Provisioning Services 7
One significant advantage to service delivery through RDS and VDI is how these technologies simplify
desktop administration and management. Citrix Provisioning Services (PVS) takesthe approach of
streaming a single shared virtual disk (vDisk) image rather than provisioning and distributing multiple OS
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image copies across multiple virtual machines. One advantage of this approach is that it constrains the
number of disk images that must be managed, even as the number of desktops grows, providing image
consistency. At the same time, using a single shared image (rather than hundreds or thousands of
desktop images) significantly reduces the required storage footprint and dramatically simplifies image
management.

Since there is a single masterimage, patch management is simple and reliable. All patchingis done on
the masterimage, which is then streamed as needed. When an updated image is ready for production,
the administrator simply reboots to deploy the new image. Rolling back to a previous image is done in
the same manner. Local hard disk drives in user systems can be used for runtime data caching or, in
some scenarios, removed entirely, lowering power usage, system failure rates, and security risks.

After installing and configuring PVS components, a vDisk is created from a device’s hard drive by taking a
snapshot of the OS and application image, and then storing that image as a vDisk file on the network.
vDisks can exist on a Provisioning Server, file share, or in larger deployments (as in this Cisco Validated
Design), on a storage system with which the Provisioning Server can communicate (through iSCSI, SAN,
NAS, and CIFS). vDisks can be assigned to a single target device in Private Image Mode, or to multiple
target devices in Standard Image Mode.

When a user device boots, the appropriate vDisk is located based on the boot configuration and
mounted on the Provisioning Server. The software on that vDisk is then streamedto the target device
and appears like a regular hard drive to the system. Instead of pulling all the vDisk contents down to the
target device (as is done with some imaging deployment solutions), the datais brought across the
network in real time, as needed. This greatly improves the overall user experience since it minimizes
desktop startuptime.

This release of PVS extends built-in administrator roles to support delegated administration based on
groups that already exist within the network (Windows or Active Directory Groups). All group members
share the same administrative privileges within a farm. An administrator may have multiple roles if they
belong to more than one group.

6. Solution Architecture

An ever growing and diverse base of user devices, complexity in management of traditional desktops,
security, and even Bring Your Own Computer (BYOC) to work programs are prime reasons for moving to
a virtual desktop solution. The first step in designing a virtual desktop solution is to understand the user
community and the type of tasks that are required to successfully execute their role. Users generally fall
into one of the following classifications:

e Knowledge Workers today donot just work in their offices all day — they attend meetings, visit
branch offices, work from home, and even connect from coffee shops. These anywhere workers
expect access to all of their applications and data wherever they are.

e External Contractors are increasingly part of everyday business. They need access to only
certain portions of applications and data, yet administratorsstill have little control over the
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devices they use and the locations from which they work. Consequently, the IT staff must
choose betweenthe cost of providing these workers a device or assuming the inherent security
risk of allowing access to company data from unmanaged devices.

e Task Workers perform a set of well-defined, repetitive tasks. These workers run a limited set of
applications that are less resource-intensive thanapplications run by knowledge workers..
However, since task workers are interacting with customers, partners, and employees, they also
have access to critical business data.

e Mobile Workers needaccessto their virtual desktop from everywhere, regardless of their ability
to connect to a network. In addition, these workers expect the ability to personalize their PCs,
by installing their own applications and storing their own data, such as photos and music, on
these devices.

e Shared Workstation usersare often found in state-of-the-art university and business computer
labs, conference rooms or training centers. Shared workstation environments must constantly
be updated with the latest operating systems and applications as the needs of the organization
change.

After classifying the user population and evaluating the business requirements, the next step is to
review and select the appropriate type of virtual desktop for each user classification. The five potential
desktop environments are as follows:

e Traditional PC: A traditional PC is what traditionally constitutes a desktop environment: a
physical device with a locally installed operating system.

e Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts
through a delivery protocol. With hosted, server-based desktops, multiple users simultaneously
share a single installed instance of a server operating system, such as Microsoft Windows Server
2012. Each user receives a desktop "session" and works in an isolated memory space. Changes
made by one user could impact the other users.

e Hosted VirtualDesktop: A hosted virtual desktop is a virtual desktop running either on a
virtualization layer (such as Microsoft Hyper-V) or on bare metal hardware. The user does not
work with and sit in front of the desktop, but instead the user interactsthrough a delivery
protocol.

e Streamed Applications: Streamed desktops and applications run entirely on the user’s local
client device and are sent from a server on demand. The user interacts with the application or
desktop directly but the resources may only be available while they are connected to the
network.

e LocalVirtual Desktop: Alocal virtual desktop is a desktop running entirely on the user’s local
device and continues to operate when disconnected from the network. In this case, the user’s
local device is used as atype 1 hypervisor and is synced with the data center when the device is
connected to the network.

For the purposes of the validation represented in this document, only hosted shared desktops and

hosted virtual desktops were validated. Each of the sections provides some fundamental design
decisions for this environment.
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6.1.

Citrix Design Fundamentals

With Citrix XenDesktop 7, the method you choose to provide applications or desktops to users depends
on the types of applications and desktops you are hosting and available system resources, as well as the

types of users and user experience you want to provide.

Table 5: Citrix Design Decisions

Server OS
machines

Desktop OS
machines

Remote PC
Access

You want: Inexpensive server-based delivery to minimize the cost of delivering
applications to a large number of users, while providing a secure, high-definition
user experience.

Your users: Perform well-defined tasks and do not require personalization or
offline access to applications. Users may include task workers such as call center
operators and retail workers, or users that share workstations.

Application types: Any application.

You want: A client-based application delivery solution that is secure, provides
centralized management, and supports a large humber of users per host server (or
hypervisor), while providing users with applications that display seamlessly in high-
definition.

Your users: Are internal, external contractors, third-party collaborators, and other
provisional team members. Users do not require off-line access to hosted
applications.

Application types: Applications that might not work well with other applications or
might interact with the operating system, such as .NET framework. These types of
applications are ideal for hosting on virtual machines.

Applications running on older operating systems such as Windows XP or Windows
Vista, and older architectures, such as 32-bit or 16-bit. By isolating each application
on its own virtual machine, if one machine fails, it does not impact other users.

You want: Employees with secure remote access to a physical computer without
using a VPN. For example, the user may be accessing their physical desktop PC
from home or through a public WIFI hotspot. Depending upon the location, you
may want to restrict the ability to print or copy and paste outside of the desktop.
This method enables BYOD support without migrating desktop images into the
datacenter.

Your users: Employees or contractors that have the option to work from home,
but need access to specific software or data on their corporate desktops to perform
their jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and
display seamlessly in high definition on the remote user's device.

For the Cisco Validated Design described in this document, Hosted Shared (using Server OS machines)
and Hosted Virtual Desktops (using Desktop OS machines) were configured and tested. The following
sections discuss fundamental design decisions relative to this environment.
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6.1.1. Citrix Hosted Shared Desktop Design Fundamentals
Citrix XenDesktop 7 integrates Hosted Shared and VDI desktop virtualizationtechnologies into a unified
architecture that enables a scalable, simple, efficient, and manageable solution for delivering Windows
applications and desktops as a service.

Users can select applications from an easy-to-use “store” thatis accessible from tablets, smartphones,

PCs, Macs, and thin clients. XenDesktop delivers a native touch-optimized experience with HDX high-
definition performance, even over mobile networks.

6.1.1.1. Machine Catalogs
Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity
called a Machine Catalog. In this Cisco Validated Design, VM provisioning relies on Citrix Provisioning
Services to make sure that the machines in the catalog are consistent. In this Cisco Validated Design,

machines in the Machine Catalog are configured to run either a Windows Server OS (for RDS hosted
shared desktops) or a Windows Desktop OS (for hosted pooled VDI desktops).

6.1.1.2. Delivery Groups
To deliver desktops and applications to users, you create a Machine Catalog and then allocate machines
from the catalog to users by creating Delivery Groups. Delivery Groups provide desktops, applications,
or a combination of desktops and applications to users. Creating a Delivery Group is a flexible way of
allocating machines and applications to users. In a Delivery Group, you can:

e Use machines from multiple catalogs
e Allocate a user to multiple machines

e Allocate multiple users to one machine

As part of the creation process, you specify the following Delivery Group properties:

e Users, groups, and applications allocated to Delivery Groups
e Desktop settings to match users' needs
e Desktop power management options

The graphic below shows how users access desktops and applications through machine catalogsand
delivery groups. (Note that only Server OS and Desktop OS Machines are configured in this Cisco
Validated Design solution to support hosted shared and pooled virtual desktops.)
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Figure 8: User Accessin XenDesktop 7
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6.1.1.3. Hypervisor Selection
Citrix XenDesktop is hypervisor-agnostic, so any of the following three hypervisors can be used to host
RDS- and VDI-based desktops:

e Hyper-V: Microsoft Windows Server 2012 with Hyper-V is available in a Standard, Server Core
and free Hyper-V Server 2008 R2 versions. More information on Hyper-V can be obtained at the
Microsoft web site: http://www.microsoft.com/en-us/server-cloud/windows-
server/default.aspx.

e VMware vSphere: VMware vSphere comprises the management infrastructure or virtual center
server software and the hypervisor software that virtualizes the hardware resources on the
servers. It offers featureslike Distributed Resource Scheduler, vMotion, high availability, Storage
vMotion, VMFS, and a multipathing storage layer. More information on vSphere can be obtained
atthe VMware web site: http://www.vmware.com/products/datacenter-
virtualization/vsphere/overview.html.

e XenServer: Citrix® XenServer® is a complete, managed server virtualization platform built on the
powerful Xen® hypervisor. Xen technology is widely acknowledged as the fastest and most
secure virtualization software in the industry. XenServer is designed for efficient management of
Windows and Linux virtual servers and delivers cost-effective server consolidation and business
continuity. More information on XenServer can be obtained at the web site:
http://www.citrix.com/products/xenserver/overview.html

For this Cisco Validated Design, the hypervisor used was Microsoft Windows Server 2012 with Hyper-V.
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6.1.1.4. Provisioning Services
Citrix XenDesktop 7 canbe deployed with or without Citrix Provisioning Services (PVS). The advantage of
using Citrix PVSis that it allows computers to be provisioned and re-provisioned in real-time from a

single shared-disk image. Inthis way Citrix PVS greatly reduces the amount of storage required in
comparison to other methods of provisioning virtual desktops.

Citrix PVS can create desktops as Pooled or Private:

e Private Desktop: A private desktop is a single desktop assigned to one distinct user.

e Pooled Desktop: A pooled virtual desktop uses Citrix PVS to stream a standard desktop image to
multiple desktop instances upon boot.

When considering a PVS deployment, there are some design decisions that need to be made regarding
the write cache for the virtual desktop devices that leverage provisioning services. The write cacheis a
cache of all data that the target device has written. If data is writtento the PVS vDisk in a caching mode,
the datais not written back to the base vDisk. Instead it is writtento a write cache file in one of the
following locations:

e Cache on device HD: Cache on local HD is stored in afile on a secondary local hard drive of the
device. It getscreated as an invisible file in the root folder of the local HD. The cachefile size
grows as needed, but it never getslarger than the original vDisk and frequently not larger than
the free space on the original vDisk.

e Cache in device RAM: Cacheis stored in client RAM (memory), The cache maximum size is fixed
by a parameterin vDisk properties. All written data can be readfrom local RAM instead of going
back to the server. RAM cache is faster than server cache and works in a high availability
environment.

e Cache on server: Server cacheis stored in afile on the server, or on a share, SAN, or other
network storage resource. The file size grows as needed, but never getslarger thanthe original
vDisk and frequently not larger than the free space on the original vDisk. It is slower than RAM
cache because all reads/writes have to go to the server and be read from a file. Cache gets
deleted when the device reboots; in other words, on every boot the device revertsto the base
image. Changes remain only during a single boot session.

e Cache on device hard drive persisted: (Experimental Phase) This is the same as “Cache on device
hard drive”, except that the cache persists. At this time, this write cache method is an
experimental feature only, and is only supported for NT6.1 or later (Windows 7 and Windows
2008 R2 and later). This method also requires a different bootstrap.

e Cache on server persisted: This cache option allows for the saving of changes between reboots.
Using this option, after rebooting, a target device is able to retrieve changes made from
previous sessions that differ from the read only vDisk image. If a vDisk is set to Cache on server
persistent, eachtarget device that accesses the vDisk automatically has a device-specific,
writable disk file created. Any changes made to the vDisk image are writtento that file, which is
not automatically deleted upon shutdown.

The alternative to Citrix Provisioning Services for pooled desktop deployments is Citrix Machine Creation
Services (MCS), which is integrated directly with the XenDesktop Studio console.
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For this study, we used PVS 7 for managing Pooled Desktops with cache on device HD of each virtual
machine so that the design would scale up to many thousands of desktops. Provisioning Server 7 was
used for Active Directory machine account creation and management aswell as for streaming the
shared disk to the hypervisor hosts.

6.1.1.5. System Center 2012 Virtual Machine Manager
Microsoft System Center Virtual Machine Manager (SCVMM) 2012 is a management solution for the
virtualized datacenter, enabling you to configure and manage your virtualization host, networking, and
storage resources in order to create and deploy virtual machines and services to private clouds that you
have created. Microsoft System Center 2012 cloud and datacenter management solutions em power you
with a common management toolset for your private and public cloud applications and services.
SCVMM is an integral part of the System Center 2012 Application Management component.

6.1.1.6. Example Deployments
The following are two examples of typical XenDesktop deployments:

. A distributed components configuration
. A multiple site configuration

6.1.1.7. Distributed Components Configuration
You can distribute the components of your deployment among a greater number of servers, or provide
greater scalability and failover by increasing the number of controllers in your site. You can install
management consoles on separate computers to manage the deployment remotely. A distributed
deployment is necessary for an infrastructure based on remote access through NetScaler Gateway
(formerly called Access Gateway).

The diagram below shows an example of a distributed components configuration. A simplified version of
this configuration is often deployed for an initial proof-of-concept (POC) deployment. The Cisco
Validated Design described in this document deploys Citrix XenDesktop in a configuration that
resembles this distributed components configuration shown.
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Figure 9: Distributed components in XenDesktop 7
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6.1.1.8. Multiple Site Configuration
If you have multiple regional sites, you can use Citrix NetScaler to direct user connections to the most
appropriate site and StoreFront to deliver desktops and applications to users.

In the diagram below depicting multiple sites, each site is split into two data centers, with the database
mirrored or clustered between the data centers to provide a high availability configuration. Having two
sites globally, rather than just one, minimizes the amount of unnecessary WAN traffic. A separate Studio
console is required to manage eachsite; sites cannot be managed as a single entity. You can use
Director to support users across sites.

Citrix NetScaler acceleratesapplication performance, load balances servers, increases security, and
optimizes the user experience. In this example, two NetScalersare used to provide a high availability
configuration. The NetScalers are configured for Global Server Load Balancing and positioned in the
DMZ to provide a multi-site, fault-tolerant solution. Two Cisco blade servers host infrastructure services
(AD, DNS, DHCP, Profile, SQL, Citrix XenDesktop management, and web servers).
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Figure 10: XenDesktop 7 Multi-Site Architecture
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The VNXe series of storage systems offer several built-in high-availability features. This high availability
is provided through redundant components. If one component fails, the other one is available to back it
up. The redundant components include Storage Processors (SPs), cooling fans, AC power cords, power

supplies, 1/0 modules, and Link Controller Cards (LCCs). Network high availability is provided through
link aggregation.

For network high-availability featuresto work, the cable on eachSP needs to have the same
connectivity. If Port 0 on SPA is plugged in to subnet X, Port 0 on SPB must also be plugged in to subnet
X. This is necessary for both server and network failover. Ifa VNXe server is configured to use a port that
is not connected on the peer SP, an alertis generated. Unisphere does not verify if they are pluggedin
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to the same subnet, but they should be, for proper failover. If you configure a server on a port that has
no cable or connectivity, the trafficis routed over an SP interconnect path to the same port on the peer
SP (just a single network connection for the entire system is not recommended).

For additional information about high availability in VNXe storage systems, refer to the EMC VNXe High
Availability white paper on EMC online support (https://support.emc.com) VNXe Product Page.

6.2.2. Data Protection
A small to medium organization’sdata is one of its most valuable assets. Therefore, the company’s
highest priorities must include safeguarding the data. EMCVNXe series provides integrated featuresthat
meet customers’ goals of business continuity and data protection. Data protection for VNXe systems is
summarized in three categories: snapshots, replication, and backup. For additional information about
these features, refer to the EMC VNXe Data Protection white paper on EMC online support
(https://support.emc.com) VNXe Product Page.

6.3. Solution Validation

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution.

6.3.1. Configuration Topology for Scalable Citrix XenDesktop 7 Hybrid Virtual
Desktop Infrastructure on Cisco Unified Computing System and EMC
Storage
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Figure 11: Architecture Block Diagram

Cisco UCS 1000-user VDI
Reference Configuration

EMC VNXe3300 y \

UCS 6200 Series
FabricInterconnect

UCS 5108 Blade Chassis
UCS B200 M3 Blade Servers

{ — 10 GbE
— 10 GB Converged
— — . 1/10GB Uplink/Management

Figure 11 captures the architectural diagram for the purpose of this study. The architecture is divided
into four distinct layers:

e (Cisco UCS Compute Platform

e The Virtual Desktop Infrastructure that runs on Cisco UCS blade hypervisor hosts

o Network Access layer and LAN

e Storage Access Network (SAN) and EMCVNXe Storage array

Figure 12 details the physical configurations of the 500-seat and 1000-seat XenDesktop 7 environments
built for this validation.
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Figure 12: Detailed Architecture of Configurations
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6.4. Configuration Topology for Citrix XenDesktop 7on Cisco Unified

Computing System with VNXe Storage
The diagram below provides an overview of the solution’s topology.
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Figure 13: Logical Architecture
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6.5. Cisco UCS Configuration
This section talks about the Cisco UCS configuration that was done as part of the infrastructure
build out. The racking, power and installation of the chassis are described in the install guide
(see
http://www.cisco.com/en/US/docs/unified computing/ucs/hw/chassis/install/ucs5108 install.

html) and it is beyond the scope of this document. More details on each step can be found in
the following documents:

o Cisco UCS CLI Configuration Guide

o http://www.cisco.com/en/US/docs/unified computing/ucs/sw/cli/config/guide/2.0/b
UCSM CLI Configuration Guide 2 0.html

o Cisco UCS-M GUI Configuration Guide

http://www.cisco.com/en/US/partner/docs/unified computing/ucs/sw/gui/config/guid
e/2.1/b UCSM GUI Configuration Guide 2 1.html
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6.6.

Base Cisco UCS Configuration

To configure the Cisco Unified Computing System, perform the following steps:

e Before beginning the Cisco UCS configuration the Fabric Interconnect must be installed and
configured for remote access through a browser. To do this, bring up the Fabric interconnect
and from a Serial Console connection set the IP address, gateway, and the hostname of the
primary fabric interconnect. Now bring up the second fabric interconnect after connecting the
dual cables between them. The second fabric interconnect automatically recognizes the primary
and ask if you want to be part of the cluster, answer yes and set the IP address, gateway and the

hosthname.

e When thisis completed, access to the Fl can be done remotely. You will also configure the
virtual IP address to connect to the Fl, you need a total of three IP address to bring it online. You
can also wire up the chassis to the Fl, using either 1, 2 or 4 links per |0 Module, depending on

your application bandwidth requirement.

e Connect using your favorite browser tothe Virtual IPand launch the UCS Manager (UCSM). The
Java based UCSM will let you do everything that you could do from the CLI. We will highlight the

GUI methodology here.

e Before continuing, you should use the Admin tabin the left pane, to configure logging, users and
authentication, key management, communications, statistics, time zone and NTP services, and
Licensing. Time zone Management (including NTP time source(s)) and uploading your license

files are critical steps in this process.

All steps outlined below in the configuration are completed from the Cisco UCS Manager user interface

unless otherwise stated.

6.6.1. Firmware Update

Instructions

Visual

First check the firmware on the system and see
if it is current. Visit the Cisco Software
Download site to download the most current
Cisco UCS Infrastructure and Cisco UCS
Manager software.

In the Equipment tab, select the Equipment
node then the Firmware Management taband
the Packagessub-tab to view the packages on
the system. Use the Download Tasks tab to
download needed software to the Fl. The
firmware release used in this paperis 2.1(3a).

If the firmware is not current, follow the
installation and upgrade guide to upgrade the
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Cisco UCS Manager firmware. We will use UCS
Policy in Service Profiles later in this document
to update all Cisco UCS components in the
solution.

Note: The BIOS and Board Controller version
numbers do not trackthe IO Module, Adapter,
nor CIMC controller version numbers in the
packages.

6.6.2. Acknowledge the Chassis

Instructions

Visual

In the EQuipment tab, expand the Chassis
node. Then for both Chassis 1 and Chassis 2,
select the General tab and click on the
Acknowledge Chassis link to enable blade
discovery and complete the firmware update.
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6.6.3. Server Port Configuration

Instructions Visual

Equipment | servers | Lan | san | vm | admin |

In the Equipment tab, select Fabric Filker: Al
Interconnects. For both Fabric Interconnect A i+ =

and Fabric Interconnect B, right-click on the Eﬁ — .
ports for connected to the IO Modules and AUIpTE!

--‘-Et|.J Chassis
configure them as Server Ports.

---'.# Rack-Mounts

. N . =2 Fabric Interconnects
For this validation Ports 1-8 on each Fabric ) 3 Fabric Inkercannect & (primary)

Interconnect were connected to the four ports = EE Fived Module
from each of the 10 Modules in the two chassis. - —ifll Ethernet Ports

7o LAN Uplinks Manager
-l Part

~ =il Part ; Show Mavigator
_[ﬂ Port -
=] Part t
-] Part ¢ Disable
~={l] Part "
=il Port ¢

=] Part ¢ Configure as Uplink Port

Enable

Configure as Server Port

~=illl Port : Configure as FCoE Uplink Port

~={ll Part
=i Part ; Configure as FCoE Storage Port

-l Port Configure as Appliance Port
=il Port 14

=[] Part 15
— =l Part 16
=l Part 17
~ =il Part 15
=[] Part 19

ool Peel P10
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6.6.4. Uplink Port Configuration

Instructions

Visual

In the EQuipment tab, select Fabric
Interconnects. For both Fabric Interconnect A
and Fabric Interconnect B, right-click on the
ports connected to the core infrastructure
switches and configure them as Uplink Ports.

For this validation ports 25-26 on both Fabric
Interconnects were the uplink ports to the core
switch.

Equipment | servers | Lan | an | v | admin |

(= (=

Filker: Al -

(=1 EEE Fabric Interconnects
[=|-{EE Fabric Interconnect & {primary

=} B8 Fixed Module
==l Ethernet Parts
—={[l] Part 1
— =l Part 2
— =il Part 3
— =l Part 4
— =l Part 5
-] Port &
-] Port 7
~ =il Part &
~ =il Part 2
~=[ll Part 10
~={ll Part 11
=[] Part 12
— =il Part 13
— =l Part 14
— =il Part 15
— =l Part 16
=] Port 17
=] Port 15
~=ll Part 19
=il Part 20
~ =il Part 21
~ =il Part 22
=[] Part 23
=[] Part 24

LAM Uplinks Manager
Show Mavigator
Enable

Disable

Configure as Server Pork

Configure as Uplink Part

Configure as FCoE Uplink Part
Configure as FCoE Storage Port

Configure as Appliance Port

— =il Part 26
— =l Part 27
— =l Part 28
=l Port 29

=[] Part 30

50




Instructions

Visual

In the LAN tab, expand the LAN> LAN Cloud>
and Fabric A (or Fabric B) nodes. Select the Port

Channels node. Right-click and choose Create
Port Channel to configure the port channel.

For this validation, Port-Channel 25 (Fabric A)

was configured for all Ethernet Uplink Ports
1/25-1/28.

For this validation, Port-Channel 28 (Fabric B)
was configured for all Ethernet Uplink Ports
1/25-1/28.

Equipment| Servers  LAMN I SF'.N| '-.-'M| &dmin

Filter: all -
I+ =]
== Lam
=) LAN Cloud
=] Fabric A
o= [
-2 Part-Ch LAN Uplinks Manager
E}-ﬁiu_%ln;:t;: Show Mavigator
-l Eth Irt I Create Port Channel
EI VLAMN Oplimizaton @ercs
=] vLans
[=I-EEE Fabric B
=}-&= Port Channels
- Port-Channel 28 (Port-Channel2a)
==l Uplink Eth Inkerfaces
=il Eth Interface 119
.l Eth Interface 120
=] W¥LAN Optimization Sets
=] WLabs
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Instructions

Visual

In the LAN tab, expand the LAN> LAN Cloud>
and Fabric A (or Fabric B) nodes. Select the

Uplink Eth Interfaces node. Verify the uplink
ports are available.

Equipmentl Servers  LAMN I SF'.I"-.Il '-.-'Ml F'.dmin]

Filter: All -

=+ (=

== Lan

¢} LM Cloud

=] Fabric &

=& Fort Channels
| [ Port-Channel 25 Port-_hannelzs)
SR |Uplink Eth Interfaces

------ =il Eth Interface 1/19

=il Eth Interface 120
- =] WLAN Optimization Sets
=] vLans
[=]-{EEE Fabric B
==& Port Channels
: --=e= Part-Channel 28 (Port-Channel28)
=il Uplink Eth Interfaces

------ =il Eth Interface 1/19

=l Eth Interface 120

- =] WLAN Optimization Sets
=] WLANs
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6.6.5. VNXe Appliance Port Configuration

Instructions

Visual

In the EQuipment tab, select Fabric
Interconnects. For both Fabric Interconnect A
and Fabric Interconnect B, right-click on the
ports connected to the VNXe storage and
configure them as Appliance Ports.

For this validation ports 17 and 18 on both
Fabric Interconnects were the uplink ports to the
core switch.

=+ 1=l

Equipment | servers | Lan | san | vi | admin |

Filter: Al -

=} Fabric Interconnects
(=28 Fabric Interconnect A (primary)

=} B8 Fived Module
==l Ethernet Ports
-l Port 1
-] Part 2
-l Port 3
-l Port
-l Port
-l Port
-l Port
-l Port
-l Port
-l Port
-l Port
-l Port
-l Port

=l Part _
il Part Configure as FCoE Storage Port

-----ﬁ]_EgLLCnnFigure as Appliance Paort I
[Pt 17 |
- =] Port 15
— =l Part 19

LAN Uplinks Manager

Show Mavigator

Enable

Disable

Configure as Server Port
Configure as Uplink Part
Configure as FCoE Uplink Port
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Instructions Visual
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6.6.6. KVM IP Address Pool
Instructions Visual

In the LAN tab, expand the Pools > root nodes.
Right-click on the IP Pool node and select
Create IP Pool from the context menu.

Provide a block of IP addresses to be used for
KVM access to the blades and CIMC hosts in
the environment.

This validation used the IP address range of
10.60.0.16 — 10.60.0.47 with a 255.255.255.0
subnet mask and a gateway of 10.60.0.1.
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Filter: All
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= =] Internal LAN
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6.6.7. MAC Address Pool

Instructions

Visual

In the LAN tab, expand the Pools > root nodes.

Right-click on the MAC Pools node and select
Create MAC Pool from the context menu.

Provide a block of MAC addresses to be used
by WICs on the hosts. Keep the default prefix
and create a MAC address pool with 256
addresses in it.

This validation created a MAC address pool
named HV-Mgmt which had the MAC address
range of 00:25:b5:00:a0:00:00 —
00:25:b5:a0:00:1f.

Note: Cisco recommends creating a new pool
and not modifying the default pool.

Equipment| Servers  LAMN | S.ﬁ.N| '-.-'Ml &drnin

Filter: All -

(= (=

== Lan
#-¢) LaN Cloud
#-) Appliances
== Internal LAN
-l Internal Fabric &
-] Internal Fabric B
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- ) Policies
=& Pools
- &%, root
g IF Pools
28 JMAC Pools
{.E:;i Sub-Cirgar Show Mavigator
Eﬂ--ﬂ Traffic Monitaring : I Create MAC Pool I

6.6.8. UUID Suffix Pool

Instructions

Visual

In the Serverstab, expand the Pools > root
nodes. Select the UUID Suffix Pools node and
right-click to choose the Create UUID Suffix
Pool context menu item.

Create a range of UUID suffixes to be used for
the environment.

For this validation a pool of 128 UUID’s was
generated using the default prefix.

Equipment | Servers | Lan | san | v | admin

Filter: All -

[+ =

[=l e SEIYESS

[#-=5 Service Profiles

-- Service Profile Templates

E Policies

=68 Poals

E EI;:&l rioak
--.n,‘,, Server Pools
28] LD Suffiv Pools

_____ S g8 Sub-Crganization: UUID Suffix Pools

-- ud| Schedules
(E] Create UUID Suffix Poal
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6.6.9. IQN Pool

Instructions

Visual

In the SAN tab, expand the Pools > root nodes.
Select the IQN Pools node and right-click to
choose the Create IQN Suffix Pool context
menu item.

Create a range of 32 IQN suffixes to be used for
the environment.

For the validation, the prefix for this validation
was iqn.1992-05.com.cisco and the suffix used
was cvd: with a pool size was 32.

Note: These IQN values will be used by the
VNXe to setup target LUNs. They will also need
to be statically assigned to the hosts later.

Equipment | Servers | LAN | AN | WM | Admin
Filter: &l *

[ =

=-=] san
() SAN Cloud
¢} Storage Cloud

#- & Policies
=684 Pools
El,liﬁ1~ roak
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- BEH WIN P
- B WP Py Create IQN Suffix Pool
@ Wi Pools

- &% Sub-Organizations
Eﬂ--!ﬁ Traffic Monitoring Sessions

6.6.10.

Server Pool and Related Policies (Optional)

Instructions

Visual

In the Serverstab, expand Pools > root. Select
Server Pools and right-click to choose Create
Server Pool.

If using a qualification policy do not add any
seners to the pool at this time. If manually
adding servers, skip the Qualification policy step
next.

For this validation, two senver pools were
created. One for the Infrastructure hosts and
one for the Desktop hosts.

Equipment, | S&rvers | LAM | SAMN | ¥M | Admin
Filter: Al -

=+ =

[F ez SEIVErS
-5 Service Profiles
-- Service Profile Templates
#- & Policies
=} 684 Pools
E;’EE'; rook
+ .
B8 LoD Server Pools

JE:}“A Sub-C

@ =chedules Create Server Pool
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Instructions

Visual

In the Serverstab, expand Policies > root.
Select the Server Pool Policy Qualifications
node and right-click to choose Create Server
Pool Policy Qualification from the context
menu.

For this validation, two qualification pools were
created. One for the Infrastructure hosts and
one for the Desktop hosts. The qualification
pools were based upon blade location, with the
Infrastructure blades in slot 8 on both chassis
and the remaining slots were considered
Desktops hosts. However, any selection criteria
may be used to distinguish between the blades
for selection

Equipment ~Servers | Lan | san | v | admin
Filter: all -

[+ =

[Eegpe SEFVErS

-5 Service Profiles

Service Profile Templates

= &5 Policies
-8 root

- ) Adapter Policies

- & BIOS Defaults

#- & EI05 Policies

-- ‘5’ Boot Policies

-- 5:5 Host Firmware Packages

. &0 IPMI Access Profiles

-- &l Local Disk Config Policies

- & Maintenance Palicies

g Management Firmware Packages
- B Power Control Policies
- & scrub Policies
‘5 serial over LAN Policies
-- &) Server Pool Policies

IR =) Server Pool Policy Qualifications
%5 Create Server Pool Policy Qualification
EE:}} Sub-Crganizations

E}-@ Pools
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Instructions

Visual

In the Serverstab, expand Policies > root.
Select the Server Pool Policies node and right-
click to choose Create Server Pool Policy from
the context menu.

Use the Server Pool Policy to associate the
Server Pool (Target Pool) created earlier with
the Server Qualification Policy (Qualification)
created earlier.

In this validation, two Server Pool policies were
created to associate the Infrastructure and
Desktop Pools with their related qualification
policies.

Equipment ~ ervers | Lar | san | vm| admin
Filter: Al -

e J

[Flepe SErvErs
='E Service Profiles
-- Service Profile Templates
L——_}g Policies
- &%, root
- ) adapter Policies
G- & BIOS Defaults
- & BIOS Palicies
#- & Boot Policies
-- B} Host. Firmware Packages
) IPMI Access Profiles
-- E) Local Disk Config Policies
- & Maintenance Policies
B} Management Firmware Packages
-- E Power Control Policies
- & scrub Palicies
- &0 serial over LAN Policies

E Server Pr Server Pool Policies
B 5 Threshale
% iSCST Aut Create Server Pool Policy

- ) wNIC/vHEA Placement Policies
- ga Sub-Organizations

-89 Pools
[](@] Schedules
6.6.11. Local Disk Configuration
Instructions Visual

In the Serverstab, expand the Policies > root
nodes, then select Local Disk Config Policies.
Right-click and choose Create Local Disk
Configuration Policy from the context menu.

Create a RAIDO policy for the SSD drives in the
desktop hosts and a RAID1 policy for the drives
in the infrastructure hosts.
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E Boot Policies
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EE}--@ Pools

Local Disk Config Palicies

Create Local Disk Canfiguration Paolicy

Properties

Mame: RAIDO

Descripkion: IR.ﬁ.IDD for 550 drives

Mode: RAID 0 Striped -

Protect Configuration: =

If Protect Configuration is set, the local disk configuration is preserved if the service profile is
disassociated with the server,

In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuration in that profile is different.

6.6.12. BIOS Policy

Instructions

Visual

In the Serverstab, expand the Policies > root
nodes, then select BIOS Polices. Right-click
and choose Create BIOS Policy from the
context menu.
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Verify the following are set in the BIOS policy or
in the BIOS Defaults:

Processor

Turbo Boost: Enabled

Enhanced Intel Speed Step: Enabled
Hyper Threading: Enabled

Execute Bit Disabled: Enabled
Virtualization Technology (VT): Enabled
Direct Cache Access: Enabled
Processor C1E: Disabled

CPU Performance: High-throughput

Intel Directed 1/O

VT For Directed I/O: Enabled

RAS Memory
Memory RAS Config: Maximum-performance
NUMA: Enabled

LV DDR Mode: performance-mode

Equipment | S8rvers | Lant | am | i | Admin

Filter: All

e o I

(=l e SEVESS
l =5 Service Profiles
- . Service Profile Templates
= B Palicies

-85 root
:l El adapter Palicies
l-- Ef BIOS Defaults

-5
= BIOS Policies
= Create BIOS Palicy

i &l Local Disk Config Policies
l- El Maintenance Policies

l-- E Power Control Policies
l- & scrub Policies

- =% Serial over LAM Policies
l-- E—S Server Pool Policies

l-- E Threshold Policies

i5Z51 suthentication Profiles
B wMIC wHEA Placement Policies
aﬁib Sub-Organizations

B @ Pools
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6.6.13.

Power Control Policy

Instructions

Visual

In the Serverstab, expand the Policies > root
nodes, then select Power Control Policies.
Right-click and choose Create Power Control
Policy from the context menu.
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Select the No Cap radio button for the policy to
prevent power restrictions from limiting the
performance.

Equipment | SErvers | Lan | San | vM | Admin

Filter: Al -

(= 1=/

[Fleg e SErvErS
55 Service Profiles
: Service Profile Ternplates
E} Palicies
-85 root
- & Adapter Policies
- & BI0S Defaults
- & BI0S Policies
- & Boot Palicies
-- Host Firmware Packages
- &0 IPMI Access Profiles
- &) Lacal Disk Config Policies
- & Maintenance Policies
Management Firrmware Packages
= over Conitrol Policies

" S Power Control Policies
. =
- s Create Power Control Policy

- & Server Pool Policy Qualifications
- & Threshold Policies

iC51 Authentication Profiles

- 5 wMIC{vHEA Placement Policies
.55:*1 Sub-Organizations

EE}--@ Piools
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6.6.14. Scrub Policy

Instructions

Visual

In the Servers tab, expand the Policies > root
nodes, then select Scrub Policies. Right-click
and choose Create Scrub Policy from the
context menu.
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Equipment | 5ervers | Lan | san | ym | Admin
Filter: Al

[+ =

[l SErYvErS
='E Service Profiles
Service Profile Templates
E} Policies
= &% rook
- &) Adapter Policies
- & BIOS Defaulks
- & BIOS Palicies
-- Boot Policies
-- Host Firmware Packages
IPMI Access Profiles
-- Local Disk Config Policies
- &) Maintenance Policies

-- Power Control Policies
- & [

Scrub Policies
__ € Create Scrub Policy
-- Threshold Palicies

i5I251 Authentication Profiles

wMICvHEA Placement Policies

{E:éb Sub-Crganizations
- 689 Pools

C
<

6.6.15. Host Firmware Package

Instructions

Visual

In the Serverstab, expand the Policies > root
nodes, then select Host Firmware Packages.
Right-click and choose Create Host Firmware
Package from the context menu.

Choose Advanced radio button
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Equipment | Servers | Lan | san | wm | admin

For the Adapter tab Filter: Al -
- select the Cisco UCS VIC 1240 card = =
(UCSB-MLOM-40G-01) [l Servers
- set the firmware version to 2.1(3a) =E Service Profiles
&-{AR Service Profile Templates
Elg Policies
EUE,;"E,~ roak
For the CIMC tab - &) Adapter Palicies
& B BIOS Defaults
- select the UCSB-B200-M3 - ) BI0S Palicies
- setthe firmware version to 2.1(3a) % Boot Policies
SR Host Firare Padtage:

- § Host Firmware Packages
For the BIOS tab - g Create Host Firmware Package
- Z default
- select the UCSB-200-M3 - E) IPMI Access Prafiles
- setthe firmware version to [ 'E Local Disk Config Policies
B200M3.2.1.3a.0.082320131800 e 55 Maintnance Poicies

-l Management Firmware Packages
- B Power Control Policies

- B Scrub Policies

- =) Serial over LAM Policies

- B Server Pool Policies

- B Server Pool Policy Qualifications
- B Threshold Policies

- 21 153l Authentication Profiles

- E wNICwHEA Placement Policies
ai:i;b Sub-Organizations

- 689 Pools

6.6.16. QOS Policies

Cisco Unified Computing System provides different system class of service to implement quality of
service including:

e System classes that specify the global configuration for certaintypes of traffic across the entire
system

e QoS policies that assign system classes for individual vNICs

e Flow control policies that determine how uplink Ethernet ports handle pause frames.

Applications like the Cisco Unified Computing System and other time sensitive applications have to
adhere to a strict QOS for optimal performance.
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6.6.16.1. System Class Configuration
Systems Class is the global operation where entire system interfaces are with defined QoS rules.
e By default system has Best Effort Class and FCoE Class.
e Besteffort is equivalent in MQC terminology as “matchany”
o FCoE is special Class define for FCoE traffic. In MQC terminology “match cos 3”
e System class allowed with 4 more users define class with following configurable rules.
o CoS toClass Map
o Weight: Bandwidth
o Perclass MTU
o Property of Class (Drop v/s no drop)
e MaxMTU per Class allowed is 9216.
e Via Cisco UCS we can map one CoS value to particularclass.
e Apartfrom FcoE class there canbe only one more class can be configured as no-drop property.

e Weight canbe configured based on 0 to 10 numbers. Internally system will calculate the
bandwidth based on following equation (there will be rounding off the number).
(Weight of the given priority * 100)
» % b/wshared of given Class =

Sum of weights of all priority

6.6.16.2. Cisco UCS System Class Configuration
Cisco Unified Computing System defines user class names as follows.

e Platinum
e Gold

e Silver

e Bronze

Table 6: Name Table Map between Cisco Unified Computing System and the NXOS

Cisco UCS Names NXOS Names
Best effort Class-default
Platinum Class-Platinum
Gold Class-Gold
Silver Class-Silver
Bronze Class-Bronze

Table 7:Class to CoS Map by default in Cisco Unified Computing System

Cisco UCS Class Names Cisco UCS Default Class Value
Best effort Match any
Platinum 5
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Gold 4

Silver 2
Bronze i
6.6.17. Steps to Enable QOS on the Cisco Unified Computing System

In this validation, we utilized four Cisco UCS QoS System Classes to priorities four types of trafficin
the infrastructure:

Table 8: QoS Priority to vNIC and VLAN Mapping

Cisco UCS Qos Priority vNIC Assighment MTU Size VLAN Supported

Platinum eth6, eth7 9000 65,66 (iSCSI-A, iSCSI-B)

Gold eth3 9000 62 (PVS-VDI)

Silver eth0, eth1 Normal 60, 61 (Management, Infrastructure)
Bronze eth4, eth5 9000 63,64 (CSV, Live Migration)

Configure Platinum, Gold, Silver and Bronze policies by checking the enabled box. For the Platinum,
Gold, and Bronze Policies, configure Jumbo Frames in the MTU column. To configure the QoS policies
follow these steps:
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Instructions

Visual

In the LAN tab, expand the Policies > root
nodes, then select QoS Policies. Right-click
and choose Create QoS Policy from the
context menu.

Create four QoS policies with their
corresponding priorities: Bronze, Silver, Gold,
Platinum. The different QoS priorities will be
used for the following VLANS:

Bronze: CSV, LMIGR
Silver: INFRA, MGMT
Gold: PVS-VDI

Platinum: iISCSI-A, iSCSI-B

Equiprient | Servers | LAN | S.ﬁ.N| '-.-'M| &dmin

Filter: All -

=+ =

EE= T
G- ) LAN Cloud
&) Appliances
== Internal LAN
&= Internal Fabric &
=il Internal Fabric B
Eﬂ Threshold Policies
= & Policies
) Appliances
B¢ ) LN Cloud
=% root
- =1 Default vMIC Behavior
Eﬂ Crynamic wMIC Connection Policies
- E) Flow Control Policies
- E0 LAl Connectivity Policies
- B Multicast Policies
- B Metwork Control Policies
- =
H
M

- & Threshaold Show Mavigator

}' wMIC Tem I Create Qo5 Policy I
.55:*1 Sub-Orga. .o _ e
EE}--@ Piools

]g Traffic Monitoring Sessions

+1

In the LAN tab, expand LAN Cloud

Select the QoS System Class node.

Select the Enabled check box for any QoS
levels not already enabled.

Set the MTU value for the Bronze, Gold, and
Platinum QoS levels to 9000.

Click Save Changes to sawe the changes.

Equipment| Servers  LARN I S.ﬂ\N| VM| Adrnin
Filter: Al -

I+ (=

=-=]Lan
E-(_ LAN Cloud
-8 Fabric &

=) Threshald Palicies
=] vLaN Groups

=] vLaNs

() Appliances
=] Internal LAN
#- & Policies
[
[

}-@ Pools

}-!Z Traffic Monitating Sessions
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Instructions Visual

6.6.18. iSCSI Adapter Policy

Instructions Visual

CEquipment | Servers | Lan | sam | wm| aden
L.

In the Servers tab, expand the Policies > root

nodes, then select Adapter Policies. Right-click
and choose Create iSCSI Adapter Policy from 1+ (= |
the context menu.

[Fl e Servers
ﬁ Service Profiles

. Service Profile Templates
= & Policies

m-EVBIC  Adapter Policies

= Boc Create Ethernet Adapter Policy

= Hos Create Fibre Channel Adapter Policy

=p il l Create iSCSI Adapter Policy I
B B Lor . e—
(=7 . T
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6.6.19. VLANSs and vNIC Templates
In addition, to control network trafficin the infrastructure and assure priority to high value traffic,
virtual LANs (VLANs) were created on the Nexus 5548s, on the Cisco UCS Manager (Fabric

Interconnects,) and on the Nexus 1000V Virtual Switch Modules in the on the VDI Hosts. The virtual
machines in the environment used the VLANs depending on their role in the system.

Note: A total of seven Virtual LANs were utilized for the project as defined above in section 4.4.1VLAN.

VLANSs are configured in Cisco UCS Manager on the LAN tab, LAN\VLANs node in the left pane of Cisco

UCS Manager

Instructions

Visual

In the LAN tab, expand LAN Cloud, and select
the VLANs node. Right-click and choose Create
VLANS.

Repeat for each of the VLANSs required for the
environment.

For this validation, the following VLANs were
created:

VLAN NAME: VLAN ID — Purpose
MGMT: 60 — Management

INFRA: 61 — Primary Infrastructure
PVS-VDI: 62 — Virtual Desktops
CSV: 63 — Cluster Shared Volumes
LMIGR: 64 — Live Migration
iISCSI-A:65 —iSCSI Fabric A
iISCSI-B:66 —iSCSI Fabric B

iISCSI-Null: 999 —Windows Installation*

Equipment| Servers | LAM I SF'.I"-.I| '-.-'M| Adrin

Filter: All -

[ J |

=-=] LA

=) LAN Cloud
[+]-EEE Fabric &
[+-EE¥ Fabric B
----- H- Q05 System Class
----- =] LAN Pin Groups
- &8 Threshald Palicies
..... =] vLAN Groups

w-=]

Show Mavigataor

R} Applian

- =] Interne Create VLAMs
- £ Policies

#1684 Poals

E}-ﬁ Traffic Monitoring Sessions

Create VLANs

YLAN HameErefi: Mgt
Mubticast Prey Natre: <ror see > v I3 e Mlcet Pokey

(* Common)Gobel (~ Fabiic & ¢ Fabex 8 (" Both Fabwics Configured Diffecently

Vou are Creating ghobal YLANS that map to the sacne VLAN 1D in o avaslable fabiics,
Enter the range of VAN IDs. (& 9. "2009-2017, *29,35,4045%, 23, 23, 445")

YLAN X5t EU

Sharrg Type 1 None  ymary  [eolated
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Instructions Visual

Fabric is set to Commor/Global

Sharing Type is set to None

*SCSI-Null is a special VLAN used temporarily
to work around a known issue with Microsoft
Windows Senver 2012 install when multiple
iISCSI paths exist but no multi-path software is

running.
Equipment| Servers  LAMN I S.ﬁ.N| '-.-'M| Admin
In the LAN tab, expand the Policies > root . -
nodes. Select the vNIC Templates node. Right- | [+ =
click and select the Create vNIC Template EE= T

context menu item. ¢ ) Lt Cloud

) Appliances
=] Internal LAN
= B Policies
f__-j &ppliances
-} LAN Cloud
Elﬁiﬁ1~ roak
- = Default vNIC Behavior
E Crynamic wMIC Connection Policies
-- ‘EY Flow Contral Policies
- &7 LaN Connectivity Policies
- & Mulkicast Policies
- 5 Metwork Control Policies
-- El 203 Policies
#- & Threshold Policies
g SUbe Show Mavigator

- 683 Pools

EHZ Traffic Mari I Create vMIC Template I

i)

One of the unique value propositions for Cisco Unified Computing System with respect to end-to-end
QoS is the ability to tag the traffic at the edge. For example, dedicate a VLAN for the EMC storage,
configure Platinum policy with Jumbo frames and get an end-to-end QoS and performance guarantees
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from the blade servers to the Cisco Nexus 1000V virtual distributed switches running on Hyper-V
through the higher layer access switches.

The Cisco Nexus 1000V will only be used on the VDI hosts (and not the Infrastructure hosts) per Cisco’s
best practice guidelines for this release of Cisco Nexus 1000V for Hyper-V. The VDI hosts will then be
able to offload the tagging tothe Nexus 1000V and will be able to combine the Infrastructure, PVS-VDI,
CSV, and Live Migration networks into a single pair of vNICs, referred to in this design as the Uplink
VNICs.

When creating the vNIC templates, you canlink the QoS policy to the vNIC template along with the
VLAN. Use the following table when creating the vNIC templates:

Table 9: vNIC Template Settings

Fabric Enable

VLAN ID Failover Native MTU Enabled VLANSs Qos Policy

MGMT A Yes No 1500 Mgmt Silver

INFRA B Yes No 1500 Infra Silver

PVS-VDI A Yes No 9000 PVS-VDI Gold

Ccsv A Yes No 9000 csv Bronze

LMIGR B Yes No 9000 LMigr Bronze

UPLINK1 A Yes No 9000 Mgmt,Infra, Silver
PVS-VDI, LMigr

UPLINK2 B Yes No 9000 Mgmt, Infra, Silver
PVS-VDI, LMigr

iSCSI-A A No No 9000 iSCSI-A Platinum

iSCSI-B B No No 9000 iSCSI-B Platinum

iSCSI-Null B No Yes 9000 iSCSI-Null Platinum
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Instructions

Visual

Create WICs for all the VLANS in the
environment.

Complete the WIC Template, distributing the
VLANS across the two fabrics and enabling
failover for all but the iISCSI VLANSs. Use an
updating template so changes later propagate
back to the senver profiles.

Set the MAC Pool to the pool created earlier.

Set the QoS Policy based on the VLAN
purpose.

Click OK to save the changes.

Repeat for all the WICs as identified in Table 9:
vNIC Template Settings above.

For the Uplink ports, enable checkboxes for the
applicable VLANs and do not enable any Native
VLAN radio buttons.

Croate N

B

vNIC Template v

PoIA

i o le| &

=
Ml ot}
(R

i '}vf" " -l; -

<not set>
ot set>
ot

<not set>

CRR R REE LN B

72




6.6.20. iSCSI Boot Policy

Instructions

Visual

In the Serverstab, expand Policies > root
nodes. Select the Boot Policies node. Right-
click and choose Create Boot Policy from the
context menu.

Equipment | Servers | Lan | san | wm | admin

Filter: All

=+ =

[Zl ey SEIvErS
='E Service Profiles
Service Profile Templates
= & Policies
Elﬁiﬁ1~ roak
-- E adapter Policies
'E] BIOS Defaulks

Boot Policies

Create Boot Policy
[

Bioot Policy iSCSI-book

Bioot Paolicy utility

- g Host Firmware Packages

- B IPMI Access Profiles

- B} Local Disk Config Policies

- Bl Mairtenance Policies

- B} Management Firmware Packages
- B Power Contral Policies

- B scrub Policies

- ‘20 Serial aver LAN Policies

- B} Server Pool Policies

- 5 Server Pool Policy Qualifications
- B Threshold Policies

- ' i5C31 Authentication Profiles

- B} wNICwHEA Placement Palicies
aih Sub-Organizations

[+ EBA Poals
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In the Create Boot Policy dialog complete the
following:

Expand Local Devices
Select Add Local Disk

Select Add CD-ROM
Expand iSCSIWICs
Select Add iSCSI Boot (iISCSI-A)

Select Add iSCSI Boot (iISCSI-B)

Adjust boot order so it is CD-ROM, iSCSI-A,
iSCSI-B, Local Disk.

Click OK to sawve changes.

6.6.21.

Service Profile Template

Instructions

Visual

In the Servers tab, select Service Profile
Templates. Right-click and select Create
Service Profile Template.

Start by creating a template for the
Infrastructure hosts. Afterwards, repeat the
process for the Desktops hosts.

Equipment | Servers | Lan | san | v | Admin |

Filter: All -

=+ =

[Flap Servers
F-55 Service Profies

E -85 1 Service Profile Templates

£ 2 Polici I Create Service Profile Template I
R P

- 689 Pools
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Provide a Name and Description for the
template.

Select Initial Template (because later it is
unassociated for the iISCSI boot parameters)

Select the UUID pool created earlier. For this
validation the pool is called HyperV-UUID.

Click Next.

NETWORKING

Select the Expert radio button

Click the Add button

Add the following WICs using the WIC
Templates as specified in the next steps.

WICs

- Mgmt

- Infra

- PVS-VDI
- Csv

- LMigr

- ISCSI-A
- iSCSI-B

iISCSIWICs

- iSCSI-A
- iSCsSI-B

Click Next

eyt
et
deved
dmrrved
Aot

.|.-uu Sast 4

(-8 TEE L
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Creating a WIC

Provide a Name
Enable the vNIC Template

Select the associated vNIC Template created
earlier

Select the Windows Adapter Performance
Policy

Click OK

Repeat for the remaining WNICs.

% T
ok | com
= s vat)

Creating iSCSIWIC

Provide a Name (iISCSI-A oriSCSI-B)

Select the associated Overlay vNIC (iSCSI-A or
iISCSI-B)

Select the iSCSI Adapter Policy created earlier
(iSCSI-Boot)

Select the associated VLAN (iISCSI-A, iSCSI-B)

Do Not select a MAC Address Assighment,
leawve it as None used by default.

Click OK

[ createiscse _________________H|
Create iSCSI vNIC L2

L1
i5CS1-A -
(1}
iSCSI-Boot -
e

SeleckiMone used by defaulk) -

Cancel |

STORAGE

Select the RAID1 Mirrored for the Local
Storage.

Select the No vHBAS radio button

Click Next
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Skip the Zoning page by clicking Next.

WIC/VHBA PLACEMENT
The suggested order for the WICs is shown.

Click Next.

SERVER BOOT ORDER
Select iISCSI-Boot Boot Policy created earlier

Click Next.

A ve Uy w Mow Dy flFEvlan

CRuifi I Mu0ty
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MAINTENANCE POLICY

Click Next

Maintenance Policy

Select a maintenance policy to include with khis service profile or create a new mainkenance policy
that will be accessible ko all service profiles.

Maintenance Policy: SElnatineina i ™ Create Maintenance Policy

Mo mainkenance policy is selected by default.
The service profile will immediately reboot when disruptive
changes are applied.

SERVER ASSIGNMENT

Set Pool Assignment to the one created
earlier. (Infrastructure)

Select the Down the radio button for desired
power state. (Still need to setthe iISCSI IQN
information)

Set Server Pool Qualification to the one
created earlier (Infrastructure)

Set Firmware Management to the one created
earlier. (B200M3)

Click Next

OPERATIONAL POLICIES

Set the Management IP Address Policy to the
policy created earlier (KVMIPPool)

Set the Scrub Policy to the policy created
earlier (HyperVScrub)

Click Finish

Bemaal o R SRR ————

BIOS Configuration
External IPMI Management Configuration

Management IP Address

Management IF Address Policy: KWMIPPool(Zi32)

Create IP Pool
The IP address will be automatically assigned from the selected poal.

Monitoring Configuration {Thresholds)

Power Control Policy Configuration

scrub Policy

Scrub Policy: - Create Scrub Policy
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Repeat for the Desktop Hosts using the values
specified on the right in place of the earlier
ones. Values not specified should be the same
as the Infrastructure template.

Name: Desktop

Server UUID Assignment: HyperV-UUID
NETWORKING

WICs

- Mgmt

- Uplink1

- Uplink2

- ISCSI-A
- iSCSI-B

iISCSIWICs

- iSCSI-A
- iSCSI-B

STORAGE: RAIDO Striping
SERVER ASSIGNMENT:
Pool Assignment: Desktop

Server Pool Qualification: Desktop
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6.6.22. Create Service Profiles

Instructions

Visual

Equipment | 3ervers | Lan | san | vm | admin

. . Filter: Al -
In the Serverstab, expand Service Profile
Templates > root. Select the Infrastructure =
senvce profile created earlier. Right-click and e Servers
: : 55 Service Profiles
choose Create Service Profiles From e :
=H-{Ag Service Profile Templates
Template from the context menu. =65, ract
=T )
|E Show MNavigator
|H Create Service Profiles From Template
B & Policies Create a Clone
.cil'a rool Disassociate Template
- Poal
g% SEII::I:IUI Associate with Server Pool
Change UUID
Change World Wide Node Mame
Change Local Disk Configuration Paolicy
Change Dynamic vNIC Connection Palicy
Change Serial over LAN Palicy
Modify wNIC|wHBA Placement
Copy Chrl+C
Copy XML Chrl+L
Delete Chrl+D

Provide a Naming Prefix for the Infrastructure
senvers: INFRA-.

Provide the Number of senver profiles to create
for Infrastructure: 2

Click OK to complete the creation of the profiles.

Repeat for the Desktop servers in the solution
with a Naming prefix of VDI-

Number of Desktop senver profiles to create:
500-user configuration: 3
1000-user configuration: 5

Create Service Profiles From Template

Marming Frefix: |INFRA-
MNumber: |2

oK I Cancel

80




6.6.23. Configure iSCSI Boot LUNS for Each Service Profile
The new created senice profiles will have to be unbound from the template and updated with iISCSI

target information which is unique for each sener.

Instructions

Visual

In the Servers tab, expand Service profiles >
root. Select the first senice profile. Right-click
and choose Unbind from the Template from
the context menu.

I+ =

Filter: All

Equipment | 3ervers | Lan | san | vm| admin |

-

[El g SErvErs

[—}- Service P
=85 rook
- Il 5
|l 5
-l 5

=== Service Profiles

Show Mavigataor

Boak Server

Shutdown Server

Reset

KM Console

55H Console

Rename Service Profile

Create a Clone

Create a Service Profile Template
Disassociate Service Profile
Change Service Profile Association
Associate with Server Pool

Bind to a Template

Unbind From the Template

Change LULID
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Instructions

Visual

Select a Senvice Profile
Select the Boot Order tab.
Select the first iISCSI boot NIC (iSCSI-A)

Click the Set iSCSI Boot Parameters button

The EMC VNXe uses a different IP address and
iISCSI Target Name for each of the individual
iISCSI boot LUNs. As such, the boot parameters
must be configured separately for each senice
profile.

Set Initiator Name Assignment to Manual

Set Initiator Name tothe uniqgue name from the
pool

Set the Initiator IP Address Policy to Static

Set the IPv4 Address to a unique IP address
for this host

Set the Subnet Mask to the correct subnet
mask for the iISCSI VLAN

Select the iSCSI Static Target Interface radio
button

82




Instructions

Visual

The unique name and IP address will need to be
configured in the VNXe side.

To add the VNXe Target information, click the +
button.

Provide the iSCSI Target Name of the VNXe

Provide the IPv4 Address and LUN ID for this
LUN on the VNXe

Click OK to save the iISCSI Static Target
information.

Click OK to sawe the iISCSI Boot Parameters
Repeat the process for the iISCSI-B boot NIC

Repeat these steps for each service profile

Create iSCS! Static Target )

Include the corresponding QoS Policy into eachvNIC template using the QoS policy drop down, using the
QoS Priority to vNIC and VLAN Mapping table above.

Figure 14: Utilize QoS Policy in vNIC Templates

\v/ A A Q U vNw- RQons O Alemiaes B =
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6.7. LAN Configuration

The access layer LAN configuration consists of a pair of Cisco Nexus 5548s (N5Ks,) a family member of
our low-latency, line-rate, 10 Gigabit Ethernet and FCoE switches for our VDI deployment.

Four 10 Gigabit Ethernet uplink ports are configured on each of the Cisco UCS 6248 fabric interconnects.

Note: The upstream configuration is beyond the scope of this document; there are some good reference
documents in the Appendix that discuss about best practices of using the Cisco Nexus 5000 and 7000
Series Switches. For informational purposes, the upstream switch for this Cisco Validated Designwas a
Cisco Nexus 5500 series which included the Layer 3 module.

6.8. SAN Configuration

6.8.1. Bootfrom SAN benefits
Booting from SAN is another key feature which helps in moving towards stateless computing in which
thereis no static binding between a physical server and the OS / applications it is tasked to run. The OS
is installed on a SAN LUN and boot from SAN policy is applied to the service profile template or the
service profile. If the service profile were to be moved to another server, the iSCSI boot LUN and the
Boot from SAN (BFS) policy also moves along with it. The new server now takes the same exact character
of the old server, providing the true unique stateless nature of the Cisco UCS Blade Server.

The key benefits of booting from the network:

e Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own
direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless
servers also take up less facility space, require less power, and are generally less expensive
because they have fewer hardware components.

e Disasterand Server Failure Recovery: All the boot information and production data stored on a
local SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys
functionality of the servers at the primary site, the remote site can take over with minimal
downtime.

e Recovery from server failures is simplified in a SAN environment. With the help of snapshots,
mirrors of a failed server can be recovered quickly by booting from the original copy of its
image. As a result, boot from SAN can greatly reduce the time required for server recovery.

e High Availability: A typical data center is highly redundant in nature - redundant paths,
redundant disks and redundant storage controllers. When operating system images are stored
on disks in the SAN, it supports high availability and eliminates the potential for mechanical
failure of alocal disk.

e Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple
servers for rapid deployment. Such servers may only need to be in production for hours or days
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and can be readily removed when the production need has been met. Highly efficient
deployment of boot images makes temporary server usage a cost effective endeavor.

e Centralized Image Management: When operating system images are stored on networked disks,
all upgrades and fixes canbe managedat a centralized location. Changes made to disks in a
storage arrayare readily accessible by each server.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN
through an iSCSI boot vVNIC. The vNIC boot code contains the instructions that enable the server to find
the boot disk. All Cisco VIC 1240 MLOM cards on Cisco UCS B-series blade servers support Boot from
SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is

designated as the boot device in the hardware BOIS settings. When the hardware detectsthe boot
device, it follows the regular boot process.

In this study we deployed boot from SAN over iSCSI protocol.

6.9. EMC VNXe Storage Configuration
The figure below shows the physical storage layout of the disks in the reference architecture. This

configuration accommodates PVS vDisks, user homes and profiles for up to 1000 virtual desktops,
hypervisor boot LUNs, SQL databases, SCVMM library, cluster quorum disk, and cluster shared volume
(CSV).

Figure 15: EMC VNXe Storage Configuration

DAEO2

DAED

-
SAS UNBOUND @

The above storage layout is used for the following configurations. Note that VNXe provisioning wizards
perform disk allocation and do not allow user selection.

e Seven SAS disks areallocatedin a 6+1 RAID-5 pool that contains boot LUNSs for the hypervisor
Os.
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e Seven SAS disks are allocatedin a 6+1 RAID-5 pool that contains SQL databases, SCVMM library,
cluster quorum disk, and CSV.

e Twenty eight SAS disks are allocated in a 6+1 RAID-5 pool that contains PVS vDisks, user home
directories and profiles.

e Two SAS disks are used as hot spares and are contained in the VNXe hot spare pool.

If more capacityis required, larger drives may be substituted. To satisfy the load recommendations, the

drives will all need to be 15k rpm and the same size. If differing sizes are utilized, storage layout
algorithms may give sub-optimal results.

Table 10 shows the LUNs that need to be created, the size, the assigned host, the assigned storage pool,
and the names used for this Cisco Validated Design.

Table 10: Storage LUN Mapping

HostName LUN Size Assigned Pool Storage Type
(GB)

Infra-1 Infra-1 50 Boot LUN GenericiSCSI Storage
Infra-1 SQLDB1LUN 50 InfrastructurePool GenericiSCSI Storage
Infra-1 SQLLogl1LUN 50 InfrastructurePool GenericiSCSI Storage
Infra-2 Infra-2 50 Boot LUN GenericiSCSI Storage
Infra-2 SQLDB2LUN 50 InfrastructurePool GenericiSCSI Storage
Infra-2 SQLLog2LUN 50 InfrastructurePool  GenericiSCSI Storage
Infra-1/Infra-2 InfraCSVLUN 750 InfrastructurePool GenericiSCSI Storage
Infra-1/Infra-2 InfraQuorumLUN 2 InfrastructurePool GenericiSCSI Storage
Infra-1/Infra-2  SCYMMLibraryLUN 200 InfrastructurePool GenericiSCSI Storage
UserProfile2 CIFSServerl 200 CIFSPool Shared Folders
UserProfile CIFSServer2 200 CIFSPool Shared Folders

vDisk CIFSServer2 500 CIFSPool Shared Folders
VDI1-2 VDI1-2 50 Boot LUN GenericiSCSI Storage
VDI1-3 VDI1-3 50 Boot LUN GenericiSCSI Storage
VDI1-4 VDI1-4 50 Boot LUN GenericiSCSI Storage
VDI2-1 VDI2-1 50 Boot LUN GenericiSCSI Storage
VDI2-2 VDI2-2 50 Boot LUN GenericiSCSI Storage

The rest of theis section covers creating the hosts, storage pools, and LUNS required for the
environment. Single examples are provided, but the process should be repeated for each of the hosts,
pools, and LUNs required for the environment.

6.9.1. iSCSI Host Configuration

Complete the following stepsin Unisphere to configure iSCSI hosts on VNXe3300 for each of the hosts in
the environment.
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Instructions

Visual

From the Hosts->Hosts areain Unisphere,
select Create Host.

¥hHEe  Hosts > Hosts

Hosts:

[«
Create Host | Create Subnet || Create Netgroup Details
C—

Specify a name and description (optional) for
the iISCSI host.

Host Wizard

Specify Name

Step 1 of 6

Enter a name and optional description for the host configuration:

Name: v’ Infral-host

Description:

Specify Microsoft Hyper-V as the host
operating system.

Operating System

Step 2 of 6

Specify the host operating system.

While this information is not required, providing this information will
troubleshooting instructions.

Operating System: Microsoft Hyper-V v
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Instructions

Visual

Specify an IP Address that will be used as an
iSCSl initiator for the host.

In this Cisco Validated Design, the IP address is
the statically assigned IP address on the iSCSI-
A VLAN.

e Network Address

Step Jof 6
Spacity the Mot network address
You can specify the network sddress of the host as efther a netwirk name or ¥ Addvess

Network Address: Network Name

« 1P Address

10.6%5.0.15

Advanced Storege Access (ASA) Allow Access

1) Systent-wide ASA: Disabled
This setting is only sffective f ASA is set to "Enadie a
» por-hest basis®

e nformato

Specify all IQN addresses that will be used on
the iISCSI host.

The IQN addresses can be found in the
corresponding senice profile in Cisco UCS
Manager. Generally, these IQNs are unique and
created by the storage administrator. The typical
format would be ign.1992-
05.<topdomain>.<domain>:<systemid>:<numbe
r>

Optionally, fill out the CHAP Secret fields if
CHAP security needs to be enforced.

iSCSI Access

Step 4 of 6

If this host is connected to iSCSI storage, you must specify a valid iSCSI address (IQN).

IQN: |ign.1992-05.com.cisco:cvd:2 Remove IQN

CHAP Secret:

Confirm CHAP Secret:

IQN: |ign.1992-05.com.cisco:cvd:4 Remove IQN

CHAP Secret:

Confirm CHAP Secret:

Add Another IQN

Review the host configuration on the Summary
page and select Finish to create the host entry.

Host Wizard

Summary

Step 5 of 6

Confirm the following Host configuration:

Name: Infral-host
Description:

Operating System:  Microsoft Hyper-V

IP Address:  10.65.0.15
Advanced Storage Access (ASA):  Not Allowed
IQNs: ign.1992-05.com.cisco:cvd:2

CHAP Secret: Not Specified
iqn.1992-05.com.cisco:cvd:4
CHAP Secret: Not Specified
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Instructions

Visual

Select the newly created host and Details to
modify its properties.

VNKe = Hosts > Hosts

Hasts: I i

infral-host

-~

(S

Create Most Create Subnet Create Netgroup Refresn Delete

To the right of the Data Storage Address field,
select Add to add the secondary IP address of
the host.

General

Name: | infral-host

Description: |

Operating System: Microsoft Hyper-V -
SRR —y—
Advanced Storage Access (ASA): [ | Aliow Access

) System-wide ASA: Disabled
This setting is ooly effective if ASA is set to "Enable access on a per-hast basis”.

More information..,

Data IQNs:

ign.1992-05.com.osco:ovd: 2
iqn.1992-05.com.cisco:cvd:4

Enter the secondary IP address in the IP
Address field. Select OK and click the Apply
Changes button to save the changes.

The secondary IP address would be the
statically assigned alternate IP address for the
host on the iISCSI-B VLAN.

Network Address Details

Network Address: () Network Name:

(e) IP Address: 10.66.0.15

6.9.2. iSCSI Server Configuration

Complete the following steps in Unisphere to configure iSCSI servers on VNXe.
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Instructions

Visual

Prior to provisioning iISCSI storage, an iSCSI
sener must be created.

From the Settings->iSCSI Server Settings
areain Unisphere, select Add iSCSI Server.

¥hEe > Settings > i5C5I Server Settings

iISCSI Server Settings

a_ iSCSI Servers

Mame la IP Address Target

Add iSCSI Server Details Remaove

Fill out the iISCSI senver network information as
shown in the screenshot. Select Finish to
create the iSCSI sener.

The Advanced settings will change for each of
the iSCSI servers and should alternate Storage
Processors (SPA/SPB) and Ethernet Ports
(eth10/eth11) to load-balance across the
resources.

The VLAN ID will need to match the IP address
specified for the iISCSI server and the Ethernet
Port. For instance, in this Cisco Validated
Design, eth10 maps to VLANG5 and eth11 maps
to VLANG6.

&!="f iISCSI Server
\.: -
- Step 1 of 3

Specify the Netwaork Interface for the new iISCSI Server:

Server Mame: = INFRA]J
IP Address: #|10,65.0.31
Subnet Mask/Prefix Length: # 7255, 255.255.0
Gateway: # 10.65.0.1
Hide advanced
SPA W

Storage Processor:

Ethernet Port: | ethl0 (Link Up) W

V0LAM ID: 65

.
|v|
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Instructions

Visual

Select the newly created iSCSI server and
select Details.

WHhXe = Settings & ISCST Sesver Settings

@ 15651 Servers

Namae 14 1P Address Target Storage Processor

INFIRAL 10.65.0.31 N 1592-05. comamc:apmLI 7100417 SPA

Add SCSt Server ] Remove

From the iSCSI Server Details screen, select
Add Network Interface to add a second
interface to provide network redundancy for the
iISCSI senver.

VMEe > Settings = i5C5I Server Setlings > View and modify iSCSI Server Details

iSCSI Server Details

Summary

Server Mame: INFRA1

Storage Processor:  SPA

IQN: ign.1992-05.com.emc:apm001210041240000-3-vnxe

General

Server Name: INFRAL

Metwork Interfaces
IP Address Subnet Mask/Prefix Length Gateway

10.65.0.31 255.255.255.0 10.65.0.1

|| Add Network Interface |

| Modify || Remove |

Fill out the network information of the second
interface as shown in the screenshot. Select
Add to create the second interface for the iSCSI
senver to provide HA across the resources.

The VLAN ID will map to the Ethernet Port as
mentioned earlier. For this Cisco Validated
Design, eth10 maps to VLANG5 and eth11 to
VLANG6.

Add network interface

IP Address: =

10.66.0.31

Subnet Mask/Prefix Length: #| 255 255.255.0
Gateway: =

10.65.0.1

Hide advanced

Ethernet Port: ethll (Link Up) A

)

WLAN ID: 66
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6.9.3. iSCSI Storage Creation

Complete the following stepsin Unisphere to configure iSCSI LUNs on VNXe.

Instructions

Visual

Prior to provisioning iSCSI storage, create a
storage pool with the appropriate number of
disks that will contain the iISCSI LUNSs.

From the System->Storage Pools area in
Unisphere, select Configure Disks.

¥N¥e > Systemn > Storage Pools

Storage Pools

Storage Pools:

&F ,,-_'}_. =
.u__a .i_.l
Hat Spare Pool Unconfigured Disk...

L]

Configure Disks

Select Manually create a new pool by Disk
Type.

&E-:‘E'-’f Select Configuration Mode
Wy:
5_— Step 1 of 7

Select the disk configuration mode:

DAutomaticallv configure pools

Configure disks into the system's pools and hot spares

@ Manually create a new pool

Create a new pool by disk type or for a specific application

4 Dby Disk Type w

() Manually add disks to an existing pool
Add unconfigured disks to the selected pool

| Select pool... w

Specify a pool name of your choice.

Disk Configuration Wizard

'_‘%‘—‘@ Specify Pool Name

B
Y- Step20of6

Specify a name and optional description.

Name: ! BootLUNPool

Description:
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Instructions

Visual

Select SAS and Balanced Perf/Capacity when
prompted for disk type and storage profile.

Disk Configuration Wizard

.c‘-‘f/z Select Storage Type
P i
‘«"_: Step 3 of 6 C,

Please select the type of disks you want to use for this new pool.

Disk Type Max Capacity Storage Profile

NL SAS 14,331 TB High Capacity

SAS 3.145 TB High Performance

SAS 6.291 TB Balanced Perf/Capacity
EFD 0 GB (None Available) Best Performance

Show advanced

Uses SAS disks to provide a balanced level of storage performance and capacity. This pool type
does not offer performance as high as High Performance pools, but it can be adequate for
databases with low-to-average performance requirements.

General purpose SAS storage pool using RAID 5(6+1).

Specify the desired number of disks to be
included in this storage pool.

Disk Configuration Wizard

&3‘-‘}{,_ Select Amount of Storage
~.~',7

YZ | stepaof6

Select the amount of storage to configure.

300GE SAS (15000 RPM) Disks: Use 7 of 28 Disks v

Total Disks to Configure: 7

Review the pool configuration in the Summary
page and select Finish to create the storage
pool.

Disk Configuration Wizard

t‘-‘r/ Summary

QI

R
v- Step 5 of 6

The disks will be configured into @ new storage pool as indicated below.

Storage Pool Name:  BootLUNPool
Storage Pool Description:

300GE SAS (15000 RPM) Disks: 7
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Instructions

Visual

After the storage pool is created, navigate to
Storage->Generic iSCSI Storage in
Unisphere. Select Create to provision iSCSI
storage.

¥NXe > Storage > GenericiSCSI Storage

Generic iSCSI Storage

Allocated Generic iSCSI Storage:

! Name Description
0 Selected
Create lll Create a Replication Destination ’ Deta v Refresh

Specify a name and description (optional) for
the storage resource.

Generic iSC5I Storage Wizard

4 .. Specify Name
% ..

Step 1 of 7

Enter a name for the generic storage resource.

Mame: % Infral

Description:

Specify a storage server (iISCSI server defined
in the previous steps), a storage pool with
enough space available, and the size ofthe
iSCSI LUN to be created.

The assigned storage processor (SPA/SPB) will
be dependent on the iISCSI server selected.
Load-balancing across the storage processors
is done manually when creating the iISCSI
seners as discussed abowe.

Ganeric ISCST Storage Wizard

b Configure Storage
~

Configure the storage for the first virtual disk:

Step 20f 7

Select a storage pool with avallable space on the selected 1SS! server

Stotage Servar:  INFRAL (SPA) v Mote laformation..
Type 1a  Pool Avallable Percent Used Subseription
BoatLUNPool 1202 TH e 0%
Parcant Avallable: Parcant Usad: .
Size: » su Gh v
| Thin
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Instructions

Visual

Choose the protection policy for replication and
snapshots that fits your requirements.

Guneric ISCS1 Storage Wizard

52

Configure Protection

Step 301 6

Configure protecton storage for replication and soapshots
» Do not configure protection storage for this stersge resource,
Repication and snapshots can e supgorted by allocating protedion space &t a later time
Configure pratection sterage, do net configure & snapshot protection schedule.
A0 automisted snapshet protection schedule may De conhgured ot a later bme

Configure protection storage, protect data using seapshot schedule:

Select Virtual Disk in the Access column for
the host to which iSCSI LUN access is tobe
granted.

Configure Host Access

Swpdore
FEPVGAI WY ARSI Wil RCOeRS TTHs TIaDe
Potx
Marwe Lo Nturs Abiveny (2] Arcons
i R AN L = Wwisa Diat .
s Accens

“arshet

W Dape 300 Snapinat

Review the iSCSI storage configuration in the
Summary page and select Finish to provision
the iISCSI LUN and grant access to the
designated host(s).

The Summary page shows that the host has
both IP addresses (and subsequently the
matching IQNs though not shown) assigned to
the host on the iISCSI-A and iSCSI-B networks.

Generic iSCSI Storage Wizard

Summary

Step 5 of 6
Confirm the following generic storage configuration:

Name: Infral

Description:
Storage Server: INFRA1 (10.65.0.31, 10.66.0.31)
Storage Pool: BootLUNPool

Size: 50.000 GB (Primary), snapshot support disabled
Thin: Disabled
Protection Schedule: None configured
Virtual Disk Access: » 2 hosts configured

Snapshot Access: No hosts configured
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6.9.4. CIFS Server Creation

Instructions

Visual

Prior to provisioning storage for CIFS share, a
shared folder server must be created.

From the Settings->Shared Folder Server
Settings area in Unisphere, select Add Shared
Folder Server.

¥YNXe > Setlings > Shared Folder Server Settings

| Shared Falder Server Settings

.. Shared Folder Servers

Name 1a 1P Address

Add Shared Folder Server Detalls Remove

Fill out the CIFS server network information as
shown in the screenshot.

Repeat for the CIFS share on the other Storage
Processor (SPB) if building the 1000-user
configuration.

{E - Shared Folder Server

Specify the Network Interface for the new Shared Folder Server:

Step 1 of 4

Server Name: :#  CIFSServerA

IP Address: # 10.65.0.49

Subnet Mask/Prefix Length: % 255.255.255.0

Gateway: # 10, 550 1 L
Hide advanced
Storage Processor: l SPA VJ
Ethernet Port: | eth10 (Link Up) v|
VLANID: |65 l_:J
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Instructions

Visual

Deselect Linux/Unix shares (NFS) if NFS is not
required.

Select Windows shares (CIFS) and Join to the
Active Directory. Specify a Windows domain,
DNS server, and an administrator’s credential
used to join the CIFS server to the designated
domain.

Shared Folder Server

L - Shared Folder Types

Step 2 0of 4

Choose the type of shares the Shared Folder Server supports:
[ ] Linux/Unix shares (NFS)
[v] Windows shares (CIFS)

() Standalone

{#3Join to the Active Directory

Windows Domain: % HV.POD.LOCAL

DNS Servers: = _10~é23~1(—)‘
110.82.0.11

IP Address:

User Name: administrator

Password: AR AR R K

Organizational Unit:
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Instructions

Visual

Review the shared folder senver configuration in
the Summary page and select Finish to create
the shared folder server.

Shared Folder Server

{E © Server Summary

Verify the following Shared Folder Server settings:

Step 3 of 4

Server Name: CIFSServerA
Storage Processor: SPA
IP Address: 10.65.0.49

Subnet Mask: 255.255.255.0

Gateway: 10.65.0.1
Ethernet Port: ethl0
VLAN ID: 65

Support Linux/Unix Shares (NFS): Not configured

Support Windows Shares (CIFS): » Configured

6.9.5. CIFS Share Storage Creation - Profile Share

Instructions

Visual

Prior to provisioning CIFS storage, create a
storage pool with the appropriate number of
disks that will contain the CIFS shares.

From the System->Storage Pools area in
Unisphere, select Configure Disks.

¥N¥e > Systemn > Storage Pools

Storage Pools

Storage Pools:

£ -
all .

Unconfigured Disk...

& -
all .

Hot Spare Pool

K
Configure Disks Details e Disks
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Instructions

Visual

Select Manually create a new pool by Disk
Type.

‘.E_-I:‘cg Select Configuration Mode
v_— Step 1 of 7

Select the disk configuration mode:

DAutomaticallv configure pools

Configure disks into the system's pools and hot spares

@ Manually create a new pool

Create a new pool by disk type or for a specific application

% by Disk Type w

(s Manually add disks to an existing pool
Add unconfigured disks to the selected pool

| Select poal... W

Specify a pool name of your choice.

Disk Configuration Wizard

.‘(’:‘—‘@ Specify Pool Name
N

s
5— Step 2 of 6

Specify a name and optional description.

Name: # CIFSSharePool

Description:

Select SAS and Balanced Perf/Capacity when
prompted for disk type and storage profile.

& % Select Storage Type
Step 3 of 6 (_z

Please select the type of disks you want to use for this new pool.

&=
v-
=

Disk Type Max Capacity Storage Profile

NL SAS 21.496 TB High Capacity

SAS 12.581 TB High Performance

SAS 22.018 7B Balanced Perf/Capacity
EFD 733.817 GB Best Performance

Show advanced

Uses SAS disks to provide a balanced level of storage performance and capacity. This pool type
does not offer performance as high as High Performance pools, but it can be adequate for
databases with low-to-average performance requirements.

General purpose SAS storage pool using RAID 5(6+1).
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Instructions

Visual

Specify the desired number of disks to be
included in this storage pool.

Disk Configuration Wizard

&Q‘,‘"/ Select Amount of Storage
Wy-

Y- stepaofs

Select the amount of storage to configure.

600GE SAS (15000 RPM) Disks: [ Use 28 of 50 Disks v]

Total Disks to Configure: 28

Review the pool configuration in the Summary
page and select Finish to create the storage
pool.

"%,r/ Summary

WA
Y- step5of6

The disks will be configured into a new storage pool as indicated below.

Storage Pool Name: CIFSSharePool
Storage Pool Description:
600GB SAS (15000 RPM) Disks: 28

After the storage pool is created, navigate to
Storage->Shared Folders in Unisphere. Select
Create to provision CIFS storage.
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¥NXe > Storage > Shared Folders

Shared Folder Storage

Allocated Shared Folders:

Create I

[ Add Share ] l Create a Replication Destination ]

Disk Configuration Wizard




Instructions

Visual

Specify a name and description (optional) for
the shared folder.

Shared Folder Wizard

B Specify Shared Folder Name

Step 1 of 7

Specify a name and optional description for the shared folder:

Name: % UserProfile

Description:

Specify a storage server (CIFS server defined in
the previous steps), a storage pool with enough
space available, and the size of the CIFS share
to be created.

Shared Folder Wizard

E Configure Shared Folder Storage
Step 2 of 7

Configure the storage for this shared folder:

Select a storage pool with available space on the selected shared folder server.

Storage Server: ’ CIFSServerA (SP A; "vw More information...

Type 1a Pool Available Percent Used
CIFSSharePool 5.974 T8 [ ——]

Percent Available: Percent Used:

Size: % 200 [ GB v

[]Thin

Choose the protection policy for replication and
snapshots that fits your requirements.

Shared Folder Wizard
p Configure Protection

Step 30f7

Configure protection storage for replication and snapshots:
» Do not configure protection storage for this storage resource,
Replication and snapshots can be supported by allocating protection space at a later time.
_ Configure protection storage, do not configure a snapshot protection schedule.
An autemated snapshot protection schedule may be configured at a later time.

_ Configure protection storage, protect data using snapshot schedule:

Note: Times are displayed in Local Time (UTC-0400) in 24~hour format

101



Instructions

Visual

Select Windows shares (CIFS) as the share
type.

Shared Folder Wizard

: Configure Shared Folder Attributes

Step 4 of 7

Configure the type of shares which will be exported from this shared foider:
Share Type: (o) Windows shares {CIFS)
CIFS shares use the CIFS/SMB protocol to share content in Windows environments,
Linux/Unix shares (NFS)

The selected storage server does not have NFS suppport enabled. You can enable this
feature, which requires a license, frem the Shared Folder Server Settings page.

Show advanced

Select Create a Windows share and specify a
share name of your choice.

Shared Folder Wizard

Configure Share

Step 5 of 7

Configure the share to be created for this shared folder:
Local Path: /

[v|Create a Windows share

Name: UserProfile

Export Path: \\10.65.0.49\UserProfile

Description:

Show advanced
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Instructions Visual

Review the shared folder configuration in the

Summary page and select Finish to provision Summary
the CIFS share. E

Step 6 of 7
Confirm you want to create the following shared folder:

Name: UserProfile

Description:

Storage Server: CIFSServerA (10.65.0.49)

Storage Pool: CIFSSharePool
Size: 200.000 GB (Primary), snapshot support disabled
Thin: Disabled

Advanced Attributes:  » Use Defaults

Protection Schedule: None configured
Share Creation
Share Type: Windows shares (CIFS)
Name: UserProfile
Description:
Local Path: /

Export Path: \\10.65.0.49\UserProfile

Advanced Attributes:  » Use Defaults

6.9.6. CIFS Share Storage Creation - vDisk Share

Instructions Visual

¥NXe > Storage > Shared Folders
Navigate to Storage->Shared Foldersin Shared Folder Storage
Unisphere. Select Create to provision CIFS

storage. Allocated Shared Folders:

Create I [ Add Share ] l Create a Replication Destination ]
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Instructions

Visual

Specify a name and description (optional) for
the shared folder.

Shared Folder Wizard

: Specify Shared Folder Name

Step 1 of 7

Specify a name and optional description for the shared folder:

Name: = vDisk

Description:

Specify a storage server (CIFS server defined in
the previous steps), a storage pool with enough
space available, and the size of the CIFS share
to be created.

Shared Folder Wizard

Configure Shared Folder Storage
: Step 2 of 7

Configure the storage for this shared folder:
Select a storage pool with available space on the selected shared folder server.

Storage Server: | CIFSServerA (SP A) v‘i More information...

Type 1a Pool Available Percent Used
CIFSSharePool 5.779 T8 1 |

Percent Available: Percent Used

Size: # 500 GB v

[ IThin

Choose the protection policy for replication and
snapshots that fits your requirements.

Shared Folder Wizard
p Configure Protection

Step 3o0f7

Configure protection storage for replication and snapshots:
» Do not configure protection storage for this storage resource,
Replication and snapshots can be supported by allocating protection space at a later time.
_ Configure protection storage, do not configure a snapshot protection schedule.
An autemated snapshot protection schedule may be configured at a later time.

_ Configure protection storage, protect data using snapshot schedule:

Note: Times are displayed in Local Time (UTC-0400) in 24~hour format
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Instructions

Visual

Select Windows shares (CIFS) as the share
type.

Shared Folder Wizard

B Configure Shared Folder Attributes

Step 4 of 7

Configure the type of shares which will be exported from this shared foider:
Share Type: (o) Windows shares {CIFS)
CIFS shares use the CIFS/SMB protocol to share content in Windows environments,
Linux/Unin shares (NFS)

The selected storage server does not have NFS suppport enabled. You can enable this
feature, which requires a license, frem the Shared Folder Server Settings page.

Show advanced

Select Create a Windows share and specify a
share name of your choice.

Shared Folder Wizard

Configure Share

4 Step 5 of 7

Configure the share to be created for this shared folder:
Local Path: /

[v]Create a Windows share

Name: vDisk

Export Path: \\10.65.0.49\vDisk

Description:

Show advanced
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Instructions Visual

Shared Folder Wizard
Review the shared folder configuration in the
Summary page and select Finish to provision Summary
the CIFS share. :
Step 6 of 7

Confirm you want to create the following shared folder:

Name: vDisk

Description:

Storage Server: CIFSServerA (10.65.0.49)

Storage Pool: CIFSSharePool
Size: 500.000 GB (Primary), snapshot support disabled
Thin: Disabled

Advanced Attributes:  » Use Defaults

Protection Schedule: None configured
Share Creation
Share Type: Windows shares (CIFS)
Name: vDisk
Description:

Local Path: /
Export Path: \\10.65.0.49\vDisk

Advanced Attributes:  » Use Defaults

6.10. Installing and Configuring Microsoft Server 2012
Two types of service profiles were required to support two different blade server types:

Table 11: Role/Server/0S Deployment

Role Blade Server Used Operating System Deployed
Infrastructure UCS B200 M3 (E5-2650) Microsoft Windows Server 2012 Datacenter
VDI Hosts UCS B200 M3 (E5-2697v2) Microsoft Windows Server Hyper-V 2012

To support those different hardware platforms, service profile templateswere created, utilizing various
policies created earlier as documented.

The service profile templateswere then used to quickly deploy service profiles for each blade server in
the Cisco Unified Computing System. When each blade server booted for the first time, the service
profile was deployed automatically, providing the perfect configuration for Microsoft Windows
installation.

6.10.1. Infrastructure Servers
For this Cisco Validated Design, iSCSI storage was used to boot the hosts from LUNs on the VNXe3300

storage system. Prior to installing the operating system, storage groups were created, assigning to
specific boot LUNSs to individual hosts. (See Section 6.9 EMC VNXe Storage Configuration for details.)
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The table below provides the steps to install Windows Server 2012 on the Cisco UCS hosts
Instructions Visual

Open a browser and enter the address of the

Cisco UCS Fabiric Interconnect: g et G
https://XX.XX.XX.XX

Click on Continue to thiswebsite (not X
recommended).

UCS Henager - Wrsdows dnternet Daploree

Click Launch Cisco UCS Manager.

Cisco UCS Manager - 2.1(1e)

Srgie pond of de gerend Jar the Craco Unied Compaing Sysiem

| Fergeiiiess comtoy o dstbwnod joo
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https://xx.xx.xx.xx/

Instructions

Visual

Enter the User Name:admin

Enter the Password specified during the initial
setup of the Cisco UCS System.

Cisco 5ystems, Inc. UCS Manager - Login to UCS-EXC-Hyper¥

Login

Lser Mame Iadmin

Password I*********
Click Login.
Login I Cancel
Equipment | Servers | Lan | san | vm| admin |
In the Servers tab, expand Service Profiles > Filter: Al =
root. Select the sener you wish to install the = =
operating system on. Right-click and choose
i

KVM Console from the context menu.

If you get a certificate warning, just click the
“Always trust this certificate” checkbox and
then click Run.

[Fegpe Servers

[ WD
== oIt
== DI
=5 VDI
== oIz
== DIz
=5 VDI
=E yDIz
{*-:}1 Sub-¢
=-|TR Service Profil
(=85 rook

lﬂlﬁ Carui

Show Mavigataor
Boot Server
Shukdown Server

Reset

FWM Consale

55H Console

Rename Service Profile

Create a Clone

Create a Service Profile Template
Disassociate Service Profile
Change Service Profile Association
Associate with Server Pool

Bind to a Template

Click the Virtual Media tab of the KVM Console.
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Instructions

Visual

Click the Add Image... button.

Add the image for the Windows Server 2012
ISO image by browsing to the ISO and clicking
Open.

Repeat the process for the ucs-bxxxx-drivers
2.1.31SO image.

Click the Mapped checkbox for the Windows
Server 2012 ISO image.

NOTE: Due to a small bug in the Windows
Installation when using iISCSI boot LUNSs, you
will need to ensure there is only one path to the
iISCSI volume. If there are two paths the install
will fail until you first write something to the disk.

To disable one of the paths, just assign the eth7
WIC temporarily to the iISCSI-Null VLAN
created earlier.

Reboot the Cisco UCS senver and erify the
iSCSI boot driver loads and connects to the
EMC VNXe3300 LUN.
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Instructions

Visual

Select Language to install.

Select Time and currency format.

Select Keyboard or input method.

Click Next.

Windows Setup

Click Install now.

B® Windows Server 2012
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Instructions

Visual

Provide the Windows Server 2012 license key.

Click Next.

Enter the product key to activate Windows

1t should be on the back of the box that Windows came s of in 3 onessage that shows you bought
Windows.

The product bey locis e this X000 000 X000 00O 000K
Owhes wik be sddwd stomatically.

| fiiin

Frovecy staterment

Select Windows Server 2012 Datacenter
(Server with a GUI).

Click Next.

Felect the operating system you want 10 nstal

Date moddied
T/2672012

Opermng system Archetecture
Windows Server 2012 Distacemer (Server Cove Installation) e

Descnption

This eption is waefl when & GUI u isgquined—for exsmple, 10 provide backweed compatitaly foran
spplicaton that canmct be run on » Server Core imtalistion. AN server roles and fastures see
supported. You can switch 10 3 different inctalation optico later. See “Windows Server statlation

Optiens”
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Instructions

Review the License terms, and if agreeable,
enable the checkbox labeled | accept the
license terms.

You must accept the license terms to continue.

Click Next.

Visual

License terms

MICROSOFT SOFTWARE LICENSE TERMS
MICROSOFT WIRNDOWS SERVER 2012 DATACENTER

These icense terms are an agreement betwieen Microsoft Cocporation (or based on
where you Ive, one of its affikstes) and you Please read them. They apply to the
software named above, which mciudes the medin on which you recewed &, if any, The
terms also spply to any Micoscft

updates,
spplements,

ntemat-based servicas, and

Click Custom: Install Windows only
(advanced).

mpport senices

[ J gecwgt the bownee termy

Which type of installation do you wam?

Upgrade: Install Windows and keep files. settings, and applications
The files, 1et2ngs. and apilcotions are moved 10 Wiedows seth this cotron. This epbon &
aveilable when & wpgorted venion of Window is sheady revning on the compater

| Custom: Inutall Windows anly (sdvanced)

i Tha filex, settings, and apgiications sran't maved tu Wndewy setfe this cption, I yeu want te
male ranges to pattons and dires, ttart the wier usng the mutalation doc. We

l cecanunend Backing up your Niles before you coobinue

Help me decide
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Instructions

Visual

The local disk will be visible, but the iISCSI
wolume needs the Cisco UCS disk driver loaded.

Click Load driver.

Where do you want to install Windows?

Thms T R T

35TaGe

357sGa

Dvive 0 Unaliocated Spece

S 4

Before loading the driver, you will need to insert
the Cisco B-Series 2.1(3a) device driver CD.

e T '
r [ & Lo

Select the Virtual Media tab.
Uncheck the Mapped box for the Windows
Sernver ISO (and confirm the unmap warning
dialog).
Check the Mapped box for the Cisco UCS driver
CD.
Return to the KVM tab.

Load driver lé]

Click Browse to locate the driver install.

To install the device driver for your drive, insert the installation media containing the
driver files, and then click OK.

Mote: The installation media can be a CD, DVD, or USE flash drive.

[ Browse ] | QK

Cancel
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Instructions

Visual

Navigate to the MLOM Windows Server 2012
x64 driver found at:

AWindows\Network\Cisco\MLOM\W2K12\x64

Click OK.

Browse for Folder

Browse to the driver, and then dick QK.

> | Installers
[+ JJ Magmt
4 | Metwork
[» . Broadcom
4 || Cisco
[+ |y 1280
= . MB1KR
4 | MLOM
4 ) w12
| xod
g W2KB

| o

| | Cancel

When the driver is located, click Next.

>

Select the driver to install

W Hide ditvers that sren't compatible with they

P
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Instructions Visual

T

e 5 -
Before returning to the install, be sure to reinsert P auae —_',f',_—:"'j
the Windows Server 2012 ISO. T guavwe =

OO T

Select the Virtual Media tab.

Uncheck the Mapped box for the Cisco UCS
driver CD.

Check the Mapped box for the Windows Server
ISO

Return to the KVM tab.

Select the iISCSI LUN.

Click Next.

Where do you want to install Windows?

T Name Totwsae|  Freespace Type
- Drive 0 Usallocated Space wsG 375Gs
) Drive ¥ Unadlocated Spece 500 G§ 30068
by Betress Otive aptions (adveoced

€4 Lows diewr

The amount of free space on the selected partiion is smaller than the 185605 MEB recommendation
We recommend making it st feast 145605 MB or telecting ancther pantition.

£ tjea
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Instructions

Visual

Complete the Windows installation.

Installing Windows

Your computer will restart several times. This migh

Enter the initial Administrator’s password.

Re-enter the Administrator's password.

_opying Windows files
v 3 |

Getting files ready for installation (23%)

installing reatures

Settings

o for the buili-in administrator :

Reenter pas puond
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Instructions

Visual

Login to the sener.

Administrator

Launch the Computer Management tool from
Sener Manager.

Server Manager >>Tools >> Computer
Management.

SERVEN MAMNAGER

WELCOME TO

Select Device Manager from the left-hand pane.

From the right-hand pane, locate the Cisco VIC
Ethernet Interface cards that are showing a
warning symbol.

The Cisco VIC Ethernet Interfaces without the
warning symbol are the two iSCSl interfaces.
The remaining ones will need to be uninstalled.

WARNING: Uninstalling one of the Cisco VIC
Ethernet Interfaces that is being used will blue
screen the box and require a complete reinstall.

Right-click the Cisco VIC Ethernet Interface.

Select Uninstall from the context menu.

4 g2y WIN-TLESVESTVDO
[+ @ Batteries
18 Computer
B Disk drives
B Display adapters
[ !':I;:J Human Interface Devices
2 Keyboards
I jﬂ Mice and other pointing devices %
B Monitors
4 ¥ MNetwork adapters
¥y Cisco VIC Ethernet Interface
it Cisco VIC Ethernet Interface
¥ Cisco VIC Fthernet Interface
Ky Cisco VIC Ethernet Interface
&Y Cisco VIC Ethernet Interface
u¥ Cisco VIC Ethernet Interface #2
L¥ Microsoft Kernel Debug Metwork Adapter
EY WAN Miniport (IP)
t- '3 Ports (COM & LPT)
I o=n Print queues
i [} Processors
I €5 Storage controllers

(M System devices
b § Universal Serial Bus controllers
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Instructions

Visual

If prompted, click OK on the Confirm Device
Unistall dialog.

Repeat for all Cisco VIC Ethernet Interfaces
which are having problems.

4 EF MNetwork adapters

Ly Cisco VIC Bt e
& Cisco VIC Et Update Driver Software...

&} Cisco VIC Et Disable

Ol CiscoVICEY  Uninstall |

L¥ Cisco VIC Bt
L¥ Microsoft K
L WAN Minip Froperties

L
Scan for hardware changes

"2 Ports (COM & LPT])

Confirm Device Uninstall

L-' Cisco VIC Bthemet Interface
-

Waming: You are about to uninstall this device from your system.

[ ] Delete the driver software for thiz device.

oK || Cancel

To reinstall the drivers correctly, complete the
following:

Select the computer name.

Right-click and choose Scan for hardware
changes from the context menu.

When finished, all Cisco VIC Ethernet Interfaces
should be functioning correctly.

4 = WIN-TLESY
b E Batterisl Scan for hardware changes & |
1M Comp Add legacy hardware
t o Disk drives

- B Display adapters
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Instructions

Visual

o | = WIN-TLESVESTVDO
[ @ Batteries
[ 1M Computer
i Disk drives
L. Display adapters
!:!;—,J Hurman Interface Devices
= Keyboards

o
=]

| Mice and other pointing devices
Monitors

Metwork adapters

Cisco VIC Ethernet Interface
Cisco VIC Ethernet Interface #2
Cisco VIC Ethernet Interface #3
Cisco VIC Ethernet Interface 24
Cisco VIC Ethernet Interface 5
Cisco VIC Ethernet Interface #6
Microsoft Kernel Debug Metwork Adapter
WAN Miniport (IP)

[ A A

L

[P B HES BE BES HE S RES RES

Note: To re-enable one of the paths, just assign
the eth7 vNIC back to the iISCSI-B VLAN
created earlier. ldeally, this step should be
completed prior to enabling the MultipathlO
software.

Install Multipathing software by executing the
following CaSe-SeNsltivE command-line:

Dism /online /Enable-Feature:Multipathio

s Rdninistrater>disn Zonline

Fnable-Faaturs (Maltigathle

and Management tool

Mainistrator
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Instructions

Visual

Enable Multipathing software from the MPIO
control panel.

From the command-line execute Mpiocpl.

Enable the Add support for iSCSI devices
checkbox.

Click Add.

MPIO Properties x|

MPIO Devices | Discover Multi-Paths | DSM Install | Configuration Snapshot |

SPC-3 compliant

Device Hardware Id

Add support for iSCSI devices
Add support for SAS devices

Others

Device Hardware Id

Add

More information on discovery of multipathed devices

| oK | | Cancel |

Click “Yes” on the Reboot Required dialog.

Repeat steps for the other Infrastructure sener.

Reboot Required .

3 A reboot is required to complete the operation. Reboot Mow?

6.10.2. VDI Hosts

Windows Hyper-V 2012 does not include the full GUI, the steps previously identified to force the Cisco

VIC Ethernet Interface drivers needs to be accomplished using PowerShell instead. Microsoft has a
Device Management PowerShell cmdlet which is able to perform the VIC Ethernet Interface update

properly.
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Instructions

Visual

Download the Device Management PowerShell
Cmdlets from:
http://gallery.technet.microsoft.com/scriptcent

er/Device-Management-7fad2388

When downloaded, they will need to be copied
to the Hyper-V 2012 senver. Since only the
iSCSlinterfaces are available, they can be
copied through the iISCSI-A network or the can
be burned to an ISO format and mounted
through the Virtual Media tab.

Copy the PowerShell Cmdlets to:

C:\Windows\System32\WindowsPowerShell\
v1.0\Modules\devmgmt

Import the PowerShell Cmdlets from the devmgt
folder with this command:

import-module .\DeviceManagement.psd1

= Admunistratoc Windows PowerShed| -l
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Instructions

Visual

Before loading the driver, you will need to insert
the Cisco B-Series 2.1(3a) device driver CD.

Select the Virtual Media tab.

Check the Mapped box for the Cisco UCS driver
CD.

Return to the KVM tab.

P _ons0le | Properties
Kyt | Wirtual Media |

Clienk Yigw

Mapped | Read Only | Drive

HERE=O

‘:I‘I‘I‘I‘I‘I
H

é A - Floppe
25 G: - CofDVD
&5 E: - COjovD

25 D: - CofoVD

@ Ci\Softwarelen_windows_server_2012_x64_dwd_91547...

=2\ Softwarelucs vers.2.1,1e.iso - 150 Image File

Execute the Install-DeviceDriver cmdlet with
this command:

Install-DeviceDriver —=InfFilePath
E:\Windows\Network\Cisco\MLOM\W2K12\x6
4\enic6x64.inf

Where E: is the drive letter for the mapped
Cisco UCS ISO.

Administrator Windows PowerShelt - o

cosMLOMME X e
OMMMZRL 2N whideniebxhid. in

MLOMSIZ N2 xh
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Instructions Visual

After the driver is installed correctly, all the
Cisco VIC Ethernet Interface adapters will be
visible from SCONFIG option 8.

6.10.3. Local Configuration Tasks After Install
When completed, the standard configuration tasks can now be completed on each server, such as
naming the server, joining the domain, etc. For this validation, the following configuration tasks were
completed after the OS installation was finished:

1.

o 0 N o U B~ W N

N
= O

6.11.

Name the interfaces to matchthe Cisco UCS Virtual Ethernet Interfaces

a. NOTE: The order that the vNICs are loaded by Windows is non-deterministic. The
best way to identify the interfaces is to matchthem based on the MAC addresses
assigned in Cisco Unified Computing System.

Configure static IP address for management and infrastructure networks
Configure DNSservers

Name the server

Join the domain

Disable the Firewall

Enable Remote Desktop

Enable Remote Management

Install EMC PowerPath software

. Windows Update

. Share the local SSD drive out for XenDesktop write-cache drives, granting everyone access

to the drive.

Installing and Configuring SQL Server 2012 SP1

This section provides the instructions for installing and configuring Microsoft SQL Server 2012 SP1 for
the System Center Virtual Machine Manager database.
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6.11.1. Pass-Through Storage Configuration
Hyper-V allows virtual machines to access storage mapped directlyto the Hyper-V server without
requiring the volume to be configured. When storage is mapped to the Hyper-V server, it will appear as
a raw volume in an offline stateis disk manager on the Hyper-V server. Bring the disk online, initialize
the disk, and then place the disk in an offline state. Toensure that the Virtual Machine will have
exclusive access to the storage, the disk should be left in an offline state. At this point, add the disk as
pass-through storage to the SQL VMs using Windows Hyper-V Manager.

Prior to configuring the storage as pass-through LUNs to SQL VMs SQL 1 and SQL2, you will need to:

1. Make sure that the LUNs to be used for DB and Log files have been presented to the Hyper-
V servers (INFRA-1 and INFRA-2).

Instructions Visual

Perform the following steps on both INFRA-1 and
INFRA-2.

Open the Computer Management Tool. Gty u

Select Disk Management in the left pane . e —

!
i (§1 1
] SEA

hee Ko ned

:
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Instructions Visual
< 1]
Right-click the disk and select Online. B“*’_D'S"Z
asic
50.00GB | lennnco
Offline i Online
. Properties o -
Help |
Basic T ‘
50.00 GB 50,00 GB
Offline "
| o
L3'Disk =
When Online, the disk will show as being Not ¥ 13
Unknown

Initialized.

Right-click the disk and select Initialize Disk.

~+'Disk 13 B e
Joknown
188 GB 3 483G8B
“““‘?*"’
—:C0  Offine
WO (E
Pr tes
Yo Meg s
Help L

|
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Instructions

Visual

Select either the MBR partition or GPT partition
radio button type depending on the size of your
wolume. Volumes over 2TB need to be GPT.
When finished, click OK.

You must initialize a disk before Logical Disk Manager can access it.
Select disks:

ViDisk 13

Use the following parition style for the selacted disks:

(¥ MBR (Master Boot Record)
' GPT {GUID Parttion Table)

Note: The GPT pantition style is not recognized by all previous versions of
Windows. & is recommended for disks larger than 2T8B, or disks used on

Eanium-based computers.
| OK I Cancel

When a disk is initialized, it can once again be
placed in an Offline state. If the disk is not in an
Offline state, it will not be available for selection
when configuring the Guest's storage.

Right-click on the disk and select Offline.

Add the pass-through disk to the virtual machines
SQL1 and SQL2.

Perform the following steps on both INFRA-1 and
INFRA-2:
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Instructions

Visual

Open Windows Hyper-V Manager. Right click

Click SCSI Controller in theletft.
Click Hard Drive.

Click Add.

onthe SQL1 or SQL2 VM and choose Settings.

F v4r G

. | = scaconnsier

Yoo cun s heed drwves 5 your SCSI controller or semove e SCST controller Som the
s pachine.

Ok #cid 10 23d 3 rew Pard dove T ST conteoller

i

Torenove e SCSI corvroler Fom s waal sacwe, dok Remove. A wissl hard
disis attached to s

Select Physical Hard Disk.

In the drop down list, choose the disk to be used
for the SQLDB (50GB).

Click Apply.

war “« 400
8 _Seduere =
L A et
& sos You E0 hangn how e il N Sk w ST 40 B Wt machee, 1T an
[ o 9ty Wyt & rviaien! o) e e, hargeeg Tre aTiad st saght revest By
. vl machre bow sty
e Comtadm [
¥ [ Proceee | CH Cooe sl v |10 e -l
Pyyr— [reng
5 5N Grosw ou a0 o cornet e @l hard 0K Uy s P meeote Ne
o hed Dree Soutty the A8 el = e e
- o -
Lo tad e
3 e e
= I ¥ Coroule |
4 DO Owe .

® Foyncn e e
= W 3OS Cotle

= T L I e
Dt 273000 BB 0lan 2 Terget 3
Muypsical droms Duk 2 05 Dk 3 2.5 G Ba OLum § Target 3 it hed, me sov Bat B
* § Peteen Adete ONrICH CONOUNE 1D N ege
At DOt 5 1500 08 S 06 3 Targed 2
oo Det 8200 B 0lur STapet 7
) Y0 rem Dk T2060.00 G0 0s Blen TTapget 2 OreOn T Ot Wt does fuf
driess tw ameceter Se
oo " ;
. B3l
bed i e
L
1] hame

» Srugetet Mie Lsiatan
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Instructions

Visual

Click SCSI Controller in the left pane.
Click Hard Drive.

Click Add.

tEre

5081 v 40 G
B raduare =00 -~ scacesse
% adraseare
& =0

Yoo cun s heed drwves 5 your SCSI controller or semove e SCST controller Som the
s pachine.
Ok #cid 0.23d 3 rew bard deve © e ST controfler.

l Add |
To rencve e SCSi conmoler Som s waa sacwe, dok Remove. Al wissl hard
dsis attaced o s

Select Physical Hard Disk.

In the drop down list, choose the disk to be used
for the SQLLOGs (10GB).

Click Apply.

£ )

«
-.h—-
>

~ I % Cowmole 3
G Hd Drve
3 1NN TS

o Yerd Drve

= I 22 Costeler 1

» I SCSI Camtrober

a erd Dviee
Phyuscal desvr Tink 7 7%

4 Mavd Devew

44 OVO O »

4 r G
A_Merdware - w o
‘U Adthwdeme
~ oo Tou 03N Qe Now B 1S Yt dist 3 artached @ P wkar sechne, I
ot & ety rvrten & rutded o P Sub, CwrOry e Matand mght pevert e
= y oo mawe e e ng.
Mervory

Cormrole
{508 Corroller

v
Mets

Yol can naepect w covteert u o et b dok by scdtng e assaciiond fie.
Sowaly te Gl et o e Se
= W hard Sk

& g hard deh

ek 3700 RAOLNETeget?  v)
Owt: 3 T950.00 G0 Bux 3 L O Tt J
Dok 3 20008 Bs £ Law 1 Targar 2

S rotisted, sake Sre e Pe
Doeh 4 5050 G5 S § Lo 3 Tae » phyecal = aeage
Mhryvacel deswe Uimk 2 7% .
g Dok & 2,08 G Bex 3 Lo 4 Tt 3
eth A oreraacs Taremivb } T 00GER0Lan S Tint ] wmechs e ek bt o rot
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Instructions Visual

Verify that the pass-through disk has been
successfully added to the virtual machines SQL1

and SQL2.
Perform the following steps on both SQL-1 and
SQL-2:.
& Computer Management
File Action View Help
o nE BE DS
Open the Com pUter Management tOOI " &7 Computer Management (Local ili’!‘.‘ﬂ‘ | tayout | Type Fﬂtiyﬂem[ Status J Copacity | F
4 [f} System Tools Simple Basic NTFS Healthy (Boet, Crash Dump, Primary Partition) 19.66GB =
. . . p (5 Task Scheduler Simple Basic F feal {Primary Partition)
Click Disk Management in the left pane. + @ Btor Smple Buic NIFS  Hasky Boge i Pimay Puition
b 2, Shared Folders Simple Basic NTFS Healthy (Primary Partition)
b ¥ Local Users and Groups| | Simple Basic NTFS Heaithy (Primary Partition)
. b () Performance = System Reserved Simple Basic F jealthy (System, Active, Primary Partition)
Verify that the DB and LOG wolumes are shown. o ioni Sasask il s
A . ) 3 ::: ;-c":.?:acw-, Server Backup |
Right click on the DB wlume and select Online _ o Ok ragme
b 0y Services and Applications
Right click on the LOG wlume and select Online
Create a new volume and call it SQLDB e ——
5;‘?:; GB ??31922 NTFS
. Online ea! (Primary Partition)
Create anew volume and call it SQLLogs ey
' CaDisk 3 =
Basic SQllogs
9.97GB 9.97 GB NTFS 8
Online Healthy (Primary Partition)
6.11.2. SQL Server 2012 - Installation Pre-requisites

Prior to installing SQL Server 2012 SP1, you will need to do the following on SQL1 and SQL2:

1. Make sure that .NET 3.5SP1 has been installed on the guest operating system on both SQL1 and
SQL2 (it is no longer installed by SQL server setup). For more information please see Microsoft
.NET Framework 3.5 Deployment Considerations.

6.11.3. SQL Server 2012 Installation
The table below provides the installation steps for SQL Server 2012.
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Instructions Visual

Perform the following steps on both SQL1 and
SQL2.

Launch the installation setup by double clicking on
“setup.exe”.

Planning i h Hardware pnd Soltware Reguarernents

In the left side of the screen click Installation. Insatistion R e
Maintenance % Secutity Decumentation

Yool View the security documentation
Resources i ' Online Release Notes
Advenced View the latest information aboust the release »
Options & Heow to Get S5OL Server Data Teoks
L4 501 Server Data Tocls provides sn integrated environment for databare developers to
carry out all theie database design work for any SCA Server platform,
‘1- Systems Configuration Checker
T8 Launch 2 tool to check for conditicns that prevent & 11 SQU Server
A lestall Upgrade Advisor
wd  Upgrade Advivor snalyzes any SCL Server 2008 R2, SQL Server 2008 or SQL Server 2005
compements that are instalied and identifies Hsuses 1o T exther Befoee oo after you
upgrade to SQL Server 2012
: Oriine installstion Help
b Launch the onlne instaBation decumentatcn
2 h How to Get Started with SCL Server 2012 Fadover Clustenng
Raad instructions on how 1o get ttarted with SCL Server 2012 falover clustering.
n h How 1o Get Started with 2 PowerPiot foe SharePoint Standaicoe Serves inatallstion
| Raad instructions on how 10 matall PowerPrvot foe ShateSoint in the fewest possble
~ 5 steps on & new SharePeint 2010 server.
SQL Server 2012 s 5
3 =To )|

Planning S New SQL Server stand-alone installation ce add features to an exiting installaton
. . “ Installation B Launch a wizard to install SCL Server 2012 i a non-clustered environment o« to »dd
In the pane on the right click on “New SQL Server 2 festures to n existing SGL Servee 2012 instance

B New SQL Server failover chuster installstion

stand—aloneinstallation or add featuresto an teoks Lausch o wiaard 1o lnstall » icghe-noi SCIL Sorve 2012 fidoves ukber
eXiSting in Sta"ation". et ; {r Add node to a SCL Serves {adicver chuster

Launch a wazard to add a node to an existing SCL Server 2012 failover chuster,

'_—}_-* Upgrade from SQL Server 2005, SQL Server 2008 or SOL Server 2008 2
Launch o rd 80 upgeade SQL Server 2005, SQL Seever 2008 or SQL Server 2008 R2 to
SQL Server 2012
2y, Mot
SQL Server 012
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Instructions Visual

Setup Support Rules

Review the installation advisor report. Serup Suppon ke isnsty oblers that might O<Cur when you el SO Sever Setup suppont Fies. Fales st be
comested bafore Setup can continue.
) Setup Support Rudes. Operasion completed Pasted: & Faded 0. Waming 0. Siopped 0.
Click OK.
Product Key
Provide avalid Product Key. Spacty the edion of 0L Server 201210 el
Prodoct Key vxm:m-dnwmuwmmzsmmwmm:% A
H € aul or You can afee soch
Click Next. Nachngs Ten nhmamz.m::rmmd‘s;mw::ﬂmuﬁuhn
Product Updates Server Socks Online, and 5 activated with & 180-day expeation. To Lpgrade from oae edtion 1o
Tnstall Setup Files amather, fun the Eitcn Upgrade Wizard.

O Specify a free edticns
e ———
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Instructions

Visual

Markthe checkbox “l acceptthelicense terms”

= SQL Server 2012 Setup |=[a] x|

License Terms
To snytall SOL Server 2072 you must accept the Microtoht Software License Terrs.

Prodoct Key A
. % MICROSOFY SOFTWARE LICENSE TERMS
Click Next. Usense Torms
Preduct Updates MICROSOFT SQU SERVER 2012 ENTERPRISE SERVER/CAL EDITION
R These license terms are an agreement between Microsoft Corporation (or based oo where you
e, one of ts affotes) and you. Ploase read them, They apply to the software named above,
twhich includes the media ca which you receved i, f any, The terms also apply to a0y Microsoft
o updates,
e supplements,
o Internet-based services, and
e QI canares
<2
Copy Prm
(W) accept the Scense terms.
— Send feature Utage cata to Microsoft. Feature Utage data includes mformation about your hardware
'~ configuration snd how you use SQL Server and its components.
[ emak |[ Near ][ one |
= SQL Server 2012 Setwp [=Ta] x ]
Product Updates

Click Next.

Abways mstall the latest updates 10 enhance your SOL Server secunty and pedaemance

Product
Koy 7 Inchucie SQL Server product vpdates
License Terms - .
Product Updates | Neme Size (ME) More Informaticn
Fles | SQL Server 2002 571 GOR Produc.., 145 B 2793634
| SOL Serves 2002 591 GOR Setup . 26 KB I

2 opdates (171 MEB} found cnline.
The Setup updates (26 MB) will be instalied when you clhick Next.

/ stalerent onlee

C <k || e || caned
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Instructions Visual
- -1
Note: To complete this step successfully, the T e s KL S S § ot ol o ke s
server need to be connect to the internet. ProductKey —
sematihs Downloading the Setup files: 4 M of 26 MB downlceded (14 %)
Product Updates s
Install Setup Fles [ Tauk _ Seatus
| Scan for product updates Completed
Downlosd Setup files [inProgress
Extract Setup files Not started
Install Setup Fes ot started
Back Inatall E
= -1
Click Next. Senup Suppor Ruies iy problems that might occur whan you instal S04 Server Setup upport Fes. Falures must be
- comected before Setup can continue.
Setup Suppeet Rubes Operation completed. Paiseck 6. Faled 0. Waming 1. Skipped 0.
ok e
Feature Selection
Amtailation Rules Made details << E
Dk Space Requirements View detailed evpcet
Ervoe Reporting T
Installation Cenfiguration Rules [ _Fule L Status,
Feady to Install & Fusion Active Template Libeary (ATL) [aed ’
\nstallation Progress @ Previous reiesses of SU Server 2002 Business Inteligence Devel... Pasied
Complete D | No 55 install with SQL Server “Denal” CTPO | B |
D Conmstency valdation for SO Server registry keys | Baued
& Computer domain controlier | Passed
@ Microsoft NET Apphication Security | Paized
Ay Windows Frewall Warning
<o [ wets [ cod |[ hep |
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Instructions

Visual

= 5QL Setver 2012 Setup [BIE]
Setup Role
C||Ck Ne Xt. Oick the SCL Server Festure Instalation option 1o indivicually select which feature components to install, or chick a
fratuse role 1o install & specific configunation.
Setup Suppert Rules ®) SQL Server Feature installaton
Setup Role Vel SQL Server Databate Engine Services. Analyus Sevices. Reporting Services. Integration Semvices
Feature Selection and other features.
instadation Rules SQL Server PowerPivot for Sharefoint
Desk Space Requrements imstall PowerPivot for SharePoint on a new of existing SharePoint server 1o support PowerPivot data
Error Reporting 8ccess in the farms Optionally, add the SQL Server relaticral database engine to ute as the new farm's
database server
Instalation Configuration Rules
Ready to install
installation Progress Al Features With Defacies
Complete Install all features using defacit values for the service accounts.
[ <k [ Netr || comce welp
Feature Selection
Markthe relevant SQL roles. R S T Tomred e Yoetl
Setup Support Rules Featuren Featute descripbicn:
For our SCVMM install we installed the following: toup e imance Fesooes < incistes compsoents for commmcation
Feature Selection ¥/, Database Engme Sensces between chents and servers.
Instalation Pudes ¥ S8 Server Replication
W Full-Test and Sermantic Extractions for Searc
. . . Instance Conhguration 5
v dusley Ses
-Database Engine Services (with all subs) Dk Space oot D o S .
H 1 1 Server Configuration ¥ Reporting Services - Native
Reporting Services —Native Rt | || Peness =
. o P Serices Contiguation Reponting Serces - SharePort
-Data Quality Client s s Reperting Semices Add-infor ShaiePaint Prodk || Aveady it :
Ecrer Reporting  Dats Quality Chent Microsoft NET Framework 40
-SQL Server DataTools instadetion Confiquraton Paes ¥ SO Serve Data Tock Windows PowerShel 20 2
Ready to install v m To be installed from medss:
-Ch ithili Instatation Progress Integuation Sensces Microsoft Visual Studio 2010 Shelt
Client Tools Backwards Compatibility b Clitcetite .. o e e MO ol
e i : = e
-Management Tools - Complete
Select All | | Unsefect A2
Shared festure directory CAProgesen Fles\Microsoft SOL Server: 2
H Sared feature Grectoey xB6) |C '<9|o?lm Fhes CBEIMecroseft SQL Served
Click Next.
« Back T Nt Concat. | Help

134



http://blogs.microsoft.co.il/blogs/yuval14/image_3262335F.png
http://blogs.microsoft.co.il/blogs/yuval14/image_7BD0741B.png

Instructions

Visual

Click Next.

Click Next.

Instance Configuration

[steac [[Meex ][ awca ][

- Speciy the name and imance D for the matance of KL Server. inatance D becomes paet of the mtalation path,

Setup Support Rules

Setup Fole

Feature Sefection

Imtsilation Futes

Instance Confaguration

Dak Space Regurementy
Server Configurstcn
Datatase Engeve Conliguretion
Repectng Senices Configueation
Ervor Reporting

Initallation Configuration Pules
Ready 10 Instal

Installation Progress

Ceenplete

® Defauht imtance

Named instance: WSSOLUERVIE

instance D | MSSQLSERVER

Instance root Srectony | CAProgram Fles\Microseft SOL Server',

SQU Server direciony: CAProgram Files'Microsolt SCL Server\MSSCL 1 1 MSSQUSERVER
Reporting Services Grectany; - CAProgram Files\Microsoft SCA Server\MSRS) 1 MSSQLSERVER

lestalled instances:

[NunuN-oe \ratance ID
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Instructions Visual

Disk Space Requirements

Click Next. Feview the sk space summary for e SOL Serve features ye selectes.

Setup Support Rules Dusk Usage Surmmany:

Setup Role =\ Dive C: 6350 MB sequired, 3157 ME svailable

Festure Sedection Syitem Dewe (LA 3365 MB required

Instalation Pules Shated bnatall Directory (C:\Program Filesr\Microsoft SOL Server\k 1167 M8 tequited
Iratance Desctory (C\Pregram Fllet\ Micreseft SOL Senved): 1508 NS requred

Instance Cenfiguratien

Disk Space Requirements
Server Confuparation

Dstabase Engine Conliguratsn

Reporting Senvices Configuration
Grroe Repactng

Installation Configuration Rules
Feady to inall

Instalation Progress

Complete

Set “SQLSRV” as a service account for the SQL Spocky e e sezovet vad coluon conkpunton

engine. S Sase s e o]
Setup Role
Foabone $ Microschl recommends that you use § separste sccount for cach SQU Seorver senvice.

Click Next. m«-:::m m«w :(:nxsmvk!ﬂm "w' v
Dtk Space Requirements | SO Serves Databiase Engne - Automatc |V
Server Configuration [S Server Reporting Servces | NT SericeReportserver | | I
Dutabuse Engee Configuntion || 504 Pttt Foer Dpamee Lounc.. |NT Sonace MSSOUAD | Mot |
Raporting Services Coniguestion | St Server Browser |NY AUTHORTYMLOCAL . | [ouaties v}
[Erroe Reperting
Inctallation Confeparsion Rules
Ready to nstalt
Complete

[ema [ e T [Com [ we |
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Instructions

Visual

Add the local Administrators group & the domain
Administrator to the SQL Administrator group and
“SQLSRV” service account.

Click Next.

ecunty mode - 0 data daeciones.

Server Condiguestion | Dita Dincheries | FLESTREAM |
Specity the authentication mode snd Mamenstraton for the Database Engne.
Authenscson Mode

B Wedows suthentc stion mode
[SCX Server 08 Windows shenscaton)

Specify the passwand for the SOL Server system adenistator (sa) sccount.

Click Next.

Regorting Services Natve Mode

(@ lstad and configqure.
Inszals and configuses the report server in mative mode. The repart server s operational after
setup completes.

O lonall cely.
imtads the repont server files. After mstallation, use Reporting Services Configuration Masager
20 configare the repon server S native mode.

FReparing Services SharePoint Integrated Mode

Ivemal the repoet senver files. Alter inmaithtion use SharsPoied Central Admirnintion 1o
compiete the cosfguration. Verdy the SOL Server Repactag Services service & waned and
Crente ot least oo SQL Server Reportng Services service appiication. For mone infloomation,
cick Help
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Instructions Visual

- SQL Server 2012 Setup ik L
Click Next. ¥ i o

Setup Suppent Rules Speciy the information that you weuld e 30 HIomat<ady send 1o Mxrosoft to improve future releases

Setup Fate of SCL Server. These settings are optional. Microsoft trests this information a5 confidential. Micrasoft
ray provide updatet Secugh Microsolt Uzdase 10 madify featere usage dazs. These upclater mght be

Festuee Selecton Sonrioaded 3ad imINIES 00 FOU mATRAE SACmAC Yy, Beperdag o your Automate Lipdate

Installation Rules setungL

Instance Confaguration

Oui Space Requeements 20

Server Configuration
Ostadase Engine Configuntion fieed mocre st Megroanlt Ugdate aod caseane Lodate,
Repering Servces Corfiguntien

Error Reporting 1 Send Windows and SQL Server nor Reponts to Microscdt or your corporate report server, This setting
Instalistion Cenfigustion Rules | SOl APies 10 services that rus mithout ser itaricson.

Feady to Install

Installation Progress

Complete

Click Next. Seaup s runming rides ine o 4 be bocked. 72 mony infoematioe, cick Help
Setup Suppont Pudes Operation completed. Posiad 6. Faded0. Wamng0. Sipped0
ey e |
Feature Selection
Inatafiston Rules - ot >3

ol aohgunan Virn detaled eocs
Dk Space Bequirements

Server Configuiation

Databaze Engee Conbgunton
Reporting Seraces Configuration

Emor Regarting

Instakation Configuration Rudes

Fesdy to bnstall

Intalistion Progress

Cemplete
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6.11.4. AlwaysOn Application Group
This section provides the instructions for configuring an Always On Availability Group for System

Center Virtual Machine Manager database.

6.11.4.1. Installation Pre-requisites
Prior to creating the Always On Availability Group, you will need to do the following:

1. Make sure thatthe Recovery Model for the VirtualManagerDBdatabase is set to Full
2. Perform a full backup of the VirtualManagerDB database
3. Createa shared network location accessible by both servers (SQL1 and SQL2)
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Instructions

Visual

Perform the following steps on SQL1 only.

Openthe SQL Server Management Studio (with
elevated privileges).

Expand the databases in the left pane.

Caben T g
Right-click the database called VirtualManagerDB and ‘::1
select Properties. S T
In the Database Properties window, select Options from D Sowosints B
the left pane.
Set the Recovery Model to FULL.
Click OK.
= (3
# [
Right-click the database called VirtualManagerDB and # (2
select Tasks and then Back Up... #
¥ [ 3
[ | Sec::
3 Servel
[ Replic
|3 Alway

New Database...
New Query
Script Database as

Tasks

Policies

Facets

Detach...

Start PowerShell

Take Offline

Bring Online

Reports

Shrink

Rename

Back Up...

Restore
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Instructions Visual
i Back Up Database - VirtualManagerDB [ = o
¢ ren St - B
Set the Backup Type to FUL.L of Opore e
Database etusonoge08 “]
Select the desired destination of the backup. Fiimey sl |
Sackup type: Ful v|
. 3 Copyonly Backup
CIle OK Backup component
®) Database
O Files and Hegroups
Backup set
Name :_'-'R«‘)MmangEI Full Database Backup
Descrption: [
Backup set will expie
G . ® After S days
Server O On 1 B
sl Destination
Caornection Back upto ® Dik
MyAhs [FSCVMMMSSOLBACKUPSackie [N
B Vew cornection ppatie [ A
Remove
Progress J
Ready *C;Ms ]
ok || Coca |
Microsaft S0 Server Mansgement S5odio | ]
T bateg of detadbeee W uaPenQe (D compirted acrmrtdy
Click OK. o

Create a share that is accessible by both SQL1 and
SQL2 that will be used in a later step when the Always

On Availability Group is created.

On INFRA-1 or INFRA-2, open File Explorer.

Navigate to c:\clusterstorage\infracsv.

Create a new folder called AlwaysOn.

This folder will be available through a cluster shared

wolume.

The full path will be \\clusterfs\infracs\AlwaysOn .
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6.11.4.2. Creating the AlwaysOn Availability Group

Before creating the Always On Availability Group the following prerequisite steps should be
completed as per the instructions in the previous section.

1. Make sure that the Recovery Model for the VirtualManagerDB database isset to Full
2. Perform a full backup of the VirtualManagerDB database
3. Createa shared network location accessible by both servers (SQL1 and SQL2)

Instructions Visual

Perform the following steps on SQL1.

Openthe SQL Server Management Studio (with
elevated privileges).

Expand AlwaysOn High Availability in the left.

Right-click Availability Groups and select New =l st Pl SripWhearc~

. L . = New Availability Group...
Availability Group Wizard... Ao
Show Dashboard
/i Start PowerShell
4
+ [ Management Reports
# [ Integration Se Refresh

# 5% SQL Server Agent
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Instructions

Visual

Click Next.

Ipecdy Namw
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+ Ravew pour yedection
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_ De set shaw e page spam,

ete | Gl

Specify the name you want to use for the Availability
Group.

In this example, we used SCVYMM.

Click Next.

eit, Ropaom

Sebe Dots Symvi Mbermion
sehzaras
St

frust:

S—

LS R
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Instructions

Visual

Select the databases that you want to be managed by

the availability group. @ty
Sedect eser databases for the avaiabiity groap.
In this example we used VirtualManagerDB. e
e G vemsadunam="8 STIME  Meeh pesgace
Click Next.
Safrecn
<Prevoss | [ Mo Cascel
New Availabilty Group [=To IS
. . . L;"H Specify Replicas
By default, the primary replica will be located on the 3
SQL server where the database was originally created. frtreductien —
Specify Name Specify an instance of SQL Server to host a secondary replica.
Gistiyned Replicas Endpoints : Backup Preferences | Listener
Availability Replicas:
| seiect Dota Synicheonization == Automatic Synchronous
) Server Instance Rote Failover (Upto  Commit (Upto  Readable Secor
Validation 2) 3)
Recults

< LU
[ Asd Repica.. |
Summary for the replica hosted by SQL1

possible dats loss)

Readable secondary: No
in the secondary e, this avalabiity rephca wil not alow any cannections.

< Previous

Replica mode: Asynchronous commt
Thes rephica wil use asynchronous-commt avaiiablity mode and support only forced fafover fwith

| Goncel_|
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Instructions

Visual

Click Add Replica.

Enter the name of the server instance where you would
like the secondary replica to be created.

In this example we used SQL2.

Enable Automatic Failover and Synchronous Commit
for both the primary and secondary replicas.

Click Next.

New Avallabllity Group

Specify Replicas

Introduction W Help

Specity Name

Specily an instance of SQL Server 1o host o secondary seplica,

Select Databases
Replicas | Endpoints | Backup Prefurences | Listener

Specity Neplica

Availability Replicas

Automatic Synchronous

Sefect Data Synchronization

I .

Server Instance o Failover {Upto  Commit (Upto  Readeble Secol

Validation i b} 9

LG QL1 Prievary v v No
} sz woiry I v o
uM
"

Add Replica... | | Remove Replica |
Summany lor the replica hosted by 5012

Rophoa mode  Syichsunm conmt wih maomalic Labover
Thee replhica wil Use syncivonous commt avalebity mode ad sunpod both automatic falover wnd
manus fafover

Toadabile seconday
In e secondary fole. thie avalatiity rephou wil tiol slow arty connections

«Provious | | Nests || Cancel

Set your data synchronization preference to FULL

Specify a network share accessible by all replicas. In
this example we’ll use the share that was created in the
prerequisites section preceding this section.

\\clusterfs\infracsv.alwaysonshare

Click Next.

Naw Avatabidty Giow T=1o o |

Select Initial Data Synchronization

o Hey

SelexT poaw deta pyrc SeomdiAum (weter e e

Lot 1 Dbt atunney P

h

IR0 4000 by vrntrastin by atopmmmeny Ll duabione ool bog bam bugn for oS seim ted
Arabore Thest detabases st resteind o eat b st srdery el peermd 1 e o eiiebeiy
e

Pt 1 i ered S Al lo sheor e crsadee iy ol regeec s

P Y R S ————
b maby

Uarts duls synchrorrzaten whire (Ou Seve stesdy sedrred Satatare svd oy beckigs ta
wach wcondery werver The istectnd detetoses sre jemad 4o the suelebrdty group on each
soinralar,

Ty bl dete oy AL aton
Choooe thes nptor # you ment to pavtorm §
pravar, duatare

Tt e datebane i iog backups of sach

. Preveres Nt » Lanel
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Instructions

Visual

Setup will perform a validation check prior to creating
the availability group.

Validation

T e P

L
Sp 2y Narre Pewite of PR p— bk
| the list figuration will not S
N some cases, the listener configuration will not pass il B Oriciing wtvaiel 1ha SV & SONPAS e s Coraummis st | Szces
the validation check. This is fine as we will create a New | | s s st ) Ooacking thaved tutest Iocsion e
. oy . . . o Ovy, b7 et Sk IDE0E 0N T JETvRs METAOCE TN Pils SO Sacau
availability group listener in a later step. SR |5 oo o iaucout dsmmos sveaty st e e e it - i
Surremary O Ovemiong lor compatibdity ol the Sutatuse Tie locacm on the wrver wts . Jucita)
. R & heching 1 The suitorsi e f the dutatioce fhes am Tie Berver inatance that MEitsi
C“Ck Next L Orveieg the ltunat corfgunen Neznng
& Oveting iephen oo wiabbty imee =
Mo un Vatsteon
« Prwwous Yoot - Carenl
New Avalability Group [=T= |
L |
. . . . Summary
Verify that the choices you made in previous steps are .
COI‘I’eCt Introduction @ Help
Specify Name Verify the choices made in this wizard.
Select Databases
. .. Click Finish to perfarm the following actions:
Click Finish. e i
RO-EY Newe [ = Avaitability Group: SCYMM Y
Select Dats Synchronization Primary rephica: SQLUI
Automated backup preference: Secondary
Validation [
= Datobases
Initial dats synchronizstion: Full
Results Backup location: \\clusterfs\infracsvialwaysontemp
= Replicas
< Server instance name: SQL1 =
Role: Brimary
Replica mode: Synchronous commit with automatic failover
Readable secondary: No
= Endpoint: Hadr_endpoint
URL: TCP//SQLY . hv.pod.locat: 5022
Encrypted: Yes
Service sccount: NT Senvice\ MSSQLSERVER
Automated backup priosity: 50
& Sérver instance neme: SQL2
Rote: Secondary
Replica mode: Synchronous commit with automatic failover
Readable secondary: No 3
L Bt mjonds Mo de s boimind. s
Scipt v
[<Previous | [ Finish ] [ Cancel
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Instructions

Visual

In this step we configure the Availability Group

= SCVMM (Primary)
+ [ Availability Replicas
+ [ Availability Databases

) ¥ —_‘ e -~ )
Listener. Managem Add Listener...
. . Integratiol
Expand Availability Groups. S Sl e
Reports >
Expand SCVYMM. et
Right click on Availability Group Listener and select Add
Listener...
J Sew Avsilataily Croup Listenes [-To |
Enter VMMDB as the Listener DNS Name g e
Enter 1433 as the Port :
Enter DHCP as Network Mode
Enter 10.61.0.0/24 as the Subnet
Click OK.
impeme
6.11.5. Log File Management

The log files for XenDesktop and System Center Virtual Machine Manager are prone to large
amounts of activity. Since a Full recovery model is necessary for AlwaysOn groups, the following

actions are recommended:

1. Verify that the Log file drives have sufficient space to hold the log files. For this

environment, 50GB is the minimum recommended size.
2. Configure the maximum size of the log file for each database in SQL Management Studio so
thatthe SQL LUN is not unexpectedly overrun. The PVS log file maximum is recommended

to be 10GB, with 20GB used for the maximum size of VMM and XD.

147



3. Configure SQL Agent to automatically backup and truncate the log files for the XenDesktop,
Provisioning Services, and Virtual Machine Manager databaseson a frequent basis, or set
the backup job to occur when the log file size reaches 90% of capacity.

6.12. Installing and Configuring System Center 2012 Virtual Machine Manager
This section provides the instructions for installing and configuring System Center 2012 Virtual
Machine Manager. Before starting the installation the following steps should be completed.

1. InstallSQL server

2. CreateaSQL instance called MSSQLSERVER
3. CreateaSQL database called VirtualManagerDB

Instructions Visual

Perform the following steps on VMML1.

Browse to the VMM 2012 SP1 installation files and
run setup.exe.

s Micraiift Systeen Contir 2012 Virusl Machew Marsges Setip Wizand

g cartest

Select both the VMM Management Sener and VMM -—
Console.

welect features to insta

Click Next.

“ VMM management servet
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Instructions

Visual

Enter the product registration information.

Click Next.

Getting started Report a problem

Product registration information
Name: Test

Organization: Test

Productkey: |

© 1 you don't provide a product key during setup, VMM will be instalied as an evaluation edition. You can
provide a product key after setup is complete by using the VMM console.

[ revious || Re> HClmd

Read the license agreement and if you agree with the
terms of the agreement select the appropriate check
box.

Click Next.

Please read this license agresment

MICROSOFT EVALUATION SOF TWARE LICENSE TERMS
MICROSOFT SYSTEM CENTIR 2012 STANDARD SERVICE PACK 1
Tharse Siarue twrrre are 2= sgreemersd Sebvwwen Mcresoft Corpurstenm (ar hesed on whers you b, sne of s

and yore. Plemse road them. They apply 2 The eahiatian softwire named thowe, whsch nidudes e
imeden on wheeh you recewed £, £ any. The terma slas spply to any Micaseft

o aplates,
. -m‘*‘
o Internet-toned servoes, end

1o SuppOMt wervices

b . erctuitood andd sgres wTi e ez of the iamue agisement

AUV Py Untemend

“vn_g:i:w

!
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Instructions

Visual

Select whether you would like to join the Customer
Experience Improvement Program.

Click Next.

RBecort o

Customer Experience Improvement Program (CEIP)

# you choose to particpes
Moo wit
Collect inforonation about how you use dur softeare and senvices 0 identily asds 3nd (Iage palterrs.
Mecroso® wilf not
Cofiers your narme or sddeess.
Ak you to take surveys 207 will you Be contached by 2 sales represertatve.
Proept you with additioral messages that might mieImpt your work.
_| Yex 1am wiling to parscpate = the Cusiomer Bxpererce inprovenent Progam
' N Tam not wiling to parscpste

You can $50p pertcipatng at sy fime by changing & sefting & Customer Sxperiesce improvernert Progras SefSege, found =
Settings worispace of the VMM console.

More 3200t the Cuttomes Expenerep ivorosement Frogan

Ty e == Cuesores £ — P

VM Privacy Stacemment

Select the installation location. The default is fine for
most installations.

Click Next.

Geturg startns Fort gt
| P T S p—
Installation location
The recsmerended ocete b progren fhes < dogleped
mntn CUSEgram Ny Arizasht Syviem Conter 20121V rmial Macsee Mumager e
how g AM LR
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Instructions

Visual

Click Next.

(*] Microsoft System Center 2012 Virtual Machine Manager Setup Wizard

Ererequisites

Please review these prerequisite warnings

Setup can continue but this computer does not meet recommended system requirements, which can affect system

performance,
Problem Prerequisite Affected Feature
B Pending Restart There is a pending restart on this computer. Management Serves

e Restart the computer, and then run Setup agair

Review full system requirements

Check prerequisites again

| Previous || Nest> || Concel
P Microsoit System Center 2012 Virtual Machne Manager Setup Wizard = |
Enter the name of the SQL server that contains the —_—
SQL instance that you configured in a previous step. o
In thls eX&mp'e the sener name Is SQLl- Frowde réometon shout the datadane Tt you wockd Bke 15 use Jor your YWIM maragement saver
Enter the port used to connect to the SQL instance. O )
o Use the foliomrg credecta’s
Enter the credentials used to connect to the SQL tser e sed domsire =V\adminatore
instance. . A ey
Enter the name of the SQL instance. In this example B :
we used MSSQLSERVER. T .
Enter the name of the SQL database that was -
created in a previous step. In this example we used e

VirtualManagerDB.

Click Next.
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Instructions

Visual

Select the account to be used by the VMM seniice.
In this example we used svc_ SCVMM.

Select whether to store encryption keys in Active
Directory instead of on the local machine and provide
the desired path in AD.

Click Next.

| Microsoft System Center 2012 Virtual Machine Manager Setup Wizard

Configuration Report a problem

Configure service account and distributed key management

Virtual Machine Manager Service Account
Select the account to be used by the VMM service. Highly available VMM installations require the use of a domain account.
Which type of account should | use?
() Local System account.
®) Domain account

Usar name and domain: Password:

hsve_SCVMM

oo ]

Distributed Key Management

Sefect whether to store encryption keys in Active Directory instead of on the focal machine. Highly available VMM instaliations
require the keys be stored in Active Directory.

[V] Store my keys in Active Directory
Provide the location in Actve Directory. For example, CN=DKM.DC=contoso, DC=com.

CN=DKM DC=hv DC=pod, DC=local

(oo [ Nees | [ Gait ]
¥ Microsoft System Center 2012 Virtual Machine Manager Setup Wizard =T
Configuration Report 3 problem
Choose to create a new library share, provide the —_—
share location and a description of the share. In this Hibrary configtimonen
example we used the following:
Specify a share for the Virtual Machine Manager library
Share name: MSSCVMMLibrary : ““‘”““H": -
Share name: MSSCVMMLibrary
. « . . . Share location:  FAVirtual Machine Manager Uibrary Files Select. |
Share location: “F:\Virtual Machine Manager Library - i, o
H ” Share descriptior. VMM Libeary Share
Flles _) Use an existing libeary share
Share description: VMM Library Share. . A
Click Next.
e | |
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Instructions

Visual

Review the installation summary to ensure that all of
the desired configuration information is correct.

Click Install.

fmgsze g p2ywe

———

Instaliation summary

S W spinSom S furtares (U e Tty Te tomtmue Gt To charge Swne wdatbons, ciok Pieves

Featwes svecint &3 be addedt
VMM s peetinat om e
VMM comete

ruafatum Lisatun
CAProgram | Bew M romft System Contar 2012V tual Macthiiee Manager'

Cotatane infsrmmatcs .
VirtuatManger Off datatiove will be crosted s Y001 |
Terenw KcTere

Cammoncimcn Fem

BI00  Carvrmwarse stion with the VMM (zmoie

m.l‘ oty  — ol e

The installation begins...

Processing Narpuart o prostsiern

Installing features
[
VMM management server

% VMM management server
VMM console

153



Instructions

Visual

If the setup completed successfully you will see the

following screen.

Click Close.

o Mt System Centee 2017 Vst Machne Sanages Seto Wizard
Campiote
— e ey c—

Setup compieted succ eosully

B VA management serve 1)

O M cormeale

Feene hotr

italeton Taste

T Dow urmmrtancm

Sypstare Cortan Orirw

o Chech 0 e licwat oman Mactire Uarage wecata

o Gy thop VMM cormpmn when et wdeed iowes

6.13. Installing and Configuring Cisco Nexus 1000V Virtual Switch Manager and
Virtual Ethernet Modules

This section provides the instructions for installing and configuring the Cisco Nexus 1000V for Hyper-V
virtual switch. Before starting the installation the following steps should be completed:

1. System Center Virtual Machine Manager installation

Download the latest Nexus 1000V installation software from Cisco

Copy the Nexus 100V for HyperV installation software package to the SCYVMM server and
extractitto a local directory.

The following table provides a list of parametersused during the installation process of the Nexus 1000V

Table 12: Nexus 1000V Parameter Table

Parameter 500-user Value (Screen Shots) 1000-user Value (Not shown)
SCVMM Server Name SCVMM1.hv.pod.local SCVMM1.hv.pod.local

Virtual Machine Name Nexus 1000V 1/ Nexus 1000V 2 Nexus 1000V 3 / Nexus 1000V 4
Admin Password P@sswOrd P@sswOrd

Domain ID 100 200

SwitchName nexus1000v nexus1000v3

MgmtO IP Address 10.61.0.10 10.61.0.13

Mgmt0 Subnet Mask 255.255.255.0 255.255.255.0

Mgmt0 Gateway IP 10.61.0.1 10.61.0.1

Network_Name
VDI_Pool_Name
Cluster_Pool_Name
Network_Name

VDINetwork, ClusterNetwork
VDI-Pool-1

Cluster-Pool-1

VDINetwork, ClusterNetwork

VDINetwork2, ClusterNetwork2
VDI-Pool-2

Cluster-Pool-2

VDINetwork2, ClusterNetwork2
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VLAN_Pool_Name
Start_IP

End_IP

Network_ID
Network_Mask
Router_Address
VLAN_ID

VLAN_##
vEthernet_Port_profile
Uplink_port_profile
Uplink_profile_name

AdminRunAsAccount
VDIPortClassName

VLAN-61-Pool, VLAN-62-Pool,
VLAN-63-Pool, VLAN-64-Pool
10.61.0.11, 10.62.0.100,
10.63.0.100, 10.64.0.100
10.61.0.11, 10.62.0.150,
10.63.0.150, 10.64.0.150
10.61.0.0, 10.62.0.0, 10.63.0.0,
10.64.0.0

255.255.255.0, 255.255.240.0,
255.255.255.0, 255.255.255.0
10.61.0.1,10.62.0.1,10.63.0.1,
10.64.0.1

VLAN-61, VLAN-62, VLAN-63,
VLAN-64

61,62, 63, 64

VDI-Port-profile

Uplink-profile
nexus1000v-uplink
Nexus1000V Admin

VDI Port Class

VLAN-61-Pool-2, VLAN-62-Pool-2,
VLAN-63-Pool-2, VLAN-64-Pool-2
10.61.0.13,10.62.0.151,
10.63.0.151, 10.64.0.151
10.61.0.13, 10.62.0.200,
10.63.0.200, 10.64.0.200
10.61.0.0, 10.62.0.0, 10.63.0.0,
10.64.0.0

255.255.255.0, 255.255.240.0,
255.255.255.0, 255.255.255.0
10.61.0.1,10.62.0.1, 10.63.0.1,
10.64.0.1

VLAN-61-2, VLAN-62-2, VLAN-63-2,
VLAN-64-2

61,62, 63,64

VDI-Port-profile2

Uplink-profile2
nexus1000v-uplink2

Nexus1000V Admin

VDI Port Class

6.13.1. Installing Cisco Nexus 1000V Virtual Switch
Instructions Visual
Login to the System Center Virtual Machine
Manager sener as an Administrator.
_ ..... )

From the SCVMM senr, run the \VMM\Nexus- '. M e ?
1000-VSEMProvider-5.2.1.SM1.5.1.0.MSI W ey g
package  isigias R

b

& Computer

o Metnet

155



Instructions

Visual

Click Run if prompted.

Do you want to run this file?
ﬁ Name: ...1\VMM\Nexus1000V-VSEMProvider-5.2.1.5M1.5.1.0.msi
Publisher; Cisco Systems, Inc
Type: Windows Installer Package

From: C:\Users\pawilsoZ\Downloads\n1000vh-dk9.5.2.1.5M1....

| |

Run Cancel

[V Always ask before opening this file

While files from the Internet can be useful, this file type can potentially
harm your computer. Only run software from publishers you trust.
What's the risk?

Review the Cisco 1000V VSEM Provider
License Agreement and if acceptable, enable
the checkbox next to “l accept the termsin the
License Agreement”

Click Install to begin the installation.

Please read the Cisco Nexus 1000V VSEM
Provider

License Agreement

IMORTANT: PLEASEREAD THISEND USER =
LICENSE AGREEMENT CAREFULLY. D
IDOWNLOADING, INSTALLING OR USING CISCO

OR CISCO-SUPPLIED SOFTWARE CONSTITUTES
ACCEPTANCE OF THIS AGREEMENT.

e
CISCO.

CISCO SYSTEMS, INC. OR ITS SUBSIDIARY
LICENSING THE SOFTWARE INSTEAD OF CISCO
SYSTEMS, INC. ("CISCO") IS WILLING TO

LICENSE ITS SOFTWARE TO YOU ONLY UPON
THE CONDITION THAT YOU ACCEPT ALL OF

THE TERMS CONTAINED IN THIS END USER
LICENSE AGREEMENT PLUS ANY ADDITIONAL

T IVITATIONS ON THF TICENSF SETFORTHIN Y

[¥]1 accept the terms in the License Agreement

I3

oo [ ] [cam

|
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Instructions

The install begins immediately.

Visual

Installing Cisco Nexus 1000V VSEM Provider

Please wait while the Setup Wizard installs Cisco Nexus 1000V VSEM Provider.

Status:

If prompted by User Account Control, click Yes.

ant to allow the following program to install

e on this computer?

@ Program name:  3442ff7f.msi
Verified publisher: Cisco Systems, Inc
File origin: Downloaded from the Internet

() Show details ves || Mo

Change when these notifications appear

When complete, the wizard will show the
completed install.

Click Finish.

Completed the Cisco Nexus 1000V VSEM
Provider Setup Wizard

Click the Finish button to exit the Setup Wizard.

llllollln
CISCO.

Badk Finish [ concel
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Instructions

Visual

e e =i |
KN - ©
When complete, copy the \VEM\Nexus1000V- ; o '
VEM-5.2.1.SM1.5.1.0.MSI MSI package to the - (5 Mo AW 1 10
c:\ProgramData\SwitchExensionDrivers folder R Nt
" or T S tstemice Drivers =c |
- I ©
= .': P AU LR A
Microsoft

Launch System Center Virtual Machine
Manager console as an administrator.

>, Microsoft*

~ System Center2012

Virtual Machine Manager

Service Pack 1
© 2012 Microsoft Corporation
All ights reserved.

Start Windows PowerShell as an Administrator.

Run the \VMM\VSM_Template\Register-
Nexus1000VVSMTemplate.psl script.

Navigate to the Library >>Templates section
in the Virtual Machine Manager Console and
verify the Nexus 1000V-VSM template was
imported successfully and the status is OK.

[ e L W I R I e Y S e T P
o [p— -w
= . . W e
d k Y ~

-l —— R~ |t | B
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Instructions

Visual

- =t Tl =IO |
Copy the ISO from the installation media at R e
\VSM\Install\nexus-1000v.5.2.1.SM1.5.1.iso - —
“ [ h ]
.
—— ]
From the SCVMM console, select Library >> ~ =
Library Servers >> [SCVMM Server Name] >>
MSSCVMMLib node and right-click. From the - o
context menu select Explore. %
o
. [.._,;‘i., ]
e Fedl
RN T MECV ML =lche |
Paste the copied ISO into the MSSCVMM e :
Library root folder (MSCVMMLIb) - .
B v

6.13.2.

Installing and Configuring the Virtual Supervisor Modules (VSM)

If building to support the 500-user configuration, you will only need on HA pair of VSMs for the
environment. However, if building to support the 1000-user configuration, you will need two pairs of
VSMs and the second pair will need a different Domain ID and IP Address assigned to them.

Instructions

Visual
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Instructions

Visual

In the SCVMM Console, navigate to the VMs
and Senices tab.

Right-click on the Infrastructure server and
select Create Virtual Machine from the context
menu.

" ey T T e e e
.- - - o )
" D i 8 Shche
e Y e e - M Wy e u.'
— Vi —y Ca—t | L
’ - —— - - . |
L - -2 = . A
Jro . .
F s i
s A0 -
’ .l_-:—::-:-:'- —- ] -
P A st
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-
O s > e
m

f
1

The Create Virtual Machine Wizard starts.

Click the Brow se button and select the recently
imported Nexus 1000V-VSM-Template.

Click Next.

- Trmatr Votinl Mo sare Witart

¥ =
o Select Source
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Instructions

Visual

Provide a [Virtual Machine Name] for the
Virtual Machine.

Click Next.

i b
Spucty Vsl Mubve bwwy | [Memar vEEY o
b [e——

b
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rarw of el mat e Haavm g de s rame e st dasha 1 Spome Drte Dy stors

On the Configure Hardware tab, select the
Virtual DVD drive and mount the nexus-

1000v.5.2.1.SM1.5.1.iso added to the SCVMM
library earlier.

Click Next.

Conigwe Hardware

e e LD GXSMew S0V0 W
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Instructions

Visual

On the Select Destination tab, selecta
Destination of All Hosts.

Click Next.

a1 an

Lomchy Vimaw e mre
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Satect Dacoraren,

Cortrgoe Setany

Acar Fgmrm

CHa0ss whethier 1y Seploy o

wbe Diaphs Moe velum maches 18 & (Wivae chas

B0re U vt mactens

a R

Cemnes A

=

Copont Fn il anoccmmend s A rohand onctins by S wotad i e e ol s deiigowe Vol cony
e

Sar il Sactere reehanh ¢

Fivee e voinsd mevtore in the @y

=

[} (R [

On the Select Host tab, select the infrastructure
host.

Click Next.
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Instructions

Visual

On the Configure Settings tab, acceptthe
defaults.

Click Next

Semet aarw

R e LU Sl
Cortupre Himdmam
vt | wewaten

St as

Rt e wrtlial machne wetngs

Tre sl 2o ) o e W Pl b b
Sgwry e wernr e o e bl A #e ot met e Ve
e e
’ [ e
$ AIZ B . 01 S hl o B 000 e v b b g
[ ool Nt ok
S | IO 475 bt
! Feon | =) | __Camw

On the Select Networks tab, leave the defaults
for now.

Click Next.
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Instructions

Visual

On the Add Properties tab, keep the defaults.

Click Next.
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On the Summary tab, review the settings and if
acceptable, click Create.

Note: Do not auto-start the virtual machine
because the networks still need to be setup.

Summary
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Instructions

Visual

Wummﬂ pees —

Select the Logical Networks node from the e
Fabric tab.

i = rer—— = =

. L2 = 1

Double-click the Infrastructure network to ,
modify the properties. .-

; T TS P oI
On the Name tab, enable the Network sites et e Nere '
within thislogical network are not connected ‘ =]
checkbox. [ et woes s
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Instructions Visual
TR e =

Narwe Network sites
In the Properties dialog, select the Network Site m bevsr s 2 b ackind 8 i2gpcl e e Vb o et &t g
tab_ Ermee B sutome e fatran, kv enpripie L M FTA T -

(1o s Jow omcne
Click Add.
v e ]

Enable the All Hosts checkbox.
Click Insert row.
Set the VLAN to 61 and the IP subnet to
10.61.0.0/24
Click OK.
Locate the newly created VM on the VMs and R =~ P IO D G e D I e Wi LELE |
Senices tab. s r a A K -4
Right-click and select Properties from the v 3 - =
context menu. " )

' n

: 3= =
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Instructions

Visual

In the Hardware Configuration tab, select each
of the three network adapters in turn and
complete the following steps on each network
adapte:r

1. Enable the Connected to a VM network
radio button.

2. Select the Infrastructure VM network.
3. Enable the Enable VLAN checkbox.

4. Select the VLAN ID 61.

Click OK.

After it finishes updating, right-click Cisco Nexus
1000V virtual machine.

Select Power On from the context menu to start
the virtual switch.

P Wi s

B

Right-click Cisco Nexus 1000V virtual machine
again.

Select Connect or View, followed by Connect
via Console to start a console session.
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Instructions

Visual

Provide a password for the admin account.

Confirm the password for the admin account.

Note: At this point the password must conform
to composition checks, so select one that will
meet those requirements, such as P@sswOrd.

When both Nexus 1000V virtual supervisor
modules are setup, the admin password can be
changed from the primary node. To change the
admin password, run the following commands,
where <newpass> is the new admin password.

#config terminal
(config)#no password strength-check

(configl#username admin password
<newpass>

(config)#copy run start

(config)#exit

Vil Machine Viewsr - News 1000V 1 on sevver INTRA-1 fvpodiocal  |— 1.0 I |

@8 Crh AR -Ded

E il sereen
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Instructions

Visual

Enter the HA Role: Primary (for first N10OOV).

Provide the Domain ID. [Domain ID]

Note: The Domain ID must be the same on both
the primary and secondary N1000V virtual
supenisor modules. Furthermore, Domain IDs
must be unique for each pair of N1000V virtual
supenisor modules.

Virtual Machene Viewsy - Nexus 1000V T on server INFRA-T b pod Jocsl

Boar Dol B Full Soreen

t conf iguretion. Please walt

|SRAZHNSRUSHERITUASHASHASERUSRUSERSRAZRAS ) OC

opy complete, now saving tx

=lo e |
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Instructions

Visual

Would you like to enter the basic configuration
dialog: Yes

Create another login account: No

Enter the switch name: [SwitchName]

Continue with Out-of-band (mgmt0)
management configuration: Yes

MgmtO IPv4 address: [MgmtO IP Address]

MgmtO IPv4 netmask: [MgmtO Subnet Mask]

Configure the default gateway: Yes

IPV4 address of the default gateway: [MgmtO
Gateway IP]

Configure advanced options: No

Virtusl Machine Viewer - Nexus 1000V 1 on server INFRA-1 by pod local

B Full Sereen

88 et Al-Ded

(= o |
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Instructions

Visual

Do you want to reconfigure the VEM feature
level: No

Confirm the displayed configuration is correct.

Would you like to edit the configuration: No

Use this configuration and sawe it: Yes

Virtual Machine Viewer - Nexss 1000V 1 on servet INFRA- Y hv.pod Jocal i.;ii-_

oAl Del B Full Soroen

The configuration is saved and the switch
returns to a login prompt.

Provide the username and password
combination created earlier during setup.

Verify network connectivity by pinging the
gateway address.

Virtizl Machine Viewer - Nexus 1000V 1 on server INFRA-Lhepodiocal L= 1o

oot al-Del B el Soreen

([ERUSNARNEEANERAENUSRASRARENNSURRERRESHAN
Copy complete, now saving to disk (plesse wait
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Instructions

Visual

Repeat the all the steps in this section for the
second Cisco Nexus 1000V virtual supenisor
module VM.

Provide the admin password, which must be the
same admin password used for the primary
Cisco Nexus 1000V.

Enter HA role: secondary

System Reboot: yes

Domain ID: [Domain ID]

Note: The Domain ID must match the primary’s
Domain ID.

=T

Virtuial Machine Viewes - Sexus 1000V 2. on sesver INI PA-2 hvpod locsl

3 Cut Al Del B 1l Scremn

Setting W role

ye

Enter the dosain A<I-1023

Saving boot conf iguration. Ple

[HESUARRGRNNASUERNSIDUSDASHERS USRS DARNER | 100

py complete, mow xaving to dixk (pleaxe wait)

Verify the two VSMs are functioning by running
show module from the primary.

Note: If building for 1000-users, repeat the
section again to create another pair of VSMs
with a different Domain ID.

Vitsial Maching Viewes - Sesus TO0OV 2. 0n sesver INTRA-Z hv pod Jock| =i |

Bt A Del Bl Soreen
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6.13.3.

Cisco Nexus 1000V for Hyper-V Configuration

If building the 500-user environment, complete this section only once. However, if building for a 1000-
user environment, two VSMs will be needed, and the section should be completed once for each pair of

VSMs.

Instructions

Visual

Use PUTTY or a similar SSH clientto connectto
the MgmtO interface on the primary VSM.

£ e rerry

Enter configuration mode:

Config terminal

ft

ration commands, one per line., End with C

Create the logical networks for VDI and Cluster
traffic:

(config)# nsm logical network
[Network_Name]
(config)# exit

onfig)# nsm logical network VDINetwork
onfig-
ClusterNetwork

onfig) # ns ical network

exus1000v (config-logical-netc)#f exitc

Create the network segment pools for the VDI
and the Cluster networks and bind them to the
logical network:

(config)# nsm network segment pool
[VDI_Pool_Name]

(config-net-seg-pool)# member-of logical
network [Network_Name]
(config-net-seg-pool)# exit
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Instructions

Visual

Create the IP Pool templates and setthe DHCP
range for Infrastructure (VLAN 61), PVS (VLAN
62), Cluster (VLAN 63), and LiveMigration
(VLAN 64) networks

(config)# nsm ip pooltemplate
[VLAN_Pool_Name]

(config-ip-pool-template)# ip address [Start_IP]
[End_IP]

(config-ip-pool-template)# network
[Network_ID] [Network_Mask]
(config-ip-pool-template)# default-router
[Router_Address]

(config-ip-pool-template)# exit

Create Network Segments and import the VLAN
pool into the segment for the Infrastructure,
PVS, Cluster, and LiveMigration VLANs. The
VDI Pool will manage VLANs 61-62. The Cluster
Pool will manage VLANs 63-64.

(config)# nsm network segment [ VLAN_ID]
(config-net-seg)# switchport mode access
(config-net-seg)# switchport access vlan
[VLAN_##]

(config-net-seg)# member-of network segment
pool [VDI_Pool_Name]

(config-net-seg)# ip poolimport template
[VLAN_Pool_Name]

(config-net-seg)# publish network segment
(config-net-seg)# exit
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Instructions

Visual

Create VEthernet and Ethernet Port Profiles

(config)# port-profile type vEthernet
[vEthernet_Port_profile]

(config-port-prof) # no shutdown
(config-port-prof) # state enabled
(config-port-prof) # max-ports 1024
(config-port-prof) # port-binding staticauto
expand

(config-port-prof) # publish port-profile
(config-port-prof) # exit

(config) # port-profile type Ethernet
[Uplink_Port_profile]

(config-port-prof) # no shutdown
(config-port-prof) # state enabled
(config-port-prof) # channel-groupauto mode
on

(config-port-prof) # channel-group auto mode
on mac-pinning

(config-port-prof) # exit

(config) # nsmnetwork uplink
[Uplink_profile_name]

(config-uplink-net) # all network segment pool
[VDI_Pool_Name]

(config-uplink-net) # allow network segment
pool[Cluster_Pool_Name]

(config-uplink-net) # import port-profile
[Uplink_Port_profile]

(config-uplink-net) # publish network uplink
(config-uplink-net) # exit

(config)# copy run start
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Instructions

Visual

Return to the SCVYMM Console and select the
Fabric tab.

Under Networking >> Switch Extension
Manager.

Right-click and choose Add Virtual Switch
Extension Manager from the context menu.

4 & Networking
11 Logical Networks
i MAC Address Pools
% Load Balancers
2 VIP Templates

@ Switch Extension Managers

L] Logical Switches
Native Port Profiles
sm, Port Classifications

T Gateways

| Add Virtual Switch Extension Manager |

In the Add Virtual Switch Extension Manager .
Wizard, set the connection string to the = L o Seits FU1 W v Wi 0 il
http://<Mgmt0 IP Address> cotios g o voa bt T
Set the RunAs account to the Admin account on ] = =
the VSM (see next step) by clicking the Browse
button.

e

Click Next when completed.

176



Instructions

Visual

To add a RunAs Account for the VSM complete
the following:

Provide a Name: [AdminRunAsAccount]

Username: admin

Password: [Admin Password]

Confirm Password: [Admin Password]

Validate domain credentials: Disabled

Click OK.

Provide the details for thes #un Ax account

I“m

N | (00 Adveny ]

Deurgtus

Ueer rarne e

etsasit EELTEE TS
Lo painend sasseses

1 Vst e (rdermes

Returning to the Add Virtual Switch Extension
Manager Wizard.

On the Hosts Groups tab, enable the All Hosts
checkbox.

Click Next.

Tevennt HOSE groups That can use this virtLia switch extensian mansger
Fant Grongts The artus setch svnsce maseper il ke suadate 1= e Sl ry feat gouse
S
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Instructions

Visual

On the Summary tab, click Finish.

Verify the switch was created successfully.

e Confirm the settings

st goupe

Mirn

| wew
oot Crogre =
Sovac [ Conco Sptwen, o
Mose Newn 1000V
Corfagratyon proweder: {ucs Spztewwm Mo 1000V
Commeton wreg w1040 %
Marde Acse Nenn Y007 Adres

F (M

Onthe Fabric tab, navigate to Networking >>
Logical Switches

Right-click Logical Switches and choose

Create Logical Switch from the context menu.

4 & Networking
r#+ Logical Networks
i MAC Address Pools
27 Load Balancers

g WVIP Templates

E Switch Extension Managers

m Logical Switches

Native Port Profiles
ﬁ Port Classifications

i-‘:" Gateways

B | Create Logical Switch
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Instructions

Visual

From the Getting Started tab, click Next.

Lotsruzew

upaes

Virtus Port

Larmmuwy

Getting started with a Jogical switch

A gpoal wathch (onvtrew the ondgerston ihymation that Joeel the debwanr of sitisl petiten  ©
@orean ety e date Cerrer e e et U Swbre 1o pvtesimres avd part pesfie: b tee 1
logieal weich end slis craste tatications et srien Me natnve port Sechle srel 8 poa prakie b
-t eten e

Oria e et pot profied %7 Ccutoatiog Be Setrec s 8 Lol satih e Vo
Mecrea Masager (VMM bt e that:

- Thee Swtwasd ranigavannon i svadalsie a8 wvery st that uies the Bood swiih v

- The heser, vetsl medeiver sod vetial machowms s i comspirce wilh (hew soosd ges |
e |0
Mare rhurrratuon st hegei el ek bes 3 mvedeise m e Vaaett Te e Ldon

Sefore you crente & bogiind stk

T Comatw gt g unl retursbi and defion 110 et il I8 T CIcpces e GO neseont.

31 g e s e § vkl el et eviesieaet vetdd The seteditry Tar VWS and M
ther wrtval e b externan mavegen.

31 ou % 028 NG 8 1SrRaNiG SRTIISN, TR Nt PO Brofibes e cpbok sdegtens that Wl |
e uaed 1 el e Crve(In®y anud behrnie o he ey sdapies that pe canreied b the
Fogpat samh

A Comste nwtes rryt e G bl wberbaes el alt b et 1o Anben e sart Tettese by the

From the General tab, provide a Name for the
logical switch.

Click Next.

Cettmg Startes

Erwrwrrs
Upiee

Vit Fast

Enter name and descrigtion for the logical switch

Ve oo s & DGTY N W apply mttge 12 rhusl eetifun BOOE rAltpls Soah A loges swtis
A et (raTime friww. Tae salive Huper- v paish arel oot profies 151 ay antmiions that ywe e

tove | tivun 120V |

Ceaptren

(] Erable wagle rect VO vwaskasion (SK-KV)
SR abown 8 dev, Wch B3 4 netork s, £ GRSt sTest £ VSR retacrts
AAgers D sappant SRAOV Lnng ST-EOV srhennt perturmance e Mhews remly D ene
o1 n ren abys

11 Yo pan prabie S K00 ooy wivn & GOCH Batih A Teemed. T chasge yoer 57DV viage = e
RAure pves st Cramie b ifleresd lngcsl swith.
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Instructions

Visual

From the Extensions tab, disable the Microsoft
Windows Filtering checkbox and enable the
Cisco Nexus1000v checkbox.

Click Next.

Choous the extansions you want 10 use with this logical switch

Sctect the theck boe for aack antarmon Pt you want imteled anc configuest whar an yatece of e
Togia wartih u resdend o0 & hast Dty sme 33 ramcleg Sstersca (30 he wsactnd

[ sarm
1

[iormn T |Gt Mg | e
. iz b

[ oo 000N frrnarzng Camrz Memse 3OOV S

| e [

From the Uplink tab, set the Uplink modeto
Team.

Click Add.

Select the Uplink port profile
[Uplink_profile_name] created earlier

Click Next.

Geting Startes Specify the uplink port profites that are part of this logical swatch
Gessiw The upirk sort prebies corfgured here e svedste Sr e 3 RaTh waere ar eatary e of e eedet 3
Teated
Extermers >
Ea | P o) |
vondifon U o s
Fot Pastie | bowt Phemiab Sy Marhest F Dot E
p— renan 1000v-apbnt A Hoom Cuuter Soct- 1 VO fuie M )
[ e |
[ T e |1 Comet
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Instructions

Visual

From the Virtual Port tab, click Add to add a port
class which has not yet been defined. (see next
three steps.)

When the port classification has been created,
click Next.

Virtual Port

Gottag Stanted Spedity the poet dassifications for vrmaal ports paet of this logical switch
PO Thoe o0 Catsrbations Corfgund ture sl be eomibde hr une by vl retaark sbaptess o 4 bodt s
W rachees
Trmwrnenes
W g
Uphes $ -
b Casitzeran | Getastt | Marbas N Daletias. | I Asa l
Yromttont VO Pors Chaw Tahe Foba -
» l Rerrove 7‘
| St Dot |

From the Add Virtual Port Dialog, click Browse
to add a new Port classification profile (see next
two steps)

When the port classification has been added,
enable the checkbox next to nexus1000v
hostname and select the
[VEthernet_Port_profile] from the drop-down
box.

Click OK

Configure the virtual port

Speciy the port classicaton for the wrtund port. For each switch estension sssociated 1o the logical switch
coe port profile may be selected Addtomally 2 mative wival metwork adapier port profile mary be
AN0Ciated 10 the virtusl port.

I ===
¥ nexus 1000
Use this part profile [mw I'|

[7] Inchude » wirtual network adepter port profile in this wirtual port

Natrew vwtual metwark adagter port peakis -

| Comcel |
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Instructions

Visual

In the Select a Port-Profile Classification dialog,
click the Create Port Classification button. (See
the next step to complete the addition of a port
profile classification.)

When added, click OK.

Network load balancing
| Lve mugraton worklosd

LN.Q | Cesanpbon
-0V Port dessfication to be uved for virtual machees L.
Hout management Poet clatuficaton to be uted for host mansgemen..

Port clasufication 1o be uted for vittual machunes L
Port thasaficaton 1o be wned for host ve mvgratio..

| Medum bandwdth Foet classification 0 be used for vittual machnes L

| Hont Ouster Workload Port caaification for boat doater workloadsy.

!\o-banﬁ-d!h Port dasificatan to be uved for wirtual machnes t
Hagh bandwidth Fort desufication to be used for wirtial machnes L.

. 0S| workinad Pert dassificavan for host SCSI worlioeds.

| Vot Pon Cless |

In the Create Port Classification Wizard, provide
a[VDIPortClassName] for the port
classification.

Click OK.

Specity a name and descrigtion for the port classification

ore VIR Part Owes

(weorcren
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Instructions Visual

In the Summary tab, review the settings and

click Finish to complete the wizard. Cating it Candirm the settings )
e i
Dtroasrs Tarve Trewn WO ¥
Dewomptos
a0 Loage Rict 120 Winatiataes Desbded
Wituat Port Sety wrk Tede Tean
VWLe stin seniiess sewi 1000,

Uiphad powt peoiie sty '
Vortus poet pruvdle ety |

; v x| Create Service
. . . vdi2-2 : . .
Right-click Hyper-V host and select Properties T " | Create Virtual Machine
from the context menu. , iy (3 | Refresh
? w25 (3 | Refresh Virtual Machines
m Shut Bown
4% | Restart
£ | Reset
‘I) Power On
m Power Off
@ View Status
%} Start Maintenance Mode
5% Stop Maintenance Mode
= [ — | ® |Run Script Command
#% VMs and Services =
" | Move to Host Group
| o
‘ix. Fubr -a Remove Cluster Node
& Library & | View Networking
Jobs == | Remove
[V7] Settinas Peopstier
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Instructions

Visual

Select the Virtual Switches tab.

Click New Virtual Switch.

Select the New Logical Switch choice. (See
next steps for adding a logical switch)

Click OK when complete.

Select the Cisco Nexus 1000 V logical switch if
more than one exists.

Under the Physical Adapters, selectthe Cisco
VIC Ethernet adapter that is connected to the
Uplink1 WIC template.

Note: The Cisco VIC Ethernet adapter number
assigned to the Uplink1 WIC template is
random on each Hyper-V host, so verify the
correct one by matching MAC address on the
Hyper-V host with the MAC address assigned in
the server profile.

Click Add to add the Uplink2 WIC adapter

Click OK.
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Instructions

Visual

If prompted, click OK to continue with the
changes.

Virtual Machine Manager

= , While Virtual Machine Manager is applying the changes, the host may
temporarily lose network connectivity, This may have an adverse effect

on other network operations in progress,

Do you want to continue?

[ o ]

Cancel

LN

From the VMs and Services tab, right-click on
VM Networks and then select Create VM
Network from the context menu.

VMs and Services <
.2
¥ Tenants

&5 Clouds

=L VM Networks |—
L. §Create VM Network

Storage

4 |1 All Hosts
4 .cluster

& INFRA-1

# INFRA-2
& vdit-1
vdil-2
vdil-3
vdit-4
vdil-5
vdi2-1
vdi2-2
vdi2-3
vdi2-4
vdi2-5

T
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Instructions Visual

The Create VM Network Wizard starts. _

Ly Specify a name and deseription for the VM network

W rc

[ [ o J

Surrriey

Cesirgnon

Provide a name. {oapct rmtmort: | Wi |

Select the Logical Network.

From the Isolation tab, selectthe “Specify an _

externally supplied VM network” radio button. || " prcasendymio ok bl g e e B s i

wevar I Adaman:
& Speuty e exterrady syt VW seteork |
Ermrral W setwert: [VANA) 4]
Tt tvtens

Select the VLAN that matches withthe VM
network name.

Click Next.
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Instructions

Visual

Review the Summary page before clicking
Finish.

Repeat for the remaining VLANs. When
completed, all four should be configured.

» Creato VM Netwend Wizand

Nore Canfirm the settings

Name Logical Network
VLAN-61 VDINetwork / VDINetwork2
VLAN-62 VDINetwork / VDINetwork2
VLAN-63 ClusterNetwork / ClusterNetwork?2
VLAN-64 ClusterNetwork / ClusterNetwork?2 -
- Oeinte Vitudl Mactuhe W
When creating a new virtual machine or
template, to use the Nexus 1000V virtual switch, || = e ety M e s
specify both the VM Network and the e i sans i (ot s R e S
associated Port Profile in the VM properties. [ bezehiact lnsonie il dcisoamnnci, oo al
(8 BunContupsnton  “|| W tobmesh At ! foge
) f(:T:‘l g ‘ "'“':":’:*
os .{;.:,‘ T e e i S e
= MM
". Afrew= AL A
oo i["‘,,::
B v ‘ ppewers

6.14. Installing and Configuring Citrix XenDesktop
This section lists supported configurations for the Delivery Controller, Citrix Studio, Citrix Director, and
Virtual Delivery Agents (VDAs) at the time of release. System requirements for other featuresand

components (such as StoreFront, host systems, HDX, Receivers and plug-ins, Desktop Lock, and
Provisioning Services) are described in their respective documentation.
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Unless otherwise noted, the installer deploys component prerequisites automatically. This includes .NET
3.5 SP1, which is required when installing components on Windows 7 or Windows Server 2008 R2

systems. The installation media contains several third-party components. Before using the Citrix
software, check for security updates from the third party, and install them.

If you install all the core components (Controller, Studio, Director, StoreFront, and Licensing) on a single
server, you need a minimum of 3 GB of RAM; more is recommended. Performance will vary depending
on your exact configuration, including the number of users, applications, desktops, and other factors.

Delivery Controller

Supported operating systems:

e Windows Server 2012.
e Windows Server 2008 R2, Standard and Enterprise Editions.

Requirements:

e Disk space: 100 MB.
e Microsoft .NET Framework 3.5 SP1 (required on Windows Server 2008 R2 only).
e Microsoft .NET 4.0.

e Windows PowerShell 2.0 (included with Windows Server 2008 R2) or 3.0 (included with
Windows Server 2012).

e Visual C++ 2005, 2008 SP1, and 2010 Redistributable packages. The installer deploys these
automatically. They are also available on the Citrix installation media in the Support folder.

Database

Supported Microsoft SQL Server versions for the Site Configuration Database (whichinitially includes the
Configuration Logging Database andthe Monitoring Database):

e SQL Server 2012 SP1 - Express, Standard, and Enterprise Editions. By default, the Express edition
is installed when installing the Controller.
e SQL Server 2008 R2 SP2 - Express, Standard, Enterprise, and Datacenter Editions.

The following database featuresare supported (except on SQL Server Express Edition, which supports
only standalone mode):

e SQL Server Clustered Instances
e SQL Server Mirroring
e SQL Server Replication

e SQL Server 2012 AlwaysOn Availability Groups

Note; Windows authentication is required for connections betweenthe Controller and the SQL Server
database.
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Studio
Supported operating systems:

e Windows 8 Professional and Enterprise Editions.

e Windows 7 Professional and Enterprise Editions.

e Windows Server 2012 Essentials, Standard, and Enterprise Editions.

e Windows Server 2008 R2 SP1 Foundation, Standard, Enterprise, and Datacenter Editions.

Requirements:

e Disk space: 75 MB.
e  Microsoft .NET Framework 3.5 SP1(required on Windows Server 2008 R2 only).
e Microsoft Management Console 3.0 (included with all supported operating systems).

e Windows PowerShell 2.0 (included with Windows 7 and Windows Server 2008 R2) or 3.0
(included with Windows 8 and Windows Server 2012).

Director

Supported operating systems: Windows Server 2012, Standard Edition or Windows Server 2008 R2 SP1,
Standard and Enterprise Editions

Requirements:

e Disk space: 50 MB.

e Microsoft .NET Framework 4.0. The installer deploys this automatically. It is also available on the
Citrix installation media in the Support\DotNet4 folder.

e Microsoft Internet Information Services (11S) 7.0 and ASP.NET 2.0. If these are not already
installed, you are prompted for the Windows Server installation media, then they are installed
for you.

e Supported browsers for viewing Director: Internet Explorer 9 and 10, Firefox, Chrome

Virtual Delivery Agent (VDA) for Windows Desktop OS
Supported operating systems:

e  Windows 8.
e Windows 7 SP1, Enterprise and Professional Editions.

The installer automatically deploys requirements such as the Microsoft .NET Framework and the Visual
C++ Runtime Library. These components are also available on the Citrix installation media in the Support
folders.

Remote PC Access uses this VDA, which you install on physical office PCs.
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Several multimedia acceleration features (such as HDX MediaStream Windows Media Redirection)
require that Microsoft Media Foundation be installed on the machine where you install the VDA. Ifthe
machine does not have Media Foundation installed, the multimedia acceleration features will not be
installed and will not work. Do not remove Media Foundation from the machine after installing the Citrix
software; otherwise, users will not be able to log on to the machine. On most Windows 7 and Windows
8 editions, the Media Foundation support is alreadyinstalled and cannot be removed. However, N
editions do not include certain media-related technologies; you can obtain that software from Microsoft
or a third party.

You cannot install a VDA supplied with this release on a machine running Windows XP or Windows Vista;
however, you can install an earlier Virtual Desktop Agent version on those operating systems, if needed.

For more information, see Installan earlier Virtual Desktop Agent on Windows XP or Windows Vista.
Remote PC Access is not supported on Windows Vista operating systems.

Virtual Delivery Agent (VDA) for Windows Server OS

Supported operating systems:

e  Windows Server 2012.
e Windows Server 2008 R2 SP1; Datacenter, Enterprise, and Standard Editions.

The installer automatically deploys requirements such as the Microsoft .NET Framework and the Visual

C++ Runtime Library. These components are also available on the Citrix installation media in the Support
folders.

The installer automatically enables the Remote Desktop Services role.

Several multimedia acceleration features (such as HDX MediaStream Windows Media Redirection)
require that the Microsoft Media Foundation be installed on the machine where you install the VDA. If
the machine does not have Media Foundation installed, the multimedia acceleration features will not be
installed and will not work. Do not remove Media Foundation from the machine after installing the Citrix
software; otherwise, users will not be able to log on to the machine. On most Windows Server 2008 R2
and Windows Server 2012 editions, the Media Foundation feature is installed through the Server
Manager (for Windows Server 2012: ServerMediaFoundation, for Windows Server 2008 R2:
DesktopExperience). However, N editions do not include certain media-related technologies; you can
obtain that software from Microsoft or a third party.

The Print Spooler Service is enabled by default on the Windows server. If you disable this service, you
cannot successfully install a VDA for Windows Server OS. Therefore, make sure that this service is
enabled before installing a VDA.

Host

Supported hypervisors are XenServer, VMware vSphere, and Microsoft Hyper-V. For this Cisco Validated
Design, we used Microsoft Windows Server 2012 SP1 with Hyper-V as the hypervisor.
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Other
StoreFront requires 2 GB of disk space. See the StoreFront documentation for full system requirements.

Citrix License Server requires 40 MB of disk space. See the licensing documentation for full system
requirements.

Universal Print Server - Supported operating systems (the Controller includes the Universal Print Server
functionality; you need only install the Universal Print Server on your print servers):

e Windows Server 2008 R2 SP1
e Windows Server 2008 32-bit

The Microsoft Group Policy Management Console (GPMC) is required if you store Citrix policy
information in Active Directoryrather thanthe Site Configuration Database. For more information, see
the Microsoft documentation.

You can install the Receiver for Windows when installing a VDA provided on the XenDesktop installation

media. For system requirements information on other platforms, see the Receiver for Windows
documentation.

The Receiver for Linux and the Receiver for Mac are provided on the XenDesktop installation media. See
their documentation for system requirements.

6.14.1. Installing Provisioning Services
In most implementations, thereis a single vDisk providing the standard image for multiple target
devices. Thousands of target devices can use a single vDisk shared across multiple Provisioning Services
(PVS) servers in the same farm, simplifying virtual desktop management. This section describes the
installation and configuration tasks required to create a PVS implementation.

The PVS server can have many stored vDisks, and eachvDisk can be several gigabytesin size. Your

streaming performance can be improved using a RAID array, SAN, or NAS. PVS software and hardware
requirements are available at http://support.citrix.com.

Microsoft System Center 2012 Virtual Machine Manager must be installed if the XenDesktop Setup
Wizard will be used for creating the virtual machines. After inserting the System Center Virtual Machine
Manager ISO, you should get a welcome screen.
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Instructions

Visual

Select the Installlink.

The installer will copy some files over tothe
host then present the feature screen.

7 §ystem Center2012

1 chine Manager
» Install

© Restart may be required

© Beore you beg

VMM Privacy Statemert)

Optional Installations
® Local Agent

Instalis agent on local machine.

Service Pack 1
© 2012 Microsoft Corparation. AN nghts reserved Close
Select the VMM Console for install. [ Microso System Canter 2012 Virtusl Michine Manager Setup Wazard |

Click Next.

Ortiing varted

Select features to install

Expand ull v

v

VMM management server

I ¥: VMM console v I

e |
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Instructions

Readthe notice.

| acceptable, enable the checkbox labeled “I
agree with the terms ofthis notice.”

Click Next.

Visual
g 1eten [V —
- ' i Y G—

Please read this notice
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On the Customer Experience Improvement
Programscreen, click Next .
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Instructions

Visual

On the Microsoft Update screen enable the On
(recommended) radio button.

Click Next.

© Micosoft System Center 2012 Virual Machine Manager Setup Wzard

Ceting staned

Microsoft Update

Morosc®: Update oen meaunty and mporant wpdanes for Wirdons aed oher Miomso® iofears. sschuding Syears

® On recommended)
Use Moroso® Update 12 check for updates
on
Do nee sutormancally check for spastes.

Accept the default installation location.

Click Next.

Previom Cance’
[+ MrODECR Syttem Cantee 2012 Viesisl Machine Marage: Setup Wirand
Grferrg 1wt
-——

Installation location
1he erammenoet cInon Y progree Ser 4 et

Frongram Fiey M snir Syttee Covow Do

Certer 2072 VWM. Updates soe defvered wning Actomatic Updistes, o you can vist the Wcoronoft Updiste wedsite
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Instructions

Visual

Click Next.

Accept the default communication port.

Review the installation summary.

Click Install.

pEant ¢ pre—

Installation summary

Rocamn Wa sobbctions b WAtve e 0 rutatong 1o comeat (0 ! e Sege Ihe seeciorn s P
Foutons wweited ty be axted

VMM commale:
Prteteton L ocaten
CAP v o F3ew Wi s} Spabom Coster 2012\ Virmaal Macvime Manage |

Commenarsistuy Forn
100 Comimisnts sthon wthh Ohr VMM | casaste

U Mats0nef Updene:
L
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Instructions Visual

When installation is finished, disable the Studio 200-¥ subisng
checkbox labeled Open the VMM console © yos wmt 12.350 30 Ap ¥ patsise server 10 o ooy
when this wizard closes. '

Aps ¥ Pubinting

Click Close.

Reboot the server before starting the
XenDesktop configuration or the SCVMM
configuration will fail. =~

Only one MS SQL database is associated with afarm. You canchoose to install the Provisioning Services
database software on an existing SQL database, if that machine can communicate with all Provisioning
Servers within the farm, or with a new SQL Express database machine, created using the SQL Express
software which is free from Microsoft

The following MS SQL 2008, MS SQL 2008 R2, and MS SQL 2012 Server (32 or 64-biteditions) databases
can be used for the Provisioning Services database: SQL Server Express Edition, SQL Server Workgroup

Edition, SQL Server Standard Edition, SQL Server Enterprise Edition. The SQL database for this Cisco
Validated Design was created during the Site configuration process described previously.
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Instructions

Visual

Insert the Provisioning Services 1SO and let
AutoRun launch the installer.

Click Server Installation

Provisioning Services n

‘ Target Device Installation
| e and Suppert

Click Install Server.

The installation wizard will check to resolve
dependencies and then begin the PVS server
installation process. It is recommended that
you disable anti-virus software prior to the
installation.

—

m—r. ) B~ et

S

Install the Provisioning Services server.
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Instructions

Visual

Click Install on the PreRequisites dialog.

3 Citrix Provisioning Services x64 requires the folowng items to be instaled on your
computer, Clck Install to bagn nstaling these requrements,

Status  Requrement

Pendng Broker Snapin v2 x64

Pendng Host PowerShel Snapln v2 x64
Pendng DelegatadAdmin PowerShell Snapln x64
Pendng Configlogging_PowerShellSnapInx64
Pendng SQLNCx64

Pendng Configuration_PowerShelSnaplnyxsd

|_ostl ]| concel |

Click Yes when prompted to install the SQL
Native Client.

Citrix Provisioning Services x64 optionally uses SQLncx64. Would you
like to install it now?

Click Next when the Installation wizard starts.

Welcome to the Installation Wizard for Citrix
Provisioning Services x64

The InstaliShiedd(R) Wizard will install the Citrix Provisoning
Services x64 on your computer, Tt is recommended that you
disable any Antivirus software before continung. To continue,
dick Next.

WARNING: This program is protected by copyright law and
international treaties,

[ <k | Nucﬁ_][ Cancel |
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Instructions

Visual

Review the license agreement terms.

If acceptable, select the radio button labeled “I
acceptthetermsin thelicense agreement.”

Click Next.

License Agreement
You must view the entire icense agreement in order to continue.

CITRIX LICENSE AGREEMENT ~

This is alegal agreement ("AGREEMENT") between you, the Licensed User, and
Citrix Systems, Inc,, Citrix Systems Intemational GmbH or Citrix Systems Asia Pacific
Pty Ltd. Your location of receipt of this product or feature release (both heremafter I
"PRODUCT") or technical support (hereinafter "SUPPORT") determines the
providing entity h der (the applicable entity is heremnafter referred to as
"CITRIX"). Citrix Systems, Inc , 2 Delaware corporation kicenses this PRODUCT in
the Amencas and Japan and provides SUPPORT i the Amencas. Citrix Systems
Intemational GmbH, 2 Swiss company wholly owned by Citrix Systems, Inc,, hicenses

this PRODUCT and provides Support i Europe, the Middle East, Afnica and v
I@'Imtﬂnmhhemagm I [ ot |
() T do not accept the terms in the license agreement
InstalShield

< [ > ][ am ]

Provide User Name, and Organization
information.

Select who will see the application.

Click Next.

Organization:

Irstall this application for:
(® Anyone who uses this computer (all users)

) Oy for me (Windows User)

InstalShield

[ <Back | uexq}J]
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Instructions

Visual

Accept the default installation location.

Click Next.

Cick Next to instal to this folder, or click Change toinstal to & different foider, m

-, Instal Otrix Provisioning Services x64 to:
e/

C:'¥Program Files|Citrix Provisioning Services’,

InstalShield

Click Installto begin the installation.

- S —

Click Instal to bagn the instalation,

If you want to review or change any of your installation settings, dick Back. Cick Cancel to
exit the wizard,

InstalShieid

Eemet P ] oot

200



Instructions

Visual

Click Finish when the install is complete.

Installation Wizard Completed

The Instaliation Wizard has successfully instaled Citrix
Provisioning Services ¥4, Chak Finish to exit the wizard,

<Back | ﬁﬂl[q I Cancel

Click OK to acknowledge the PVS console has
not yet been installed.

The PVS Console is not detected in your system, You wil need
the Console to log nto your PVS Farm from this system.
Pleass install it

Al

The PVS Configuration Wizard starts
automatically.

Click Next.

The Configuration Wizard provides an easy way to
 setup & "basic” Server configuration.

For advanced configurations, see the Instalation and
{ Configuration Guide.

j‘ You can always run the Configuration Wizard again
later from the Start Menu,
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Instructions

Visual

Since the PVS server is not the DHCP server for
the environment, select the radio button
labeled, “The service that runs on another
computer.”

Click Next.

= Provisioning Services Configuration Wizard

DHCP Services
Spedfy the service that will provide IP address assigrments to Provisionng
Services target devices,

(_) The service that runs on this computer

0
Jthe

(8] The service that runs on another computer

v

| <Back I m> I

Since this server will be a PXE server, select the
radio button labeled, “The servicethatrunson
this computer.”

Click Next.

5 Provisioning Services Configuration Wizard

PXE Services
Spedfy which service will deliver this nformation to target devices,

During the PXE boot process the bootstrap fie name and FQDN/IP address of the
TFTP server hosting the bootstrap are delivered via a PXE service or DHCP options

66/67,

(®) The service that runs on this computer

Provisioning Services PXE service

) The service that runs on another computer

53

| <back || Ne> || concd
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Instructions

Visual

= Provisioning Services Configuration Wizard
Farm Configuration
Since this is the first server in the farm, select | ORI I SO
the radio button labeled, “Create farm”.
(®) Create farm
() 3o existing farm

Click Next.

£3

S WS

Enter the listener name of the SQL server
AlwaysOn group that hosts the database as the
Server name.

Note: If using a cluster, instead of AlwaysOn
groups, you will need to supply the instance
name as well.

Click Next

- Provisioning Services Configuration Wizard
Database Server
Enter the Server and Instance names.

Server name: I sqiduster.hv.pod.local I

Instance name:

‘. .|

Optonal TCP port:

| <pack |[lywext> | |

Cancel
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Instructions

Optionally provide a Database name, Farm
name, Site name, and Collection name for the
PVS farm.

Select the Domain Admins group for the Farm
Administrator group.

Click Next.

Visual

New Farm
Enter the new Database and Farm names.

Database name:

[ ProvisioningServices v

Farm name: [ Farm

Site name: |5¢=

Calection name: [ Collection

(®) Use Active Directory groups for security
Use Windows groups for security

Farm Administrator group:

| rv.pod.ocal Users/Domain Admins

Provide avDisk Store name and the storage
path the EMCVNXe vDisk share.

Click Next.

|<Bad¢ |[ >

New Store
Enter a new Store and default path.
Store name: | vDisk Store ]
Defadtpath; | \\10.66.0.48\vDisk | [Browse... |

<Back IIthJ[oma]
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Instructions

Visual

Provide the FQDN of the License Server, in this
case it will be the first delivery controller.

Optionally, provide a port number.

Click Next.

- Provisioning Services Configuration Wizard = |
License Server 3y
Enter the license server hostname and port.
License server name: | EXC1.hv.pod.local [
License server port: 27000
[ "] validate fcense server version and communication
Cancel

(<o | nepe> |

If an active directory account is not already
setup for the PVS servers, create that account
(which only needs to be a domain member)
prior to clicking Next on this dialog.

Select the Specified user account radio button.

Complete the User name, Domain, Password,
and Confirm password fields, using the PVS
account information created earlier.

Click Next.

+ Provisioning Services Configuration Wizard

User account
The Stream and Soap Services wil run under a user account. Please sefect what
user account you will use,

() Network service account

ey
o

(®! Spaafied user account

User name: | pvs

o T e

Doman: [ I
Password: : sesssese I
Confirm password: sessenee J
Note: The database will be configured for access from this account.

Cancel
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Instructions

Visual

Set the Days between passwordupdatesto 30.

Click Next.

Active Directory Comp A P d
Automate computer account password updates?
[V Automate computer account p d update

Keep the defaults for the network cards.

Click Next.

Speafy network settngs, n

vy

Streaming network cards:

Y 10610.31
Management network card:

Enter the base port that will be used for network communications., A total of 20 ports
are required, You must also select 3 port for console communications,

Note: All servers must have the same port configurations.

First communications port: 6890
Console port: 54321

BT v
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Instructions

Visual

Enable the Use the Provisioning Services TFTP
service checkbox.

Click Next.

TFTP Option and Bootstrap Location
Typically only one TFTP server is deployed as part of Provisioning Services.

I C:\ProgramData \Citrix \Provisioning Services Tfipboot\ARDBP32.BIN ] [m...

Accept the default Stream Servers boot list.

Click Next.

Stream Servers Boot List
Specify at least 1 and at most 4 boot servers.

The bootstrap fle specfies what servers target devices may contact to complete the

baot process.

‘Server P Address  ServerPort Device SubnetMask  Device Gateway
10.61.0.31 8910 255,255,255.0 0.0.0.0

l Add [ =3t |[ Remove [ Movews || move down

<oaet|[eqe ] ol ]
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Instructions

Visual

Click Finish to start the installation.

Finish
Confirm configuration settings.

PXE - Install Service

Database Server = sqlduster.hv.pod.local\

Farm = ProvisioningServices:Farm

Site and Collection = Site, Collection

AD Group = hv.pod.localUsers/Doman Admins

Store and Defaut Path = vDisk Store, 1110.66.0,48\vDisk
License Server:Port = EXC1.hv.pad.local: 272000

User Account = hv'\pvs

Computer account password changes every 30 days
Communications - First Port = 6890, Last Port = 6909
Console - Soap Port = 54321

NIC - Selected IP = 10.61.0.31

Management NIC - Selected IP = 10.61.0.31

<

[w] Automatically Start Services

When the installation is completed, click the

Done button.

Finish
Confirm configuration settings.

Stopping Network Services
Stopping Software Stream Service
Conficuring Sarvs

Starting Software Stream Services
Starting Network Services

< Back

Cance
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Instructions

Visual

From the main installation screen.

Click Console Installation .

CITRIX Provisioning Services n

@ Console Installation
W | server Installation
. Target Device Installation

:J I:leb[xd Support

Click Next.

Welcome to the InstaliShield Wizard for Citrix
Provisioning Services Console x64

The InstalShield(R) wizard will nstall Gitrix Provisioning
Services Console x84 on your computer, To continue, dick
Next.

WARNING: This program is protected by copyright law and
nternational treaties,

<t | nﬁsl[ﬁ#]
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Instructions Visual

Readthe Citrix License Agreement. You must view the entre lcense opreementin order 1 continue. d'l'l[X'
CITRIX LICENSE AGREEMENT A
Thls is alegal agreement ("AGREL\!E\T“) between you, t!.u'_l.icensed Usef, and‘ !
If acceptable, select the radio button labeled “I Citsix Systems, Inc, Citrix Systems Intemational Gmbt or Citrix Systems Asia Pacific
. N Pty Ltd. Your location of receipt of thiz product or fi 1 (both h ft
acceptthetermsin thelicense agreement.” "PRODUCT") or technical (hereinafter "SUPPORT") determines the

e
providing entity h der (the applicable entity 1s hereinafter referred to as
"CITRIX"). Citrix Systems, Inc, 2 Delaware corporation licenses this PRODUCT in
the Amencas and Japan and provides SUPPORT m the Amencas. Citrx Svstems
Intemational GmbH, & Swiss company wholly ownead by Citnx Systems, Inc., icenses
this PRODUCT and provides Support in Europe, the Middle East, Afnca and v/

Click Next. [@xmumhnmqmtl E}

()1 do not sccept the terms in the license agreement

InstalShieid

Optionally provide User Name and Please enter your informaton, d‘l'l!X‘
Organization.

User Name:

[VWingons Used

Organization:

I
Click Next.

Irstal this spglication for:

(®) Anyone who uses this computer (all users)
) Only for me (Windows User)

InstaiShield

[ <Bak || Nexx_ll Cancel
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Instructions

Accept the default path.

Click Next.

Visual

Cick Next tonstalt this folder, or ik Change to nstal to  different foider. CiTRIX

1, Instal Otrix Provisioning Services Console x64 to:

’J C:\¥Program Files\Citrix Provisioning Services Consale)

InstalShield

Leave the Complete radio button selected.

Click Next.

Setup Type . .

Please sslect 3 setup type,

(e Complete
ﬁ Muogrm&auuwlbemhlad.mhmﬁ
space,

) Custom

Choose which program features you want installed and where they
wil be nstalled, Recommended for advanced users,

InstalShield

e e e e
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Instructions Visual

17 Citrix Provisioning Services Console ¥64 - InstallShield Wizard [0 |
Ready to Install the Program
Click Installto start the console installation. The wizard & ready to begin instalistion, CiTRIX

Clck Instal to begn the instalation,

If you want to review or change any of your nstallaton settings, dick Back. Cick Cancel to
exit the wizard,

[ Citrix Provisioning Services Console x64 - Instalishield Wizard [ |

3 . InstaliShield Wizard Completed
When the Installation completes, click Finish to CITRIX
2

close the dialog box.
The InstalShield Wizard has successfully instalied Citrix
Provisioning Services Consale x64. Click Finish to exit the
wizard,

6.14.2. Installation of the Second PVS Server

Complete the installation steps on the second PVS server as previously completed on the first PVS server
to the configuration step where it asks to Create or Join afarm.
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Instructions

Visual

From the Farm Configuration dialog, select
“Join existing farm.”

Click Next.

[ Provisioning Services Configuration Wizard

Farm Configuration
Create a new Farm or join an existing Farm, Can be skipped if akeady
configured,

) Create farm

53

|<Bedtlr:q|>|[can<ell

Enter the listener name of the SQL server

AlwaysOn group that hosts the database as the
Server name.

Note: If using a cluster, instead of AlwaysOn
groups, you will need to supply the instance
name as well.

H+1 Provisioning Services Configuration Wizard

Database Server
Enter the Server and Instance names.

Server name: I salduster.hv.pod.jocal I

= |

Optonal TCP port: |

Instance name:

Specify database mirror fafover partner

e

\ <Bo§ Lmext> | [ cancel
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Instructions

Visual

Accept the Farm Name.

Click Next.

Existing Farm
Sedect the Farm,

Farmname: | ProvislonngServices:Farm ' i v

<ok [ rely | [ conel |

Accept the Existing Site.

Click Next.

Site
Select 2 Site or enter a new Site and Collection, n

(®) Existing site

Site name: Site b |
O New site

SEe nam!

“allection Coﬁecnon

<M]|Ne)q\§|[WJ
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Instructions

Visual

Accept the Existing vDisk store.

Click Next.

Store

Select a Store or enter a new Store and default path.

-

Provide the PVS user account information.

Click Next.

Store name: | vDisk Store v)
) New store
Store naimne Store

Defauk path

<gack | mexpe | | conce
-

User account

The Stream and Soap Services will run under a user account. Piease select what

user account you will use,

() Network service account

(®) Spedified Lser account
User name: lPVS |
Domain: l""" '
Password: loocoo..o i
Confrm p d I o I
Note: The database wil be configured for access from this account.

<MIM>I[WJ
173
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Instructions

Visual

Set the Days between passwordupdatesto 30.

Click Next.

Automate computer account password updates?

Active Directory Computer Account Password n

(V] Automate computer account password updates
Dot -

Accept the network card settings.

Click Next.

3 10.610.32

Management network card:

Enter the base port that will be usad for network communications. A total of 20 ports
are requrred, You must also select a port for console communications.

Note: All servers must have the same port configurations.

First communications port: [ess0 |
Console port: 54321 |

|<m|m§][w]
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Instructions

Visual

Enable the “Use the Provisioning Services TFTP
Service” checkbox.

Click Next.

TFTP Option and Bootstrap Location
Tyoically only one TFTP server is deployed as part of Provisioning Services,

(¥ Use the Provisioning Services TFTP service
| C:iProgramData\Cirix Provisioning Services\Tfipboot ARDBP32.BIN | [Browse... |

Accept the Stream Servers list.

Click Next.

Stream Servers Boot List
Specify at least 1 and at most 4 boot servers.

The bootstrap file speafies what servers target devices may contact to complete the

boot process,
| Server IP Address Server Port Device SubnetMask  Device Gateway
| 10.61.0.32 8910 255,255.255.0 0.0.0.0

I Add Edit Move up Move down

<gack || uexp[ Cancel

217




Instructions

Visual

Click Finish to start the installation process.

Finish
Confirm configuration settings.

PXE - Install Service -
Database Server = sgduster.hv,pod.jocal\ {
Farm = ProvisioningServices:Farm

Computer account d changes every 30 days
Communications - Frst Port = 6890, Last Port = 6505
Console - Soap Port = 54321
NIC - Selected 1P = 10,61.0.32
NIC - Selected IP = 10,61.0.32
TFIP - Install Service |
File = C:\ProgramData\Citrix \Provisioning Services [Tftpboot \ARDBP32.5IN *

<| >

¥ Automatically Start Services

<aad:|m§ch-w='I

Click Done when the installation finishes.

Finish
Confirm configuration settings.

Stopping Network Services
Stopping Software Stream Service
Configuring Services

Starting Software Stream Services
Starting Network Services

BEERE

< Back I E l | Cancel
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Instructions Visual
a Provisioning Services Console =orx]|
& File Action View Window Help -1;{
. &= xnm @
With a second PVS server the boot strap should s :
&4 Provisioning Services Console Name Connections Description
be updated on both servers. The boot strap 4 E8 Farm (pus2 hv.pod.local) & Hpvst 0
+ B sites @ B[ : —_
server is responsible for providing vDisk « [B ste .
p p g [ servers Copy Server Properties...
assighments to target devices. (2 voisk Pool Stream Service »
b lm. vt‘ls.k Updae P‘vhmagem- Show Connected Devices...
b &gp Device Collections
| LL Views Rebalance Devices...
E Hosts I Configyre Bootstrap... I
[S j) Views Ccnhgh& BIOS Bootstrap...
La unch the PVS console b [ Stores Check for Automatic Updates..
' Audit Trail...
Copy
7(7 " R4
Cunﬁg_u(es the bootstrap file on the server. Seion
. I = Dafeark
Select the server and right-clickand select
Configure Bootstrap... from the context menu.
Geners jOpnons
Click the Read Servers from Database buttonto
Bootstrap fie ARDBP32 BIN v|
add the other PVS server. s -
Server |P Address Server Port Device Subnst Mask Device Gateway
1061031 6910 2552552550 0000
1061.0.32 5310 2552552550 0.000
Click OK to save the changes
Add... I Edt... I Remove Move Up Move Down |

Repeat for the other PVS server.

| Read Servers from Database |

[T [ e |

6.14.3.

Installing the Delivery Controller

The steps in this section should be completed on all XenDesktop Delivery Controllers. There are two key
tasks described in this section: (1) installing Microsoft System Center 2012 Virtual Machine Manager
(SCVMM) and (2) installing the XenDesktop Delivery Controllers and other XenDesktop software

components.
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6.14.3.1. Installing Microsoft System Center 2012 Virtual Machine

Manager (SCVMM)

Microsoft System Center 2012 Virtual Machine Manager must first be installed before beginning
XenDesktop software installation and configuration. Afterinserting the System Center Virtual Machine

Manager ISO, you should see a Welcome screen.

Instructions Visual
~ System Cent
. ¢ nterzo
Select the Install link. . System Centerzo12
dachine 'Managet
r nstall o
The installer will copy some files over tothe R = e .
host then present the feature screen. | | s
Optanal isstaliations
n:u(:\”mer. e local machene
’:’:"l.::;::xv! Cotposetian. A gty ieserees
Select the VMM Console for install. ] T Moo Symwm Comter 2012 Virieal Wachune Merager Smp Wia L W
Select features to nstall

Click Next.

VMM management serve

bpasd sl =

l ¥ VM console
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Instructions

Visual

Readthe notice.

| acceptable, enable the checkbox labeled “I
agree with the terms of this notice.”

Click Next.

Ty weited Tayaart o prizmeses

Please read this notice

[PLEASE MOTE: Ths software s “ACOtoos Sofwere™  You miay use s software with sach validly licensed
}mwvmm(mﬂanlmmmmﬂ. You may mot use B
siftearn f you 00 00t hawe & boenss for T Sarver Sofwirs. Your e of e AGODOSS Softadie I subject tn
the Scavse Breement guverTing your Lo of De Server Software

| 7 1 3w ittt =t 905 s0scn | [ e

SV Frep Thateeeet

From the Customer Experience Improvement
Programscreen, click Next .

Do yrea Ragrart 3 prame
L e

Customer Expenence Improvement Program (CEIP)

¥ youd e i VWIM csmicse to 12 5 VWM manage rvwr that i g v the Custooner Lipatance
Irngrorarrars Prugeaes [C5F) tae VMM comsie e wil be suterrutsly sraited = CES

The Castames Experancs srpowene frogrem sofmcn tatates’ sformraton sbout beeds snd wage satterra Tha
PoATeTr ot (L et 104 The 10M [npne 0 brpene g T sty Wity B pertiieance OF 1N Aet weiine o Vel
Martase Veagen

IV y0ai 05 AT wetl T PASigate m (5 3% o CoMGts The iraaron 30 the VIAM contase. G0 1 T
wearkapace sk Corwral doubie-chok Cuatarver Eparance lmprivemert Proguemn Semegu st Sien chet Mo | powber vt &
parttpete m COP,

More stont thet Laattres Dmm ere e segromeet Prugrem
Firp Maprment %s e Mammma® Tortsase: Dgeres o W8 grammem| Sogas
VY Py Datervers

| Pevene | @Li—g 1
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Instructions

Visual

From the Microsoft Update screen enable the
On (recommended) radio button.

Click Next.

v} WACTOROM System Center 2012 Watdl Mactre Manage! Setuo WEsd = |

Gerg viames

Microsoft Update

Wemmio® Updex sRamn wearmy €30 mpcre! Losates far WSt wng oter Mommic® wohtaes othstng by
Tomtee 207 YW Upslites ave dobament sinng Stemnts Lpndates i pon (o v Tre Narimi® Ugelate wetets

* On tracomnevended |
Use Kxnmch Lintete &= check for spdate
on

Tow #F atnrsasnly (hach e sgdies

yiare f

Previre | ::i l Cores'

Accept the default installation location.

Click Next.

(7] TAGTECH Sytiem Canter 3072 Virtual Machine Mamager Setp Waad |

Tefieng 1t

Installation location
The recammennet izcatne ‘or progrem S a desiees

g am Piey Nagus® Spitem Cocome JT17 Vil Mactine Manage Bowee

Locateom

e o
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Instructions Visual
Cortguracce
Accept the default communication port. —
Port confiquration

Click Next.

Admrestrator Comcle

30 T s i w11 1he MM bt et st

SN e [

Review the installation summary.

Click Install.

¥ WA SS0R System Centes 2012 Vsl Mathine Maroger Setup Weard

Cortigurstan
-——

Installation summary

Becmy thw setectizes for WMsteTs yus oW vatatey |0 coverus Tk vmiet! Yk rarge these srwrsom =xt b

Featares sebecimd 1o be actied
VMM comnale

ettt Lisatos

CAfrogram e\ Microust Systen Comer 2012\ Virtual Machine Mansgor\

Camengracation Sty

B190 - Commumication with the VMM comsobe

Ltomg M roneft Upcele
Yeu

[T, @ [

L
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Instructions Visual

When installation is finished, disable the Studio App ¥ Fulitatung
checkbox labeled Open the VMM console Swipisimogt 1 s s Ay ¥ puliviiog porvec te Shis shupmmet
when this wizard closes.

Apo ¥ Pubdishing

Click Close.

Reboot the server before starting the
XenDesktop configuration or the SCVMM
configuration will fail.

6.14.3.2. Installing XenDesktop Delivery Controllers and Other
Components

After theinstallation of SCVMM on the VM, you must install the XenDesktop Delivery Controllers and

other XenDesktop components. When you start the installation process from the Citrix XenDesktop 7
DVD, the installation wizard presents a menu with three topics.
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Instructions

Visual

To begin the installation of Delivery Controllers,
click “Get Started - Delivery Controller.”

Virtusd Dwitvary Agent e Wiexdowe

Readthe Citrix License Agreement.

If acceptable, indicate your acceptance of the
license by selecting the “I haveread,
understand,and accept the terms ofthe
license agreement” radio button.

Click Next.

XenDesktop 70

ooy Agressrees
Cane Comvpanenes
o

Frome

v

[

Pree

SOMware LIonss AQIooment

CITRIX LXCENSE AMOREEMENT

Thae o o iagal sgreemmst (CACREEMENT") Setwees you, e Licomsed User. and Coma
Sretema, foc, Ciex Syviwes letematacea! Crztlf, cr Corns Syetonns Aum Pucatic By Lod
Vit Movunon ol pevmpt of M grodant o fosture redeme vtk beewiasles “PROCIUCT
o tacheical suppant (Sarmeafior “SUPPORI™) detrsaioss e pryvadiag sy hassader
(e applicatie sesiy 1 bessmaatier refwmed 3 a6 CITRIXT) Cie Spwiese. loc. 3
Dalewme vorpermes, boosses thn MLODUCT = e Amenites sd Mpex wd provides
SUPPORT w0 Awavvias Comen Sy utmns Tntmeancns) Gerbit, & 55 sospany whod
ward by Clis Fywems, Joe . Liwmses i PRODUCT el govcates SUPPORT
Larope, S Mddle Bact ant Aftiza, and Scecees the FRODUCT 1 Asa wet the Facife
(enedwiing Jepen) Crers Sevimmn Asae Pacrlic Py Lol poovatien SUPPORT 2 Aot end
the Bacefic (exciokag Jepe) Citn $ystems Jepes KX poovde: ORI =
INSTALLING AXDOR UNING THE TRODUCT. YOU ARE AGREERNG T
BOUND BY TM TI00MS OF TMIS AOKLENENT & YOU DO NOT ACREE 1¢
TESMS OF THIS AGELEMENT, DO NOT INSTALL AXDOR USE THE PRODUCT

ORANT OF LXTINSE Tha PRODUTT comtuas ssfwame iu
provides srvices ez ¢ commpate tebied 2 s {“Serve Softears”) md comtaim
eftmmry e Kirme @ compuiet 5 acewn or WS S50 sertioms pretided by Se
Beroor Seltwme CChust Sefltwa™) Thas PRODUCT s lummsnd ieden & som
model (Ve Model'), o Secion sodl ("Devks Model™) o7 sossmmmt seer

B 190 0% Mgt Toe seenm 5l Toe Spare ageasneet
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Instructions

Visual

Select the components to be installed:

Delivery Controller
Studio
Director

License Server (install only on one VM)

In this Cisco Validated Design, StoreFront is

installed on a separate virtual machine, so
uncheck StoreFront.

Click Next.

XenDesktop 7.0

Core Camponents

xatam

Pegroe Fhen Ot

The Microsoft SQL Server is installed on a
separate server, so uncheck the Install

Microsoft SQL Server 2012 Express checkbox.

Click Next.

XenDeskiop 7.0
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Instructions

Visual

Select the default ports and automatically
configured firewall rules.

Click Next.

RenDesktop 70

Forast

The Summary screen is shown.

Click Install to begin the installation.

The installer displays a message when the
installation is complete.

XenDeskiop 7
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Instructions Visual

XenDeskiop 7 Frunh instaliutisn

Verify the Launch Studio checkbox is enabled. Tit et somepletl sividely

Click Finish.

6.14.4. XenDesktop Controller Configuration
Citrix Studio is a management console that allows you to create and manage infrastructure and
resources to deliver desktops and applications. Replacing Desktop Studio from earlier releases, it
provides wizards to set up your environment, create workloads to host applications and desktops, and
assign applications and desktops to users.

Citrix Studio launches automatically after component installation from DVD, or if necessary, it can be
launched manually. You can use Studio to create a Site, which is the core XenDesktop 7 environment
consisting of the Delivery Controller and the Database.
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Instructions

Visual

Click Get Started! Create a Site.

Welcome l_

Welcome to Citrix Studio

Full deployment

Get started! Create a Site
Get started! Deploy applications and desktops for your organization,

(Remote PC Access deployment can be added later)

Remote PC Access deployment
Provide secure remote access to physical PCs

Build a deployment to allow users remote access to their physical PCs through a secure connection.

Full deployment can be added later

Extend

Scale out your deployment

Add the Delivery Controller installed on this server to an existing Site,

Select the “Configure a Site and start delivering

applications and desktops to users” radio
button.

Enter a site name.

Click Next.

$ull Degroymestt

Studio Build and customize a full production environment,

Wt wondd you B 5 Comate”
Introdection 3 XA RO
Datatiace LTI A P e
Ly
Cavector
farzazm de pe wrmg ) e e ——-
Ttenge
bV Bubtniag
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Instructions

Visual

Provide the Database Server location using the
AlwaysOn SQL Listener name.

Click Test connection... to verify that the
database is accessible.

Note: If using a clustered database instead of
the AlwaysOn configuration, then the SQL

instance name must also be supplied. Ignore
any errors and continue.

Studio otsbo

The daratere swrree of 1oy cordguevtoe jopgng s worvmang tets
Dot evwse s vwn oo vtren

| orime v gcaiscal |

Latazaas rams
]
| S
Lommacicn
- 1 s 0 e b g 0 by e Fas A e e @ b b g 4 e Galbase
v aevh il
Saorage
(rtwerete dwisbaie wryh. o
Apyrt Brddadersy
]

Click OK to have theinstaller create the
database.

No database was found on the database server.
9 To create a database automatically, click OK.

Or, if you would prefer to use the database schema to create 3
database, click Cancel,

(=

Click Next.

Studio o

Tre 2eratere woree of 10y cTrtgUvEse 9RO I Tormng tets
Dot ovese werwn booptren

[rorime i gcaiscal |

Detazans nams
Lxwmrg
¢ Corstedesisng? Tort smmactmE
Corrazen 3
& - W pems @ oot P g s e b £0 Fan A EREIE GEET TR @ 10w b e B e Gelbse
-
Saorage
(trete dwbobase sergh. | Tt
Ayt Brditaderny
s
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Instructions

Visual

Provide the FQDN of the license server.

Click Connect tovalidate and retrieve any
licenses from the server.

If no licenses are available, you can use the 30-
day free trial or upload a license file.

Select the Citrix XenDesktop Platinum license
radio button.

Click Next.

Studio

Select the Host Type of Microsoft System
Center Virtual Machine Manager

Enter the FQDN of the SCVMM server

Enter the username (in domain\username
format) for the SCVMM account.

Provide the password for the SCVMM account.
Provide a connection name

Select the Other tools radio button since
Provisioning Services will be used.

Click Next.

Studio

Comrwction
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Instructions

Visual

Click Next on the App-V Publishing dialog.

Studio

App-V Pulsliting

Full Degroymmiesit

Click Finish to complete the deployment.

Swdio

Ty

ol Decioyment
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Instructions

Visual

When the deployment is complete, click the
Test Site button.

All 177 tests should pass successfully.

Click Finish.

Full Deployment

Follow these

steps to set up and deploy your virtual desktop ir

Site Configuration

o

Catalogs

2

Delivery Groups

Create Catalog

» g’ ' I “”m’ -

Site configuration testing is complete.
———————————————)

v 177 successful tests

Shovazport | BRI

6.14.5.

Additional XenDesktop Controller Configuration

After the first controller is completely configured and the Site is operational, additional controllers can
be added. Also, all the installation steps configured in XenDesktop Controller Configuration section

must be completed prior to beginning this section.
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Instructions

Click Scale out your deployment.

Visual

Weicome

Welcome to Citrix Studio

Use this console to configure a fresh deployment, create 3 new Site, or extend
your existing deployment.

Full deployment

Get started! Create a Site
Get started! Deploy app and ps for your
{Remote PC Access deployment can be added later)

Remote PC Access deployment

Provide secure remote access to physical PCs
Build a deployment to allow users remote access to their physical PCs through a secure connection,
(Full deployment can be added later)

Extend

Scale out your deployment
Add the Delivery Controller installed on this server to an exsting Site.

Enter the FQDN of the first delivery controller
configured earlier.

Click OK.

Click Yes to allow the database to be updated

with this controller’s information automatically.

Specify the address of a Delivery Controller in the Site you wish to
join

I excl.hv.podiocal

9 Would you like Studio to update the database automatically?
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Instructions

When complete, verify the site is functional by
clicking Test Site.

Click Finish to close the test results dialog.

Visual

ciTrx

Full Deployment

Fatlow thew steps 10 set up and deploy your virtual desksap infrastructyim

Site Conflguration

0 ﬂ Test ‘f.n-h

Catalogy
2 Create Catalog

Detivery Grovgs

Site configuration testing is complete.

v 177 successful tests

6.14.6. Configure VM Hosting, Connections, and Resources
Each of the individual Hyper-V hosts will need to be added to the XenDesktop configuration.
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Instructions

Visual

From the Citrix Studio expand the
Configuration node.

Select the Hosting node.

e+ Citrix Studio (XenDesktop7)
L Search
g Machine Catalogs
£ Delivery Groups
[= Policy
Logging
4 [ Configuration
5, Administrators

Controllers
E Hosting

#w Licensing
3 StoreFront
[ty App-V Publishing

From the right-side Action pane select the Add

Nanw

A toen

0 e

Connection and Resources linkto start the Add
Connection and Resources wizard.
Adrt Conrection and Resourves
Select the SCVMM server that the host has Studio s seang et
been registered with. T
Click Next.
=
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Instructions

Visual

Select the host to add.

Select a cluster

Select a cluster

b = cluster
. = vdil-1
Click OK. e
P = wdil-2
b= vdil-2
b= wvdil-4
b= wdil-s
o= vdi2-2
b= wdi2-3
b= vdi2-4
PoO= wdi2-3
Select the networks that will be available to the Studio
virtual machines. Since the XenDesktop Setup e
Wizard does not support the Nexus 1000V i Selact 07 0f mces netiescs o Bue vitual machines 1o use
logical switch, both the standard switch IRA
network (Uplink1) and the logical network
(VLAN-62-2) will be selected. o
Click Next.
v | | o

Note: The Uplinkl network is used only for the
Virtual Machine creation through the Wizard.
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Instructions Visual

Select the location that reflectsthe share name Studio s
created on the local SSD drives.

Click Next. storige

Note: If the share name is not visible, create
the share and then use Refresh in the SCYMM
console on the host. Then restart the Add

Connections and Resources wizard.

Provide a Name for the resource connection Studio
that will appear in the Citrix Studio console.

Svevemary

Click Finish. e

Repeat the Add Connections and Resources for
each of the remaining hosts.

When all hosts are added to the environment,
right-click on the SCVMM server and choose
Edit Connection from the context menu. i
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Instructions Visual

Click Advanced . Studio Auazced

Use tw b owrg sptom oty svzer e geeance of 8 Ciox Sepport repremrtatoe a1
Socesmriaiion

Set the Maximum Active Actions to 150. gé o e |-
Set the Maximum new actions per minute to 60 ) R ? TR 2
(Recommended value: 10 * Number of Hosts). b oyt

Set the Maximum power actions as percentage
of desktops to 30.

Click OK.

6.14.7. Installing and Configuring StoreFront
In this Cisco Validated Design, StoreFront is installed on a separate virtual machine from other
XenDesktop components. Log into that virtual machine, and start the installation process from the Citrix
XenDesktop 7 DVD. The installation wizard presents a menu with three topics.

To begin the installation of StoreFront, click on
“Get Started - Delivery Controller.”

Paogetst Machibone winf baye

Virtual Dulbeney Agent fue Windows

Satver 0%
Cltrtx Licorw Sorver
Ciurk Searwlrnm

Citrhe Shaelor

Univarsat 't Sodver

AW b a1ty ExArnm, Wt ikt e0t (e
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Readthe Citrix License Agreement.

If acceptable, indicate your acceptance of the

license by selecting the “l haveread,
understand, and accept the terms ofthe
license agreement” radio button.

Click Next.

XenDesktop 7.0

Licensing Agreement
Core Components
Features

Firewall

Summary

Install

Fimish

Software License Agreement

CITRIX LICENSE AGREEMENT
This 15 2 legal sgreement ("AGREEMENT") between you. the Licensed User. and Citrix
Syatems. Inc . Citrix Systetns International GmbH. or Citrix Swstems Asia Pacific Pty Ltd
Your location of recespt of this product ot feature releate (both heremaftes "PRODUCT")
UPPORT") determines the providing entity heteunder
y is hereinafier referred 1o as "CITRIX") Citrix Systems, Inc, a
licenses this PRODUCT in the Americas and Japsa and provides
SUPPORT in the Americas Citrix Systems International GmbH, 2 Swiss company wholly
owned by Citrix Systems, lac ses this PRODUCT and provides SUPPORT in
Evtope, the Middle East, and Afia and hie es the FRODUCT i Asta end the Pacific
Pacific Pty Ltd. provides SUPPORT in Aia and
s Japan KK provides SUPPORT in Japan. BY
ND'OR USING THE PRODUCT, YOU ARE AGREEING TO BE
HE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE
TERMS OF THIS AGREEMENT, DO NOT INSTALL AND OR USE THE PRODUCT,

! GRANT OF LICENSE This PRODUCT contains software that
provides services oo 8 computer called a server ("Server Software”) and costaina
are th w3 3 computer 1o access oF utilize the services provided by the
Server Software ("Client Software”). This PRODUCT is licensed under a user
model ("User Mode!"), & device model ("Device Model") or concurrent user

[ (®) | have read, understand, and accept the terms of the koenue agreement ]

TUG Mot Scceot Uie L1 OF Uhe Iense Boreemant

Select StoreFront asthe component to be
installed.

Click Next.

Xenbesktop 7.0

Carw Camponents
Firwwall
Summary

Install

Core Componanis

For seale
talbed

Lwationn CAProgram Fde'd e hange.

Dl

n

ontiolle

[

Lk Sor vey

Select the default ports and automatically
configured firewall rules.

Click Next.

XenDesktop 7.0

Tirewall

Hummary
Install

Fiewen

Trewal

The detailt ports s Mited bekow Printalile

80, 443 1CP

Contiyurs trwwall nites
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The Summary screen is shown.

The installer displays a message when the
installation is complete.

Click the Install button to begin the installation.

XenDesktop 7.0 Summary

Summary

Verify that the checkbox to “Open the
StoreFront Management Console“isenabled.

Click Finish.

XenDesktop 7.0 Finish installation

ompleted successtully.

Citrix StoreFront stores aggregate desktops and
applications from XenDesktop sites, XenApp
farms, and AppController, making these
resources readily available to users. Citrix
StoreFront launches automatically after
installation from DVD, or if necessary, it can be
launched manuallyClick on the “Createa new
deployment” button.

Citrin Storefront

[ Actioen
| Citrix Srorefront

Welcome to StoreFront

1 deindeg vt semvee m
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Enter the Base URL to be used to access
StoreFront services.

Click Next.

StoreFront

Base URL

Create Now Deployment

Enter a Store Name.

Click Next.

StoreFront

e ——

From the Create Store page, specify the
XenDesktop Delivery Controller and servers
that will provide resources to be made available
in the store.

Click Add.

Citrix Storefront

StoreFront

Ostivery Contratiers

Create Stote
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In the Add Delivery Controller dialog box, add
servers for the XenDesktop Delivery Controller.
List the servers in failover order.

Click OK to add each server to the list.

StoreFront

Delivery Controlies

Citrix StoreFront

Create Store

Add Dedivery Controlier

Add Server

After adding the list of servers, specify a Display
name for the Delivery Controller. For testing
purposes, set the default transport type and
port to HTTP on port 80.

Click OK to add the Delivery Controller.

The Delivery Controller associated with the
store now appears on the Create Store page.

Click Next.

StoreFront

Ubamy § sbeuiinrs

Catrin St (o0t

Couate Sy
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From the Remote Access page, accept None
(the default).

Click Create to begin creating the store.

Cinrin Stowed ot

StoraFrant

To test the store, open it using the link in the
message indicating that the store was
successfully created.

Click Logon.

Install Citrlx Rocolver to access your applications

B e s Vo L e apeRItl

.

=
A message indicates when the store creation S
process is complete. The Create Store page lists A ki b A b
the Website for the created store.
Click Finish.
=R
[=To |
‘m podlocsl : o[ T—

A
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Log into Citrix Receiver as the administrator and
with the appropriate password.

Click Log On.

Citrix Receiver

Since there are no apps or desktops configured e (.v,.
in the store at this time, you will see a message
to that effect.

7. Desktop Delivery Infrastructure - Citrix

7.1.  Overview of desktop delivery
The advantage of using Citrix Provisioning Services (PVS) is that it allows VMs to be provisioned and re-
provisioned in real-time from a single shared disk image called a virtual Disk (vDisk). By streaming a
vDisk rather than copying imagesto individual machines, PVS allows organizationsto manage a small
number of disk images even when the number of VMs grows, providing the benefits of centralized
management, distributed processing, and efficient use of storage capacity.

In most implementations, a single vDisk provides a standardized image to multiple target devices.
Multiple PVS servers in the same farm canstream the same vDisk image to thousands of target devices.
Virtual desktop environments can be customized through the use of write caches and by personalizing
user settings though Citrix User Profile Management.
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This section describes the installation and configuration tasks required to create standardized master
vDisk imagesusing PVS. This section also discusses write cache sizing and placement considerations, and
how policies in Citrix User Profile Management can be configured to further personalize user desktops.

7.1.1. PVS vDisk Image Management
After installing and configuring PVS components, a vDisk is created from a device’s hard drive by taking a
snapshot of the OS and application image, and then storing that image as a vDisk file on the network.
vDisks can exist on a Provisioning Server, file share, or in larger deployments (as in this Cisco Validated
Design), on a storage system with which the Provisioning Server can communicate (through iSCSI, SAN,

NAS, and CIFS). A PVS server can access many stored vDisks, and eachvDisk can be several gigabytesin
size. For this solution, the vDisk was stored on a SMB3/CIFS share located on the EMC storage.

vDisks can be assigned to a single target device in Private Image Mode, or tomultiple target devices in
Standard Image Mode. In Standard Image mode, the vDisk is read-only, which means that multiple
target devices canstream from a single vDisk image simultaneously. Standard Image mode reduces the
complexity of vDisk management and the amount of storage required since images are shared. In
contrast, when a vDisk is configured to use Private Image Mode, the vDisk is read/write and only one
target device can access the vDisk at a time.

When avDisk is configured in Standard Image mode, each time a target device boots, it alwaysboots
from a “clean” vDisk image. Each target device then maintains a write cache to store any writesthat the
operating system needs to make, such as the installation of user-specific data or applications.

7.1.2. Overview - Golden Image Creation
For this Cisco Validated Design, PVS supplies these master or golden vDisk imagesto the target devices:

Table 13: Golden Image Descriptions

vDisk Name Server location Description

HSDGold Virtual— INFRA-1 The PVS golden image of Microsoft Windows Server 2012
for Hosted Shared Desktops.

XDGold Virtual— INFRA-1 The PVS golden image of Microsoft Windows 7 SP1 for

Hosted Virtual Desktops.

To build the vDisk images, OS images of Microsoft Windows 7 SP1 and Windows Server 2012 were
initially installed, along with some additional software, and prepared as standard virtual machines on
Microsoft Hyper-V 2012. These master OS images were then converted into a separate Citrix PVS vDisk
files. During testing, Citrix PVS and the XenDesktop Delivery Controllers use the golden vDisk images to
instantiate new desktop virtual machines on multiple Hyper-V targets.

In this Cisco Validated Design, virtual machines for the hosted shared and hosted virtual desktops were
created using the XenDesktop Setup Wizard along with System Center Virtual Machine Manager 2012
PowerShell scripting. The XenDesktop Setup Wizard (XDSW) does the following:

1. CreatesVMs on a XenDesktop hosted hypervisor server from an existing template.
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2. CreatesPVS target devicesfor each new VM within a new or existing collection matching the
XenDesktop catalog name.

3. Assigns a Standard Image vDisk to VMs within the collection. Each virtual desktop is assigned a
"Write Cache" (differencing disk) where any delta changes (writes) to the default image are
recorded and is used by the virtual Windows operating system throughout its working life cycle.
The Write Cache is writtento a dedicated virtual hard disk created by thin provisioning and
attachedto each new virtual desktop using PowerShell scripts.

4. Adds virtual desktops to a XenDesktop Machine Catalog.

Virtual desktops were optimized according to best practicesfor performance. (In the steps later in this
section, the “Optimize performance” checkbox was selected during the installation of the VDA, and the

“Optimize for Provisioning Services” checkbox was selected during the PVS image creation process using
the PVS Imaging Wizard.)

7.2. Installing the XenDesktop 7 Virtual Desktop Agent
Installed on the server and workstation operating systems, Virtual Delivery Agents (VDAs) enable

connections for desktops and apps. The following procedure was used to install VDAs for both OS
environments.

By default, when you install the Virtual Delivery Agent, Citrix User Profile Management 5.0is installed
silently on master images. (Using profile management asa profile solution is optional but was used for
this Cisco Validated Design, and is described in a later section.)

Instructions Visual

XenDesklop 7.0
Insert the XenDesktop 1SO and let AutoRun The Avalon Platform
launch the installer.

Deliver applications and desktops to any user,

. anvwhere. on ¢ f (ley y
Click Start on the Welcome Screen. WAYRINEE DR SR SRR
+ Flesthile spplication snd deshtop debvery
+ Centralired management snd vecurity

» Optimized for deployments of any size
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Toinstall the VDA for the Hosted VDI Desktops,
select Virtual Delivery Agent for Windows
Desktop OS. (After the VDAs installed for
Hosted VDI Desktops, repeat the procedure to
install the VDA for Hosted Shared Desktops. In
this case, select Virtual Delivery Agent for
Windows Server OS and follow the same basic
steps.)

Virsaal Osdeery Agent for Winsaws
Destiop O3

Chrte Lioonsa Server

Chrte Soudle

Select “Users to be able to connect to desktop
machines | create from this masterimage”.

Click Next.

Select “No, installthe standard VDA”.

Click Next.

XenDesktop 7.0

Frab sronear

.......

XenDesktop 7

X 1D P

Cone {ormpereres

L . st - qQ - ~
HDX 30 o
MIK 10 Pro cpriweses the prardarrance of qraghict-eteniive progieTm and Tede
{ertgunncn

Dozl the Victaal Dvlonry Agerst (VDA for MUK 30 Prat

A e retel the ancesd YOA

Vet wital the VO& boe HDX 30 Ao
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Select Citrix Receiver. Note: the Citrix Receiver

was notinstalled in the virtualdesktops for
the Cisco Validated Design testing.

Click Next.

Select “Do it manually” and specify the location
of your Delivery Controllers (in this case
excl.hv.pod.localand exc2.hv.pod.local).

Click Next.

Kenliunktop /.(

XenDesktop 7.0 Delivery Controliny

Delivery Controtler

awwall ANl ot ool

Select the default features.

Click Next.

XenDesktop 70

Frature
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Allow the firewall rules to be configured
Automatically.

XenDesktop 70

Click Next. e

Fiienal xad-

S

XenDesktop 7.0 Summary

Verify the Summary and click Install. O s onin o w0 e, () Rt o
Imstallation dwectory

Summary

XenDezktop 7.0 Fakh imtallston
Click Finish and the machine will restart. i i o

Fovany

==

Repeat the procedure so that VDAs are installed for both the Hosted VDI Desktops (using the Windows 7
OS image) and the Hosted Shared Desktops (using the Windows Server 2012 image).
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7.3.  Citrix User Profile Management Servers - CITRIX
Profile management from Citrix provides an easy, reliable, and high-performance wayto manage user
personalization settings in virtualized or physical Windows environments. It requires minimal
infrastructure and administration, and provides users with fast logons and logoffs. A Windows user
profile is a collection of folders, files, registry settings, and configuration settings that define the
environment for a user who logs on with a particular user account. These settings may be customizable
by the user, depending on the administrative configuration. Examples of settingsthat canbe customized
are:

e Desktop settings such as wallpaper and screen saver
e Shortcuts and Start menu setting

e Internet Explorer Favorites and Home Page

e Microsoft Outlook signature

e Printers

Some user settings and data can be redirected by means of folder redirection. However, if folder
redirection is not used these settings are stored within the user profile.

7.3.1. Install and Configuration of User Profile Manager
The first stage in planning a profile management deployment is to decide on a set of policy settings that
together form a suitable configuration for your environment and users. The automatic configuration
feature simplifies some of this decision-making for XenDesktop deployments. Screenshots of the User
Profile Management interfacesthat establish policies are shown below. Basic profile management policy
settings are documented here: http://support.citrix.com/proddocs/topic/xendesktop-7/cds-policies-
rules-pm-basic-settings.html.

Several XenDesktop Policy settings were required for the LoginVSI test. These policy settings were
configured based on the table (and screenshot) below and were assigned to all domain users.

Setting Name Setting Value

Auto connect Client Drives Disabled

Auto-create Client printers Do not auto-create client printers
Client drive redirection Prohibited

Client printer redirection Prohibited

Concurrent logons tolerance 4

CPU usage Disabled

CPU usage excluded process priority Disabled

Flash acceleration Disabled

Flash default behavior Disable Flash acceleration
Memory usage Disabled

Memory usage base load Disabled
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Figure 16: XenDesktop Policy

Pakcim
1 Unfitered
3 UPMRDS Paficy

4 UPM VDI Pokey

Testing
[ T
» Ao coonect client deves
User srtting
Dasbied (Drfuclt: Enatied)
¥ Acto cruste diest prinsters
User setting
Do not mto-creste client printers (Detaul Auto-creste all chant prmters)
» Client dvive redirection
User wetting
Probbiled Defaut Lawed)
¥ Client peinter reSsoction
User sethng
Peohibited (Defaut Alowed]

* Concumrent logons folerance
Computer wtting
Valee: 4 {Defaun Value: )
¥ CPU wsage
Computer setting
Drsabled (Defaitt: Doscles
¥ (PU wsage exciuded process peinnty
Computer setting
Dinabled (Dufwalt; Below Normal or Low
» Flah scoebaration
User sitting
Dsabled (Detadt: Eratied)
» Flash default bebavior
User sething
Disable Flank sccelerstion [Deleut Enable Flash acoelerstan)|
¥ Muemaory usage
Comguter setling
Desabled (Defautt: Daatled
* Memory usage base losd
Computer setting
Dinabled (Defuult: Ters lnec: 758 MBx)

Separate XenDesktop policies were used for the Hosted Shared Desktops and the Hosted Virtual
Desktops because the location of the user profiles was different. The policies are outlined below and
were assighed to the appropriate delivery group.

Hosted Shared Desktop Users:

Setting Name Setting Value
Active write back Enabled
Always cache Enabled
Always cachesize 0

Delete locally cached profiles  Enabled

on logoff

Enable Profile management Enabled

Path to userstore
Process logons oflocal
administrators

Profile streaming

\\cifsserver2.hv.pod.local\UserProfile\RDS2012\#SAMAccountName#
Disabled

Enabled

Note: If building the 1000-user configuration, you will need to create a second policy with a different
path to the user store on the other storage controller and assign it to another delivery group to split the
trafficacross the two CIFS shares.
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Figure 17: RDS User Profile Manager Policy

Policies UPM RDS Policy
1 Unfiltered
2 Testing Computer setting

Enabled (Defauit: Dizabled)

3 UPM RDS Policy
— C omputer seth ng

4 UPM VDI Policy Enabled (Default: Disabled)

» Always cache size
Computer setting
0 (Defauit: 0)

» Delete locally cached profiles on logoff
Computer setting
Enabled (Default: Disabled)

» Enable Profile management
Computer setting
Enabled (Default: Disabled)

» Path to user store
Computer setting
\\cifsserver2.hv.pod.local\UserProfile\RDS2012
\#SAMAccountName# (Default: Windows)

» Process logons of local administrators
Computer setting
Disabled {Defauit: Disabled)

» Profile streaming
Computer setting

Enabled (Default: Disabled)
Hosted Virtual Desktops:
Setting Name Setting Value
Active write back Enabled
Always cache Enabled
Always cachesize 0
Delete locally cached profiles on Enabled
logoff
Enable Profile management Enabled
Path to userstore \\cifsserver2.hv.pod.local\UserProfile\VDIUPM\#SAMAccountNa
mett
Process logons oflocal Enabled
administrators
Profile streaming Enabled

Note: If building the 1000-user configuration, you will need to create a second policy with a different

path to the user store on the other storage controller and assign it to another delivery group to split the
trafficacross the two CIFS shares.
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Figure 18: VDI User Profile Manager Policy

Policies UPM VDI Policy

1 Unfiltered m i r——

» Active write back

2 Testing Computer setting
Enabled (Default: Disabled)

3 UPM RDS Policy » Always cache

Computer setting
4 UPM VDI Policy Enabled (Default: Disabled)
» Always cache size

Computer setting
0 (Default: 0)

» Delete locally cached profiles on logoff
Computer setting
Enabled (Default: Disabled)

» Enable Profile management
Computer setting

Enabled (Default: Disabled)

» Path to user store
Computer setting
\\cifsserver2. hv.pod.Jocal\UserProfile\VDIUPM
\#SAMAccountName# (Default: Windows)

» Process logons of local administrators

Computer setting
Enabled (Default: Disabled)

» Profile streaming
Computer setting
Enabled (Default: Disabled)

7.4. Microsoft Windows 7 and Windows Server 2012 Golden Image Creation

This section provides the guidance around creating the golden, or master images, for the environment.
In this case, the images only had the basics added as necessary to run the Login VSI medium workload.

7.4.1. Microsoft Windows 7 and Windows Server 2012 OS Configurations

The master VMs for the Hosted Virtual Desktops and Hosted Shared Desktops were configured as
follows:

Table 14: 0S Configurations

vDisk Feature = Hosted Virtual Desktops Hosted Shared Desktops

Virtual CPUs 1 vCPU 6 vCPUs

DynamicRAM  Startup/Minimum 1.5 GB; Startup/Minimum 20 GB,
Maximum to 4 GB Maximum to 32 GB

vDisk size 17 GB 40 GB

Virtual NICs 2 virtual NICs—one “legacy” NIC  Same (2 virtual NICs)
for PXE boot and one “synthetic”
NIC for OS operation once the
VM has booted
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vDisk OS Microsoft Windows 7 Enterprise  Microsoft Windows Server 2012

(x86)
Additional Microsoft Office 2010 Microsoft Office 2010
software
Testworkload Login VSI “medium” workload Login VSI “medium” workload
(knowledge worker) (knowledge worker)

The software installed on each image before cloning the vDisk included:

e Citrix Provisioning Server Target Device (32-bit used for HVD and 64-bit used for HSD)

e Microsoft Office Enterprise 2010

e Internet Explorer 8.0.7600.16385 (HVD only; Internet Explorer 10 is included with Windows
Server 2012 by default)

e Adobe Reader9.1.0

e Adobe Flash Player 10.0.22

7.4.2. Installing the PVS Target Device Software
A Master Target Device refers to a target device from which a hard disk image is built and stored on a

vDisk. Provisioning Services then streams the contents of the vDisk created from the Master Target
Device to other target devices. Follow this procedure to install the PVS Target Device x64 software.

Instructions Visual

CiTR!X' Provisioning Services a

Insert the Provisioning Services ISO and let
AutoRun launch the installer.

*| Server Installation

*| Target Davice Installation

Click Target Device Installation .

He'p and Support

Install the Console.
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Instructions

Visual

Click Target Device Installation.

The installation wizard will check to resolve

dependencies and then begin the PVS target
device installation process.

The Welcome page appears.

Click Next.

Provisioning Services n

Welcome to the Installation Wizard for Citrix
Provisioning Services Target Device x64

Citrix Provisioning Services Target Device x64 Setup is
preparing the Installation Wizard which will guide you through

the program setup process. Please wait.

Computing space requirements
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Instructions Visual
! Citrix Provisioning Services Target Device x64 -—
Ready to Install the Program .
Select the Destination Folder for the PVS Target The Wi veady s egn Katalletion: CITRIX

Device program and click Next. Confirm the
Installation settingsand Click Install.

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

InstaliShield

I < Back || Install | | Cancel I

A confirmation screen appears indicating that
the installation completed successfully.

Click the checkbox to launch the Imaging
Wizard and click Finish.

1 Citrix Provisioning Services Target Device x64 -_

CITRIX

Installation Wizard Completed

The Installation Wizard has successfully installed Citrix
Provisioning Services Target Device x64. Click Finish to exit the
wizard,

[# Launch Imaging Wizard

7.4.3. Running the PVS Imaging Wizard
The Imaging Wizard automatically createsthe base vDisk image from a master target device.
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Instructions Visual
P Provisianing Services \maging Wizard =
-

The Imaging Wizard's Welcome page appears. CITRIX
Click Next. Welcome lo the Imaging Wizard

Tre nagingWizard automates the Drcess of e0ogng ane or mone haet dTves

YD B Wiy O

Nt For abwmetve mathods. refec 45 the Fweioning Sarsces

Acrarvatrece’'s Caschn

st Cance
= Provisioning Services Imaging Wizard - N
Connect to Fam
Ertar the name or addrens of & server in the larm 1o connect &
The Connectto Farm page appears. Enter the
name or |P address of a Provisioning Server ““'“
within the farm to connect to and the port to Por w4321
use to make that connection. (For this Cisco
Credentiah

Validated Design, the server name entered was 8 Lioa iy Werdorns crsdireial
PVS1.) e
Use the Windows credentials (default), or enter
different credentials, then click Next. If using
Active Directory, enter the appropriate e e
password information. o

Click Next.
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Instructions

Visual

Select Create new vDisk.

Click Next.

Sclext New or Existiog vDiak

Chaoas whather yos wart 1o

crmate » mew s Digk or sam wn exintng one

& Costm rww v Dk

Lise sartrg vOoeh

Conced

The New vDisk dialog displays. Enterthe name
of the vDisk, such as XDGold for the Hosted VDI
Desktop vDisk (Windows 7 OS image)and
HSDGold for the Hosted Shared Desktop vDisk
(Windows Server 2012 image). Select the Store
where this vDisk will reside. Select the vDisk
type, either Fixed or Dynamic, from the drop-
down menu. (This Cisco Validated Design used
a Fixed rather than Dynamic vDisk.)

Click Next.

vk nevw

vk byow

Erter he delals K¢ e sew VD4

Sore

22153 NE Frew

Aocessida by sever FVS1

Nt >

Cancel

From the Microsoft Volume Licensing page,
select the volume license option to use for
target devices. For this Cisco Validated Design,
volume licensing is not used, so the None
button is selected.

Click Next.

-

Microsoll Volume Liconsing

hoose if the vDisk 18 %0 ba ¢

ohgure

§ for

0 Services Imaging Wizard

Microsoft KMS or MAK volume

* None

Key Management Secvice (KMS

Mubiple Activation Key (MAK

licenan mansgsme

Newt
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Instructions

Visual

Define volume sizes on the Configure Image

-

Configure Image Volumes

Provisioning Services Imaging Wizard

Define the size of sach volume

li: _Source Volume Used Space _Free Spac [Capac File Systemn
VOIumes page' 1 ': Boot = v 14724 :‘QE 43% 15643 ;jB . 82% : ?gZB?MB NTFS
Click Next. = -
[ Destination Velume [ Used Soace J Free Soace |[__Capacty File Systen
C: Boat 14724 M8 48% 156435469 52%  3036TMB  NTFS
| v Dislc Store L Alocated Space Unaliocated Space Capacity
Sumemary 30373 MB W% 70755 MB 0% 101128 MB | Autoft
| <Back || Nedt> Cancel
o Provisioning Services Intaging Wizard -
At Target Dewics
The Add Target Device page appears. .
Select the Target Device Name, the MAC
. . Taget devew rarve J
address associated with one of the NICs that Pk The 1m0 Sovies nons St 55 B Sans Adhws Dvacicry nms o 146
was selected when the target device software e AR RGE
was installed on the master target device, and

the Collection to which you are adding the
device.

Click Next.

b the She ste of sever PYS)

Eack haet ol
s Provisioning Services Imaging Wizard
Summary of Farm Changos
This page suminarizes the changes 1o the Tarm
A Summary of Farm Changes appears.
The Wizard has enough information to create a new vOisk and add & Lo the fam
Select Optimize for Provision ing Services. Paase maw the irommation balow and chck Frish to create the « Dk
Mcroscht Vokume Licensng: Nona
Yome C, 14724 MB used, 5120 ME free. 15844 MEB capacty. NTFS aysten
= Add this machine to the fam
Device name’ Win2012_HSOGal
MAC 00-18-5D-00-42-03
Colecten Colectior
Clpturnze for Provisoning Services
« Back Frah Carl
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Instructions Visual

a2 Provisioning Services imaging Wizard

S.—_zyd Farm Cranges
The PVS Optimization Tool appears. Select the s Provisioning Services Device Optimization Tool 1)
appropriate optimizations and click OK. The W

Please =

 Dizabie \windoee: Autoupsabs

v Disasbie Background Lavout Servics
= _‘,a. v Drzable Homrale

Review the configuration and click Finish.

¥ Dizabie Indeang Serves
 Reduce Evert Log Sae 10 6%
o Dizable Clax Page Fis o Shudows

v Deabie 'windo

SupafFaich

o Dusable ‘Windows T " Dizabie \Windose: Search
' Disabde SchedudedDabag v Dizable ProganDixa odster

+ Fur NGen BecacQusua@ens [new wndow|

R
g

y
|

= Provisioning Services Imaging Wizard !

The vDisk creation process begins. A dialog
appears when the creation process is complete.
To continue the imaging process, you must

reboot and configure the BIOS/VM settings for
PXE/network boot.

Ogtmize for Provisoring Seraces

Repeat the procedure to create vDisks for both the Hosted VDI Desktops (using the Windows 7 OS
image) and the Hosted Shared Desktops (using the Windows Server 2012 image).

7.4.4. Installation of Login VSI Software
Tests were performed using Login VSI 3.7 (http://www.loginvsi.com), a load generation tool for VDI
benchmarking that simulates production user workloads to generate desktop workloads and gather data
about VDI performance. All tests were done using the default Medium workload to simulate the desktop
activity of a typical knowledge worker. Login VSI generatesan office productivity workload that includes
Microsoft Office 2010 with Microsoft Outlook, Word, PowerPoint, and Excel, Internet Explorer with a
Flash video applet, Java app, and Adobe® Acrobat® Reader. All applications are included for testing with

the Login VSI software distribution except for Microsft Office, which must be installed separatelyin the
OS images.

We used standard Login VSl installation instructions

(http://www.loginvsi.com/documentation/v3/installation) and best practices in preparing the master
images.
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http://www.loginvsi.com/
http://www.loginvsi.com/documentation/v3/installation

Follow these installation procedures to install the software:

1. Download the Login VSI archive file (VSI37.exe).

N

. Unpack the Login VSI archive file. This file contains:

e AD Setup

e TargetSetup

e Launcher Setup
e AnalyzerSetup

3. Configure the Active Directory with the AD Setup.

4. Configure a File Share (VSlshare) for logging.

9]

. Prepare the launcher workstations with the Launcher Setup.

(o))

. Prepare the target platform with the Target Setup.

7. Install the analyzer with the Analyzer Setup.

7.4.5. Optimization for PVS and XenDesktop 7

In the process of running the PVS Imaging Wizard, the PVS Optimization Tool appears. Be sure to select
the default optimizations.

Figure 19: XenDesktop Optimizations

a8 Provisioning Services Imaging Wizard X
Summary of Farm Changes
This o ErTRC 0T 7 o -
& Provisioning Services Device Optimization Tool
The Wiza|
' Dizable Offine Files ! Dizable Windows Autoupdate
P
—— ! Dizable Delrag BootOpbmeeFunction 1 Disable Background Lagout Service
O3 [V Disable Lot Acoess Tmestae | Disable Hbermate
| Reduce DedicatedDumpFile DumpFileSize to 2MB | Disable Indexing Sesvice
|| Disable Move to Recycle Bin ' Reduce Event Log Size to 64k
|v Reduce IE Temp Fle | Disable Clear Page File at Shutdown
[ Dizable Machine Account Password Changes | Dizable Windows SuperFetch
= AddY (| Disable Windows Defender V| Disable Windows Search
| Disable ScheduedDefrag ! Disable ProgramD atal) pdates
[ Run NGen ExecuteQusueditens (new window)
oK Ext
[ optn — A
< Back \7anh | Cancsl

The Virtual Desktop Agent also includes default optimizations during installation. When this feature is
enabled, the optimization tool is used for VDAs running in a VM on a hypervisor. VM optimization
includes disabling offline files, disabling background defragmentation, and reducing event log size. For
more information, see CTX125874.
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http://www.loginvsi.com/documentation/v3/installation/active-directory-setup
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http://www.loginvsi.com/documentation/v3/installation/launcher-setup
http://www.loginvsi.com/documentation/v3/installation/target-setup
http://www.loginvsi.com/documentation/v3/installation/analyzer-setup
http://support.citrix.com/article/ctx125874

XenDesktop 70

7.4.6. Conversion to PVS vDisk
After installing and configuring PVS components, a vDisk is created from a device’s hard drive by taking a
snapshot of the OS and application image, and then storing that image as a vDisk file on the network.
vDisks can exist on a Provisioning Server, file share, or in larger deployments (as in this Cisco Validated
Design), on a storage system with which the Provisioning Server can communicate (through iSCSI, SAN,

NAS, and CIFS). vDisks can be assigned to a single target device in Private Image Mode, or to multiple
target devices in Standard Image Mode.

7.4.7. Write-Cache Drive Sizing and Placement
When considering a PVS deployment, there are some design decisions that need to be made regarding
the write cache for the virtual desktop devices that leverage provisioning services. The write cacheiis a

cache of all data that the target device has written. If data is writtento the PVS vDisk in a caching mode,
the datais not written back to the base vDisk. Instead it is writtento a write cachefile.

Note: Itis important to consider Write Cache sizing and placement when scaling virtual desktops using
PVS server.

There are several options as to where the Write Cache can be placed, such as on the PVS server, in
hypervisor RAM, or on a device local disk (this is usually an additional vDisk for VDI instances). For this
study, we used PVS 7 to manage desktops with write cache placed on the device local disk of each
virtual machine, which allows the design to scale more effectively. For optimal performance, write cache
files were stored on SSDs located each of the virtual desktop host servers.

For Citrix PVS pooled desktops, write cache size needs to be calculated based on how often the user
reboots the desktop and type of applications used. We recommend using a write cache twice the size of
RAM allocated to eachindividual VM. For example, if VM is allocated with 1.5GB RAM, use at least a
3GB write cache vDisk for each VM.

For this solution, 6GB virtual disks were assigned to the Windows 7-based virtual machines used in the
desktop creation process. The PVS Target device agent installed in the Windows 7 gold image
automatically places the Windows swap file on the same drive used by the PVS Write Cache when this
mode is enabled. 50GB write cache virtual disks were used for the Server 2012 desktop machines.
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7.5.  Citrix Provisioning Services

7.5.1. Creating the Virtual Machine Manager Templates
This section outlines the process for creating a template in System Center Virtual Machine Manager for
both the hosted shared desktop and the hosted virtual desktop virtual machines. The templateis
required for the XenDesktop Setup Wizard.

Before creating the Virtual Machine Manager template, first clone the existing Virtual Machines (Hosted
Shared Desktop and Hosted Virtual Desktop) because the template creation process destroys the source
virtual machine.

Instructions Visual

Launch the System Center Virtual Machine
Manager console.

Select the Library tab. B
@ VMs and Services

4, Fabric

v Libra ry

El Jobs
Settings
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Instructions

Visual

Select the VM Templates node and right-click.

From the context menu, choose Create VM
Template.

4 3 Templates

2% Service Deployment Configurations

Library <

| Service Templates
SIVM Templates

" E PI—E | Create VM Template

Equivalent Objects
“= Cloud Libraries
= Self Service User Content

= ﬁ Library Servers
4 J& SCYMM1.hv.pod.local
» ] MSSCVMMLib
_'3 Stored Virtual Machines and Servic

E Orphaned Resources

3 _‘: Update Catalog and Baselines

machine.

Click Next.

= Cvate VA Temgaste Wizait
Select the previously created template Virtual -

| ke Zowm ¥t B sonrce (0f the row YW molale

Uz wn enitmg VW Sencisin o o vvhad Sond deb shed oy Bvwy

# Fiom o asttg vriie maches P & Sapiomed on 4 bt

T
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Instructions

Visual

Click Yes to acknowledge your existing template
will be generalized.

Note: This is why a copy was made prior to
creating the template. In the end, the disk itself

Virtual Machine Manager

Creating a template will destroy the zource virtual maching XDGoldvz. The vitual hard digks of

l L the wittual machine will be generalized to create the new template and any uger data on the
T wirtual machine may be lost. To prevent this, you can create a clone of X0 G oldv2 before uzsing
it ko create a template.

Do wou want to continue?

I Yes I | Mo
will be replaced with a PVS write-cache VHDX.
= Crmate VW Tiemgiae Witant =
Provide atemplate name. - -
Click Next. Discohn
o] ] [
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Instructions

Visual

From the Configure Hardware tab click Next.

Eebgitaim Configure hatdware foe v witUsl Moching. You can IMpirt Setings from o hendwade
TR [revme—— oo OF S0v0 & Newy prodie based o poux Setings
The actual configuration will be adjusted to "‘°"“"’"' - s i wtrsd v
match later. SRR o T
-“"; -
Uf\;;'m .
k a:;:
% WAl
¥ S bt
& Wetwerk Aoy
- b Adstu |
B iy

From the Configure Operating System tab, click
Next. AR

" Towphen ity

Camguere Gently, network Settigs, and Sopts (o B now vl machne You can
NPoN sHINGs rom & guest CS protie nr Save 8 dew prodhs based on your safings

Caigum Huewe Gronet 065 el | (il - xmoe e Wi (gt iptvs coubimissbin: v gel vl
Latgre (barg 5 s o S v
v Lives Svrre £ Gerwaid Setionn .
i B comargrpeny ||| 1T oo s o e rene vt
“icedorst Cromgrgmows
- ol boween {64 0 wbhon 2 Wirbows Semvm 2015 Shardond

L e
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Instructions

Visual

From the Select Library Server, click Next

)
T

e Smace

VW Targhate Ldervny
Contrgne H et
Costgee Opmarg Severn
St hasn S en

Select Library Server

Skt @ Mrary Servat 107 P Ul machie

e .. v
| Rang Ly Sormr " [ravew Tiow
i TOMM! digaddacal 4 Motaced
| b Deli
Patrg M

[ () Thas surtrwton et ot o the gammarts of tht vrtas machsee

VMM library.

Click Next.

Provide the Virtual Machine pathto store in the

Select Psth

okt Sance
W T arclate ldereny
Configae Haae
Configas Opastng Spmen
et Loty S
Lot Pen

Ealodt 1o share Looation 10 save this witusl moching &4

i Semcier lvwy  S0VWMT by podicd

¥t machew pen
VMM b ot b M S DAL o

Tiarster prmt ottt wiw § 2 LAY bandw & evalats

[[(tmm ]
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Instructions Visual

- “Create YW Temgiins Waaid

g Summary

From the Summary tab, click Create to finish

. Ewtore you crasie e rmw WA tarrgriafe, resisw e Sollngs et you chose
the creation process for the VMM template. o
v 0 T
B e Some
1) 10 e Fu VW lergtite cick Cueta Vi L ioscd S peog e of e il i B Aok wet aace
rwsne | [Come ] [ oo

* ] Templuies

¥ Sowee Deplapmert Cocfmpuratons | Pageree Reesce

From the VM Templates node, right-click on the
newly created template. Choose Properties
from the context menu.

Nexu 1000V VEM- Tergisne

FED Temgplatw
YanDescrop Wen? Temglane Couste Vittzal Machre
Create YW Terrpisne

" Remfies

# Duoalse
o Eagon
7C  Delets
[ o perses ]

Lpdtatw Catsing 9o Dasatawy
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Instructions

Visual

Select the Hardware Configuration tab.

Verify the Processor and Memory
configurations.

™)

Curtzn Hrzpersn

Settregs

Coparderces

HSD Templass Progiive

STuawh

Vrdanon Evon ¥ coM predessaryeion
Hosted Shared Desktops: 6 vCPU with 20GB hocon ¥ cami
Static Memory or Dynamic Memory 20Gb % i g
minimum and startup with 32 GB maximum. —
W Legecy Nebwon
Hosted Virtual Desktops: 1 vCPu with Dynamic W Ypcuack Aot
Memory 1.5GB minimum and startup with 4GB P ses
maximum. = o e
™ T Tempee Proose =
Gecenal ol S b New Dl CF 00 Adugter NOWD W Pictwork Adeptar X Fervowe
Set the Network Adapter and Legacy Network g g '( T
Adapter to use the Cisco Nexus 1000V VM W X e
Network and the Port Profile created earlier. e Wrerat [WANSS L
Zose : 2’::(:;.”:-" u e B Pasls
i ~a MAL Addvess
a 5 & Dvwrs
@ weus raaw mn;u
View SO o Tovert

Marber of processar. &

Conpastdny

T jmpronw corm@ v by with d ot procesest venins, WM
try chafwa® levets iy procesant fuwmanes that s wmud machice cun
e

L4brw regteton e 4 virhawt machine Wt wth & giferest
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Instructions

Visual

Select the BIOS setting and configure PXE Boot
to be at the top of the list.

Note: The XenDesktop wizard will actually
move CD to the top, but this step ensures that
PXE Boot is no longer at the bottom of the list.

Click OK to save the template changes.

el Swe ds N . DUL G ICT

-
£ Conporbity
Thid Cagatslay By
St

W Legucy Networt A
Nt Bdagiey 7

X Advenced

Broootes

7 Acaptey NOVD MR Pictwort Adupher

Repeat the template process for the Hosted
Virtual Desktop template.

7.5.2. Process to Create Virtual Desktops using PVS Wizard
Using the Provisioning Services XenDesktop Setup Wizard provides an automated way to create the

virtual machines, but it does not currently support the Nexus 1000V logical switch for networking or
enable dynamic memory, so after creating the virtual machines a PowerShell script will need to be run
to update the virtual machines to use the Nexus 1000V logical switch. The XenDesktop wizard can make
the virtual machines as long as the network cards are on a Microsoft Virtual Switch instead of the Nexus
1000V. Then the PowerShell script found in section 13.4.1, Update Virtual Machines created by
XenDesktop Wizard of the Sample PowerShell Scripts section, an be used to move the VMs to the Cisco

Nexus 1000V networks.

Note: A hotfix that supports the Nexus 1000V switch may be available for the PVS XenDesktop Wizard. If
so, the use of the Microsoft Standard switch is not necessary and the Cisco Nexus 1000V networks will

work.
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Instructions

Visual

Start the XenDesktop Wizard from the
Provisioning Services Console.

Right-clickon the Site.

Choose XenDesktop Setup Wizard... from the
context menu.

&4 Provisioning Services Console Mame
4 B8 Farm (pvsl.hv.pod.local) b Servers
4 [E] Sites [[=] vDisk Paol
4 |[[F] Sit= . T
Properties

b =
{F'r2 ] o5 i

Rebalance Devices...
Set Max Transmission Unit...
Import Devices...

Audit Trail...

HenDesktop Setup Wizard...

b B View
b [ Store

Strearmned VM Setup Wizard...
Auto-Add Wizard...

View ]
Mew Window from Here

Delete

Refresh

Export List...

Help

From the opening dialog, click Next.

CITRIX

XenDesktop Setup -_

Welcome to XenDesktop

This setup allows you to create vitual machines and
Provisioning Services devices in a Collection that matches the
name of the Catalog, assign a standard mode virtual disk, and
add vitual desktops to a XenDeskiop Catalog.

Requirements:

* ¥enDesktop Controller with permissions for the cument user.
* Corfigured XenDesktop Host Resources.

* A standard-mode vDisk for the selected WM template.

| Net> | | cancel
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Instructions

Visual

Enter the XenDesktop Controller address that
will be used for the wizard operations.

Click Next.

XenDesktop Setup

XenDesktop Controller
Enter the address of the XenDesktop Controller you want to configure.

¥enDesktop Cortroller address:

= |

¢<Back || MNet> | [ Cancel

Select the Hyper-V host where the virtual
machines will be created.

Click Next.

XenDesktop Setup t

¥enDesktop Host Resources
Select the ¥enDesktop Host Resources you wart to use:

X¥enDesktop Host Resources

vDI-2
vDI-3

I —

VDI2-2
VDI2-3
VDI2-4

<Back || Nex> | | Cancel

Provide the Authentication credentials
(username and password) to the XenDesktop
controller when prompted.

Click OK.

XenDesktop Host Resources Credentials

Enter your credentials for the ¥enDesktop Host Resources.

Usemame: Ihv"-—.-'—'v:lministmtu:ur I

Password: I------".| I

| ok || cancel |
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Instructions

Visual

Select the Hosted Shared Desktop template
(HSD Template) created earlier.

Click Next.

XenDesktop Setup

Template
Select the Template you want to use:

Select a template for the XenDesktop Host Resources.

Vitual Machine Template
HSD Template

Mesous 1000V-VSM-Template
XenDesktop Win7 Template

[] The template is buitt using Windows XP or Vista
(ou should also select this option if the template is running Windows 7 with VDA 5.6)

<Back || Next>

I | Cancel |

Select the standard VM network switch, not the
Nexus 1000V logical network*.

Note: Selecting the Nexus 1000V network will
result in afailed deployment. The correct
logical switch will be updated later using
PowerShell script.

Click Next.

*A private hotfix should be available from Citrix

to fix this issue by the time this Cisco Validated
Design is published.

XenDesktop Setup

XenDeskiop Host Resources Network
Select the network for Provisioning Services streaming:

Network
XDHyp\Connections\SCWVMM1%wdi2-1 host\Uplink 1.network
ALTHYp SaLVMM Twdid-T host\WLAN-bZ-£ netwol

<Back || Ned> | [ Cancel
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Instructions Visual

XenDesktop Setup t
wDisk
Select the vDisk that will be used tostream to Select an existing standard-mode vDisk.
the virtual machine.
Standard-mode vDisk:
vDisk Store"HSDwDisk
NE are W Ha L Lisk - CUFMonitor
v Disk Store"Win7-32bit
. wDigk Store"Win7-32bit - Copy
Click Next.
<Back || MNex> | [ Cancel
XenDesktop Setup -—
Catalog
Select an existing catalog or choose to createa Select your Catalog prefersnces.

new catalog.

(O Create a new catalog

® Use an existing catalog

Catalog name: IF{DS 2012 Machines hd I
Description: RDS 2012 Machines for Hosted Shared Desktops

Note: The catalog nameis also used as the

collection name in PVS site.
Machine type:  Windows Server 05 (Virtual)

Allocation type:  Random
User data: On local disk

Click Next.

<Back || Ned> | [ Cancel
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Instructions

Visual

Provide the number of VMs to create
Recommended to create 40 or less per run

Provide number of vCPUs for the VM

XenDesktop Setup

Virtual machines

Select your virtual machine preferences.

Mumber of vitual machines to create:

o
€3 €3 €

6 for Hosted-Shared VMs VEPL: &
Memary: 24576 MB 20480 ME
Provide the amount of memory for the VM
20GB for Hosted-Shared VMs Local write cache disk: 6GB 40| %1 GB
Boot mode:
Provide the write-cache disk size I (®) PXE boot {requires a running PXE service) I
40GB for the Hosted-Shared VMs (O BDM disk {create a boot device manager partition)
Select the PXE boot radio button. <Back || MNed> | [ Cancel
Click Next.
XenDesktop Setup t
. Active Directory G
Select the Create new accounts radio button. Select your computer account option. n
I @) Create new accounts
) Import existing accounts
Click Next.
<Back || MNet> | | Cancel
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Instructions Visual

XenDesktop Setup -_
Active Directory accounts and location
Select the Active Directory Location where the Create Active Directory accourts.
computer accounts should be created by the
. Active Directory location for computer accounts:
wizard.
Domain: | hv ped local v
4 hvpodlocal [l
EMC Celema =
. . 4 Login_V3l
Provide the Account naming scheme. An
I Computers I o

example name is shown in the text box below
the name scheme selection location.

|h\r pod local/Login_VS|/Computers |

Account naming scheme: IHSD-Z—'I-ﬁ## I ||}-5' v|
[HSD-2-1-001 |

| <Back | Net> | [ cancd |

Click Next.
XenDesktop Setup
Summary
Click Finish to begin the virtual machine #enDesktop is installing the following settings and componants.
creation.
Catalog name RDS 2012 Machines S
Catalog type Rds Pvs Random
¥enDesktop Host Resources  WDI2-1 =
MNetwork for VDI2-1 XDHyp NConnections W SCVMM 1 wdi2-1.host'\Uplink 1 networ
Virtual machine template HSD Template
Exdsting vDish HSDwDisk
vCPUs &
Memon: ner WM 20420 MR ¥
< m >
Progress
Qverall:

<Back || Fmsh | [ Cancel
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Instructions Visual

XenDesktop Setup
Summary
Then the wizardis done creating the virtual ¥enDesktop is installing the following settings and componerts.
machines, click Done.
Virtual machine template HSD Template ~
Exdsting vDisk HSDvDisk
vCPUs 6
Memary per VM 20480 MB
Local write cache disk 40GE =
Boot mode PXE
Active Directory accounts Create &
W
< m >
Progress
Overall:

Setup complete
6 device created. 0 device failed.

When completing the Wizard for the virtual machines, the process will be the same except for the

selections on the template, vDisk, catalog, memory, vCPUs, and write-cache size. The differences are
shown in the table below.

Instructions Visual

XenDesktop Setup -—

Template
Select the Template you want to use:

Select the Windows 7 template (XenDesktop
Win7 Template) created earlier.

Select a template for the XenDesktop Host Rezources.

Virtual Machine Template
HSD Template

MNexus 1000V-VSM-Template
Click Next,

[] The template is built using Windows XP or Vista
(You should also select this option if the template is running Windows 7 with VDA 5.6)

<Back || New> | | Cancel |
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Instructions

Visual

Select the vDisk that will be used tostream to
the virtual machine.

Click Next.

XenDesktop Setup

vDisk
Select an existing standard-mode vDisk.

Standard-mode vDisk:

vDisk Store"HS
Dic

vDisl;;
o

<Back || Ned>

I | Cancel

Select an existing catalog or choose to createa
new catalog.

Note: The catalog nameis also used as the
collection name in PVSsite.

Click Next.

XenDesktop Setup

Catalog
Select your Catalog preferences.

(O Create a new catalog

® Use an existing catalog

Catalog name: I‘u"DI Win7 Machines

Description: VDI Win7 Machines for Hosted Virtual Desktops
Machine type:  Windows Client OS5 (Virtual)

Alocation type:  Random

User data: Discard

<Back || Ned>

I | Cancel
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Instructions

Visual

XenDesktop Setup -_
Provide the number of VMs to create Virtual machines
Recommended to create 40 or less per run Select your vitual machine preferences. a
Provide number of vCPUs for the VM Number of virtual machines to create: 40 5
1 for the Windows 7 VMs vCPUs: 1 1 s
Mirimum memary: 1024 MB 1534 > MB
Provide dynamic memory settings for the VM Madmum Memory: 4096 MB 4036 < me
1.5GB Minimum Local write cache disk: 6GE 6 > GB

4 GB Maximum

Provide the write-cache disk size
6GB for the Windows 7 VMs

Select the PXE boot radio button.

Click Next.

Boot mode:

I@ PXE boot (requires a running PXE service) I

(O BDM disk (create a boot device manager partition)

<Back || Ned> | [ Cancdl

When all the VMs are built on a single host, the PowerShell script from section 13.4.1 Update Virtual
Machines created by XenDesktop Wizard can be run from the SCVMM server to update the network
adapter settings, the boot order, and the start and stop actions.

Note: If using a hotfixed version of the XenDesktop Setup Wizard the PowerShell script can be modified

to not update the network adapters.

Instructions

Visual

Login to the SCVMM server as an administrator

and launch PowerShell from the QuickLaunch
bar.

e lled] )&

Navigate tothe location where the PowerShell
script has been saved.

X Windows PowerShell - Virtual Machine Manager
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Instructions

Visual

Use Notepad to edit the PowerShell script and
tofill in the appropriate values in the
PARAMETERS section for the environment.

Fiw Bde ¥
APALSPETERS 20T
#ELLl o

it these valy

P lNeturkNae = ¢
VWS bnetiave - ~
PortClasehane = *
pHozthianebQUN = "udl2- 1. hy.pod, Local
EVirtalletuorkieve = “Roxin 1883 v 2

REND PARNMETERS SECTION

¥inport the System Center Vircual Mechine Mansger L not alreody avellabtye

Lf gt -eodule Virtual FineManager )) [Tapors-noduls VistuslMachlne Marugee

Execute the PowerShell script by running it
from the PowerShell window.

PS C:\utils> .\UpdateNetworkAdapter.ps1

The script should report each VM being
successfully updated.

e Windows PowerShell

8. TestSetupand Configurations
This section provides an overview of the test configurations for this validated design along with a
summary of the recommended results from the testing. More detailed information about the results can

be found in Section 9 Login VSI Test Result.
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8.1. Cisco UCS Test Configuration for Single Blade Scalability of Hosted Shared
Desktops

Figure 20: RDS Single-Server Results

Cisco UCS B200 M3 Blade Server
Single Blade RDS 2012 Results: 275 Users

Windows 2012 RDSS x 6 4CPU x 24GB RAM
toad Generators XenDesktop 7VDA
Login VS Pro 3.7
VSt File Share

LoginVstiinfrastiuctuse

System Under Test

Workload Generators: B250 M1/ M2, tade Serverfor ROS: 5200 MY,

256 68 Memory (38 x 868 & 13793 M), 25660 Memory (16 x 16 68 & 1600 MHa),

Intel 5600 & 3333 GHY Intel B 269792 @ 2.7 GMHx
Hardware components

e Virtual Desktop Hosts: 1 X Cisco UCS B200-M3 (E5-2697v2 @ 2.7 GHz) blade server with 256GB
of memory (16 GBX 16 DIMMS @ 1600 MHz), 2X400GB Samsung SSD, and 1X VIC1240
Converged Network Adapter

e Infrastructure Servers: 2 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory
(16 GB X 8 DIMMS @ 1600 MHz), 2X 600GB Seagate SAS 10K 6Gb, and 1X VIC1240 Converged
Network Adapter

e Load Generators: 8 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of
memory (4 GB X 48 DIMMS @ 1333 MHz) 1 X M81KR (Palo) Converged Network Adapter

e 2 X Cisco Fabric Interconnect 6248UP

e 1 XEMCVNXe System 3300, dual-controller storage system for HA, 4 X dual port 10 GbE cards,
44 X 600GB SAS drives for Infrastructure file shares and Boot LUNs
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Software components

e (Cisco UCS firmware 2.1(3a)

e Cisco Nexus 1000V virtual distributed switch

e XenDesktop 7

e Provisioning Server 7

e (Citrix User Profile Manager

e Windows 2012 64-bit Remote Desktop Services, 8 X 6vCPU, 24 GB of static memory

8.2.  Cisco UCS Test Configuration for Single Blade Scalability of Hosted Virtual

Machines
Figure 21: VDI Single-Server Results

Cisco UCS B200 M3 Blade Server
Single Blade Hosted Desktop Results: 200 Users

Windows 75P1 200 x 1 y(PU x 1.5 GB RAM
Load Generators LenDesktop 7VDA
Login VSI Pro 3.7
V1 File Share

Z. Te— —m—
~5 o " . —— -
: Workload Generators ™

=

| "mfra Blade

o
*

-

¥ Workload Generatoss "

| 8

LoginVS! Infrastructuce Systom Undor Test

vorload Generators: B2SH M1/ M2, fade Server for Desklops: E200 M3,

256 68 Memory (48 x 36D D 1333 M), FHAGE Memory (24 x 16 GB @ 1600 MHz),

Wited 5680 @ 3,333 GHe Intel B5-2697v2 & 2.7 6Me
Hardware components

e Virtual Desktop Hosts: 1 X Cisco UCS B200-M3 (E5-2697v2 @ 2.7 GHz) blade server with 384GB
of memory (16 GB X 24 DIMMS @ 1600 MHz), 2X400GB Samsung SSD, and 1X VIC1240
Converged Network Adapter
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e Infrastructure Servers: 2 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory
(16 GB X 8 DIMMS @ 1600 MHz), 2X 600GB Seagate SAS 10K 6Gb, and 1X VIC1240 Converged
Network Adapter

e Load Generators: 8 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of
memory (4 GB X48 DIMMS @ 1333 MHz) 1 X M81KR (Palo) Converged Network Adapter

e 2 X Cisco Fabric Interconnect 6248UP

e 1 XEMCVNXe System 3300, dual-controller storage system for HA, 4 X dual port 10 GbE cards,
44 X 600GB SAS drives for Infrastructure file shares and Boot LUNs

Software components

e Cisco UCS firmware 2.1(3a)

e (Cisco Nexus 1000V virtual distributed switch

e XenDesktop 7

e Provisioning Server 7

e Citrix User Profile Manager

e Windows 7 SP1 32-bit, 1vCPU, 1.5 GB of static memory
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8.3. Cisco UCS Test Configuration for Single Blade Scalability for a Mixed
Hosted Shared and Hosted Virtual Workload

Figure 22: Mixed Workload Single-Server Results

Cisco UCS B200 M3 Blade Server
Single Blade Mix Workload Results: 250 Users

Windows 2012 RDS 6 x 6 yCPU x 20GB RAM

Windows 75P1 75x 1vCPU x 1.5 GB RAM
Load Generators

Login ¥S1 Pro 3.7

VS| File Share - B " "

P

. U' Workload Generators <8

LoginVS| Infrastructure

System UnderTest

Workload Generators: B250 M1,/M2, Blade Serverfor RDS: B200 M3,

256 GB Memory (48 x 4GB @ 1333 MHz), 384GB Memory (24 x 16 GB @ 1600 MHz),

Intel 5680 @ 3.333 GHz Intel B5-2697v2 @ 2.7 GHz
Hardware components

e Virtual Desktop Hosts: 1 X Cisco UCS B200-M3 (E5-2697v2 @ 2.7 GHz) blade server with 384GB
of memory (16 GB X 24 DIMMS @ 1600 MHz), 2X400GB Samsung SSD, and 1X VIC1240
Converged Network Adapter

e Infrastructure Servers: 2 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory
(16 GBX 8 DIMMS @ 1600 MHz), 2X 600GB Seagate SAS 10K 6Gb, and 1X VIC1240 Converged
Network Adapter

e Load Generators: 8 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with192 GB of
memory (4 GB X 48 DIMMS @ 1333 MHz) 1 X M81KR (Palo) Converged Network Adapter

e 2 X Cisco Fabric Interconnect 6248UP

e 1 XEMCVNXe System 3300, dual-controller storage system for HA, 4 X dual port 10 GbE cards,
44 X 600GB SAS drives for Infrastructure file shares and Boot LUNs
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Software components

e (Cisco UCS firmware 2.1(3a)

e Cisco Nexus 1000V virtual distributed switch

e XenDesktop 7
e Provisioning Server 7
e (Citrix User Profile Manager

e 6 Windows 2012 64-bit Remote Desktop Services, 6vCPU, 20GB of dynamic memory
e 75 Windows 7 SP1 32-bit, 1vCPU, 1.5GB of dynamic memory

8.4. Cisco UCS Test Configuration for a Single-Chassis 500-User Configuration

Figure 23: Multi-Server 500-User Results

Cisco UCS B200 M3 Blade Server
3-Blade Mix Workload Results: 500 Users

Windows 2012 RDS 6 x 6 vCPUx 20GBRAM

losd Generators Windows 75P175x 1vCPUx 1.5 GB RAM

Login VSl Pro 3.7
VSI File Share

P —vC

- ;'TVofkload Generators '}
| - = i

:

)“— o ot o
=" _Workload Generators '8
! = - ,l

I

Login¥$1 Infrastructure

Vorkload Generators: B250 M1/M2,
256 GB Memory {48 x 4GB @ 1333 MHz),
Intel 5680 @ 3.333 GHz
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System Under Test

Blade Server for RDS: B200 M3 x 3,
384GB Memory (24 x 16 GB @ 1600 MHz),
Intel E5-2697v2 @ 2.7 GHz




Hardware components

Virtual Desktop Hosts: 3 X Cisco UCS B200-M3 (E5-2697v2 @ 2.7 GHz) blade server with 384GB
of memory (16 GB X 24 DIMMS @ 1600 MHz), 2X400GB Samsung SSD, and 1X VIC1240
Converged Network Adapter

Infrastructure Servers: 2 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory
(16 GB X 8 DIMMS @ 1600 MHz), 2X 600GB Seagate SAS 10K 6Gb, and 1X VIC1240 Converged
Network Adapter

Load Generators: 8 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with 192 GB of
memory (4 GB X 48 DIMMS @ 1333 MHz) 1 X M81KR (Palo) Converged Network Adapter

2 X Cisco Fabric Interconnect 6248UP

1 X EMC VNXe System 3300, dual-controller storage system for HA, 4 X dual port 10 GbE cards,
44 X 600GB SAS drives for Infrastructure file shares and Boot LUNs

Software components
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Cisco UCS firmware 2.1(3a)

Cisco Nexus 1000V virtual distributed switch

XenDesktop 7

Provisioning Server 7

Citrix User Profile Manager

18 Windows 2012 64-bit Remote Desktop Services, 6 vCPU, 20GB of dynamic memory
225 Windows 7 SP1 32-bit, 1vCPU, 1.5 GB of dynamic memory



8.5. Cisco UCS Test Configuration for a Two-Chasses 1000-User Configuration
Figure 24: Multi-Server 1000-user Results

Cisco UCS B200 M3 Blade Server
7-Blade Mix Workload Results: 1000 Users

Windows 2012 RDS6x 6 vCPUx 20GBRAM
Windows 7SP1L75x 1vCPUx 1.5 GB RAM

Load Generators
Login ¥Si Pro 3.7
¥$l1 File Share

LoginV$sl Infrastructure

System Under Test

Workload Generators: B250 M1/M2, Blade Server for RDS: B200 M3 x 3,

256 GB Memory (38 x 4GB @ 1333 MHz), 384GB Memory (24 x 16 GB @ 1600 MHz),

Intel 5680 @ 3.333 GHz Intel E5-2697v2 @ 2.7 GHz
Hardware com ponents

e Virtual Desktop Hosts: 5 X Cisco UCS B200-M3 (E5-2697v2 @ 2.7 GHz) blade servers with 384GB
of memory (16 GB X 24 DIMMS @ 1600 MHz), 2X400GB Samsung SSD, and 1X VIC1240
Converged Network Adapter

e Infrastructure Servers: 2 X Cisco UCS B200-M3 (E5-2650) blade servers with 128 GB of memory
(16 GBX 8 DIMMS @ 1600 MHz), 2X 600GB Seagate SAS 10K 6Gb, and 1X VIC1240 Converged
Network Adapter

e Load Generators: 8 X Cisco UCS B250-M2 (5680 @ 3.333 GHz) blade servers with192 GB of
memory (4 GB X 48 DIMMS @ 1333 MHz) 1 X M81KR (Palo) Converged Network Adapter

e 2 X Cisco Fabric Interconnect 6248UP

e 1 XEMCVNXe System 3300, dual-controller storage system for HA, 4 X dual port 10 GbE cards,
44 X 600GB SAS drives for Infrastructure file shares and Boot LUNs

Software components
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e (Cisco UCS firmware 2.1(3a)

e (Cisco Nexus 1000V virtual distributed switch

e XenDesktop 7

e Provisioning Server 7

e Citrix User Profile Manager

e 42 Windows 2012 64-bit Remote Desktop Services, 6 vCPU, 20GB of dynamic memory
e 525 Windows 7 SP1 32-bit, 1vCPU, 1.5 GB of dynamic memory

8.6. Test Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco Solution Labs with joint support from Citrix,
Microsoft, and EMC resources.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics
during the desktop boot-up, user logon and virtual desktop acquisition (also referredto as ramp-up,)
user workload execution (also referred to as steady state), and user logoff for the Hosted VDI model
under test.

Test metrics were gathered from the hypervisor, virtual desktop, storage, and load generation software
to assess the overall success of an individual test cycle. Eachtest cycle was not considered passing
unless all of the planned test users completed the ramp-up and steady state phases (described below)
and unless all metrics were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results
were found to be relatively consistent from one test to the next.

8.6.1. Load Generation
Within eachtest environment, load generatorswere utilized to put demand on the system to simulate
multiple users accessing the XenDesktop 7 environment and executing a typical end-user workflow. To
generate load within the environment, the Login VSI software application was used to generate the end
user connection to the XenDesktop 7 environment, to provide unique user credentials to the Citrix
StoreFront server, toinitiate the workload, and to evaluate the end-user experience.

In the Hosted VDI test environment, sessions launchers were used simulate multiple users making a
direct connection to XenDesktop 7 through a Citrix HDX protocol connection.

8.6.2. User Workload Simulation - Login VSI
One of the most critical factors of validating a XenDesktop deployment is identifying a real-world user
workload that is easy for customers to replicate and standardized across platforms to allow customers
to realistically test the impact of a variety of worker tasks. To accurately represent a real-world user
workload, the Login VSI third-party tool from Login Consultants was used throughout the Hosted VDI
testing.
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The tool has the benefit of taking measurements of the in-session response time, providing an objective
way to measure the expected user experience for individual desktop throughout large scale testing,
including login storms.

The Virtual Session Indexer (Login Consultants’ Login VSI 3.7) methodology, designed for benchmarking
Server Based Computing (SBC) and Virtual Desktop Infrastructure (VDI) environments is completely

platform and protocol independent and hence allows customers to easily replicate the testing results in
their environment.

Login VSI calculatesan index based on the amount of simultaneous sessions that can be run on a single
machine.

Login VSI simulates a medium workload user (also known as knowledge worker) running generic
applications such as: Microsoft Office 2007 or 2010, Internet Explorer 8 including a Flash video applet

and Adobe Acrobat Reader (Note: For the purposes of this test, applications were installed locally, not
streamed nor hosted on XenApp).

Like real users, the scripted Login VSI session will leave multiple applications open at the same time. The
medium workload is the default workload in Login VSI and was used for this testing. This workload
emulated a medium knowledge working using Office, IE, printing and PDF viewing.

e When asession has been started the medium workload will repeat every 12 minutes.
e During each loop the response time is measured every 2 minutes.

e The medium workload opens up to 5 apps simultaneously.

e The type rateis 160ms for each character.

e Approximately 2 minutes of idle time s included to simulate real-world users.

Eachloop will open and use:

e Outlook 2007/2010, browse 10 messages.

e Internet Explorer, one instance is left open (BBC.co.uk), one instance is browsed to Wired.com,
Lonelyplanet.com and heavy

e 480 p Flash application gettheglass.com.

e Word 2007/2010, one instance to measure response time, one instance to review and edit
document.

e Bullzip PDF Printer & Acrobat Reader, the word document is printed and reviewed to PDF.

e Excel 2007/2010, a very large randomized sheet is opened.

e PowerPoint 2007/2010, a presentationis reviewed and edited.

e 7-zip: using the command line version the output of the session is zipped.

A graphical representation of the medium workload is shown below.
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Figure 25: Login VSI Workload Timing Chart
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You can obtain additional information on Login VSI from http://www.Login VSI.com.

8.6.3. Testing Procedure
The following protocol was used for each test cycle in this study to insure consistent results.

8.6.3.1. Test Run Setup

The test run setup for both the single-server and multi-server testswas the same. The following steps
were completed:

Delivery Group(s) placed in maintenance mode
Reboot Citrix XenDesktop Controller(s)

Reboot Citrix StoreFront Server

Reboot Hyper-V Virtual Desktop Host(s)

el A
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5. Reboot Login VSI Launchers

Rebooting the Citrix infrastructure components and the VDI hosts insures that a clean environment was
available for each test run.

8.6.3.2. Test Run Protocol

To simulate severe, real-world environments, Cisco requires that the log-on and start-work sequence,

known as Ramp Up, must be completed in 30 minutes. Additionally, Cisco requires all test runs, whether
performing a single-server or multi-server test, to be started and become active within two minutes

after the session is launched.

For each of the three consecutive runs on single-server tests, this process was followed:

1.

Startedlogging on Hyper-V Host Servers

Depending on whether testing Hosted Shared Desktop Groups or Hosted Virtual Desktops

one of the following sequences was executed.

e Takethe Hosted Shared Desktop group out of maintenance mode and start all the
Hosted Shared Desktop virtual machines then wait for them to register. (~5 minutes)

e Takethe Hosted Virtual Desktop group out of maintenance mode and wait for the
virtual machines to register (~10 minutes)

Wait an additional 5 minutes for the hypervisor to settle down.

Start the Login VSI 3.7 test configured with an 1800-second parallel launching window and

840-second auto-logoff for all sessions. For the single-server tests 14 launchers were used.

Wait and verify all sessions have become active. (~¥30 minutes)

Wait for the auto-logoff timer to expire (~14 minutes) which is set to allow the sessions to

complete at least one full loop, at which point the Login VSI places the logoff.txt file on the

VSIShare to initiate logoff.

Wait until all the sessions have logged off. (~30 minutes)

Stop logging

For each of the three consecutive runs on multi-server tests, this process was followed:

2.
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1. Startedloggingon:

e Hyper-V Host Servers

e  Citrix PVS Server(s)

e  Citrix Desktop Controller(s)

e  (itrix StoreFront Server

e  Microsoft SCVMM Server

e  Microsoft SQL Server(s)

e  Microsoft Domain Controller(s)

e EMCVNXe Storage Processor(s)
Take the Hosted Shared Desktop group out of maintenance mode and start all the Hosted
Shared Desktop virtual machines then wait for them to register. (~5 minutes)



3. Takethe Hosted Virtual Desktop group out of maintenance mode and wait for all the Hosted
Virtual Desktops to register. (~10 minutes)

4. Wait an additional 5 minutes for the hypervisor to settle down.

5. Startthe Login VSI 3.7 test configured with an 1800-second parallel launching window and
840-second auto-logoff for all sessions. For the 500-user test 30 launchers were used. For
the 1000-user test 61 launchers were used.

6. Wait and verify all sessions have become active. (~¥30 minutes)

7. Wait for the auto-logoff timer to expire (~14 minutes) which is set to allow the sessions to
complete at least one full loop, at which point the Login VSI places the logoff.txt file on the
VSIShare to initiate logoff.

8. Wait until all the sessions have logged off. (~30 minutes)

9. Stop logging

8.6.4. Success Criteria
Multiple metrics were captured during each test run, but the success criteria for considering asingle test
run as pass or fail was based on the key metric, VSI Max. The Login VSI Max evaluatesthe user response
time during increasing user load and assesses the successful start-to-finish execution of all the initiated
virtual desktop sessions. A successful test sequence consisted of three consecutive test runs which met
the passing criteria within a 1% variance.

8.6.4.1. Login VSI Max
VS| Max represents the maximum number of users the environment can handle before serious
performance degradation occurs. VSI Max is calculated based on the response times of individual users
as indicated during the workload execution. The user response time has a threshold of 4000ms and all
users response times are expected to be less than4000ms in order to assume that the user interaction
with the virtual desktop is at a functional level. VSI Maxis reached when the response times reachesor
exceeds 4000ms for 6 consecutive occurrences. If VSI Maxis reached, that indicates the point at which
the user experience has significantly degraded. The response time is generally an indicator of the host
CPU resources, but this specific method of analyzing the user experience provides an objective method
of comparison that can be aligned to host CPU performance.

8.6.4.2. Calculating VSImax
Typically the desktop workload is scripted in a 12-14 minute loop when a simulated Login VSI user is
logged on. After the loop is finished it will restart automatically. Within each loop the response times of

seven specific operations is measured in a regularinterval: six times in within each loop. The response
times if these seven operations are used to establish VSImax.

The seven operations from which the response times are measured are:

1. Copy new document from the document pool in the home drive
e This operation will refresh a new document to be used for measuring the response time.
This activity is mostly a file-system operation.
2. Starting Microsoft Word with a document
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e This operation will measure the responsiveness of the Operating System and the file
system. Microsoft Word is started and loaded into memory; also the new document is
automatically loaded into Microsoft Word. When the disk 1/0 is extensive or even
saturated, this will impact the file open dialogue considerably.

3. Starting the “File Open” dialogue

e This operation is handled for small part by Microsoft Word and a large part by the
operating system. The file open dialogue uses generic subsystems and interface
components of the OS. The OS provides the contents of this dialogue.

4. Starting “Notepad”

e This operation is handled by the OS (loading and initiating notepad.exe) and by the
Notepad.exe itself through execution. This operation seems instant from an end-user’s
point of view.

5. Starting the “Print” dialogue

e This operation is handled for a large part by the OS subsystems, as the print dialogue is
provided by the OS. This dialogue loads the print-subsystem and the drivers of the
selected printer. As a result, this dialogue is also dependent on disk performance.

6. Startingthe “Searchand Replace” dialogue

e This operation is handled within the application completely; the presentation of the
dialogue is almost instant. Serious bottlenecks on application level will impact the speed
of this dialogue.

7. Compress the document into a zip file with 7-zip command line

e This operation is handled by the command line version of 7-zip. The compression will
very briefly spike CPU and disk 1/0.

These measured operations with Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are
specifically short by nature. When such operations are consistently long: the system is saturated
because of excessive queuing on any kind of resource. As aresult, the average response times will then
escalate. This effect is clearly visible to end-users. When such operations consistently consume multiple
seconds the user will regardthe system as slow and unresponsive.

For these tests, Cisco utilized the VSImax Dynamic model exclusively.

8.6.4.3. VSImax Dynamic

VSImax Dynamic is calculated when the response times are consistently above a certainthreshold.
However, this threshold is now dynamically calculated on the baseline response time of the test.

Five individual measurements are weighted to better support this approach:

e Copy new doc from the document pool in the home drive: 100%
e Microsoft Word with a document: 33.3%

e Starting the “File Open” dialogue: 100%

e Starting “Notepad”: 300%
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e Starting the “Print” dialogue: 200%
e Starting the “Searchand Replace” dialogue: 400%
e Compress the document into a zip file with 7-zip command line 200%

A sample of the VSImax Dynamic response time calculation is displayed below:

Figure 26: VSImax Dynamic Results

Activity (RowName) Result (ms) Weight (%) Weighted Result (ms)
Refresh document (RF5) 160 100% 160

Start Word with new doc (LOAD) 1400 33.3% 467

File Open Dialogue (OPEN) 350 100% 350

Start Notepad (NOTEPAD) 50 300% 130

Print Dialogue (PRINT) 220 200% 440

Replace Dialogue (FIND} 10 400% 40

Zip documents (ZIP) 130 200% 230

VSImax Dynamic Response Time 1837

The average VSImax response time is calculated based on the amount of active Login VS| users logged
on to the system. For VSImaxvalue to be reached the average VSImax response times need to
consistently higher than a dynamically calculated threshold.

To determine this dynamic threshold, first the average baseline response timeis calculated. This is done
by averaging the baseline response time of the first 15 Login VSl users on the system.

The formula for the dynamic threshold is: Avg. Baseline Response Time x 125% + 3000. As a result, when
the baseline response time is 1800, the VSImaxthreshold will now be 1800 x 125% + 3000 = 5250m:s.

When application virtualizationis used, the baseline response time can vary widely per vendor and
streaming strategy. Using the VSImax Dynamic model will provide a level playing field when comparing
application virtualization or anti-virus applications. The resulting VSImax Dynamic scores are aligned

again with saturation on a CPU, Memory or Disk level, also when the baseline response time are
relatively high.

8.6.4.4. Determining VSImax

The Login VSI analyzer will automatically identify the “VSImax”. Inthe example below the VSImaxis 98.
The analyzer will automatically determine “stuck sessions” and correct the final VSImax score.

e Vertical axis: Response Time in milliseconds
e Horizontalaxis: Total Active Sessions
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Figure 27: Sample Login VSI Analyzer Graphic Output
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e Red line: Maximum Response (worst response time of an individual measurement within a
single session)

e Orangeline: Average Response Time within for each level of active sessions

e Blue line: the VSImaxaverage.

e Greenline: Minimum Response (best response time of anindividual measurement within a
single session)

In our tests, the total number of users in the test run had to login, become active and run at least one
test loop and log out without reaching the VSI Maxto be considered a success.

9. Login VSI Test Result

This section provides the validation results of the Login VSI testing within the environment for the four
configurations of single-server and multi-blade architectures, eachin their own section. These sections
provide data points for customers to reference when designing their own environment. The first two
single-server scalability sections provided the information necessary to correctlyidentify the mix of
hosted shared desktops versus hosted virtual desktops for the final two multi-blade tests.

9.1. Cisco UCS B200-M3 Single-Server Scalability Results for Hosted Shared
Desktops
As noted earlier in section 8.6.4 Success Criteria, in order for a successful test sequence to be accepted,
it had to pass in three consecutive test runs. The first test sequence was to determine the VSImax value
for a single blade running only Hosted Shared Desktop sessions on Windows Server 2012 with

XenDesktop 7. The maximum density was determined by testing different combinations of servers and
vCPUs assigned to those servers.

The best performance was achieved when the number of vCPUs assigned to the virtual machines did not
exceed the number of hyper-threaded cores available on the server. In other words, not overcommitting
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the CPU resources provides the best user experience. For the E5-2697v2 processors this means that 24
cores with hyper-threading will enable 48 vCPUs. The highest density was observed at eight VMs each
with six vCPUs assigned.

To achieve the VSImax score of 299 for hosted shared desktops, 320 users were launched against the
eight Windows 2012 virtual machines with six vCPUs using the VSI Medium Workload with flash. The

Login VSI score was achieved on three consecutive runs reporting 298, 299, and 299 respectively. The
graphfrom the first 299 run is shown below.

Figure 28: VSImax for RDS Single-Server Results
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The key performance chartsfor this representative test run are shown below along with any interesting
observations.

One interesting observation around the CPU utilization is that with the Ivy Bridge CPUs, the processor is
not pegged for an extended period of time during the test, which was previously observed with the
Sandy Bridge processors. This effect is even more pronounced with the hosted virtual desktops.
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Hyper-V Hypervisor Logical Processor{_Total)\% Total Run Time
RDS 2012 | 320 Sessions | 8 VMs x 6vCPU | VSI Medium Workload
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With the processor being less of a constraint within the environment, the disk performance becomes
more prominent. The charts below depict the Disk Queue lengths and Disk 10s for the two SSD drives in
a RAIDOarray which were hosting the write-cache drives. The graphs show the write activity high at the
beginning and during the steady-state phases, with the read activity spiking near the end of the test

during logoff.
Disk Queue Lengths SSD Drive
RDS 2012 | 8 VMs x 24 GB | VSI Medium Workload
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Disk 10 Operations SSD RAIDO
RDS 2012 | 8 VMs x 24 GB | Medium VSI Workload
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With memory the total memory assigned to the servers was 192GB (8x24GB out of a total 256GB. The
memory was statically assigned. The graph below shows the memory utilization on the blade during the
test wasessentially static with 53GB available throughout the run.

Memory\Available MegaBytes
RDS 2012 | 8 VMs x 24GB | VSI Medium Workload
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Below is the networking performance during the test. As expected, based on the disk activity above, the
early part of the test during ramp up shows the bulk of the receive traffic as the VMs accept files from
the PVS server. The end of the test shows a spike in send trafficas the profiles are updated and datais
read off of the disks. The valley in the middle provides a good understanding of when the steady-state
phase was in place with very little network activity comparedto the ramp up and logoff stages. For
reference, 120000000 is approximately 915 Mbps and 80000000 is approximately 610 Mbps.

Network Traffic
RDS 2012 | 320 Sessions | 8 VMs x 6 vCPU | vSI Medium Worldoad
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Based on the data gathered during testing, Cisco recommends for the VSI Medium workload (which

includes Flash) that the number of users be kept around 275. This equates to approximately 35 users per
XenDesktop 7 VM with 8 virtual machines on a blade.

9.2. Cisco UCS B200-M3 Single-Server Scalability Results for Hosted Virtual
Desktops

The second phase of the testing involved determining the VSImax value for hosted virtual desktops
running Windows 7 SP1 32-bit operating system with XenDesktop 7.

A VSImax of 205 was achieved with the three consecutive runs of 218-220 desktops on a single B200-M3
blade. The three VSImax scores for the runs were 204, 207, and 205 respectively. The VSImax graph for
the 205 run is shown below.
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Figure 29: VSImax for VDI Single-Server Results
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The CPU resources were not pegged at any point during the test as seen from the graph below:

Hyper-V Hypervisor Logical Processor{_Total)\% Total Run Time
Windows 7 | 219 Desktops | 1.5 GB x 1 vCPU | LoginVsl Medium Workload
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While CPU is probably still a factor in reaching higher numbers, it is now joined by the disks within this
configuration. The charts below show the disk queue lengths and disk transfers per second for the two-

disk RAIDO array of SSD drives that host the PVS write-cache drives. The disk queue length is the chart
that shows the disks are starting to get busy with longer than ideal queue lengths.
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Disk Queue Lengths SSD RAIDO
Windows 7 | 219 Desktops | 1.5 GB x 1 vCPU | LoginVsl Medium Workload
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Disk 10 Operations SSD RAIDO
Windows 7 | 219 Desktops | 1.5 GB x 1 vCPU | LoginVsl Medium Workload
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The memory became the gating factor, so the memory on the blade was increased from 256GB to
384GB.
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Memory\Available MegaBytes
Windows 7 | 219 Desktops | 1.5 GB x 1 vCPU | LoginVsl Medium Workload
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The recommended value is one where the CPU resources peak around 95%, since CPU resources are not
the gating factor, Cisco recommends for the Medium VSI (with flash) workload to target 200 virtual
desktops.

9.3. Cisco UCS B200-M3 Recommended Single-Server Mixed Desktop
Workload

Using the information gained from single-server VSImaxtesting, the next step wasto identify the best
workload mix and blade use for the environment that met the project requirement of 70% hosted
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shared desktops and 30% hosted virtual desktops. Based on the recommended loads from the single
server testing, 3 blades would be required to support the fault-tolerant hosted shared desktop

environment and 3 blades to support the fault-tolerant hosted virtual desktop environment, for atotal
of six blades.

Since all the workloads are virtualized, a better approach is to mix the workloads so that each blade
consists of 70% hosted shared desktops and 30% hosted virtual desktops. This means only a single
physical blade will be required to provide fault-tolerance for the environment. Using the recommended
loads from the single-server testing results in a mixed blade of 6 hosted shared desktop VMs and 75
hosted virtual desktop VMs. The six hosted shared desktop VMs would support 175 users bringing the
total users per physical blade to 250.

The mixed server workload was switched to dynamic memory instead of the static memory used in the
single-server testing. This change was made after testing in the environment showed no significant
difference in CPU Utilization between enabling dynamic memory and disabling it. This change more
closely resembles “real world” environments and provides the power users with access to more memory
as necessary. The memory in the Windows 2012 virtual machines was reduced from 24GB to 20GB,
since testing showed only 14GB was being used by the individual Windows Server 2012 VMs. This extra
memory, then became available to the dynamic memory pool for use if necessary by either the
Windows 7 or Windows 2012 virtual machines, although it would not be needed with the VSI Medium
workload.

A run was completed successfully without receiving a VSImax value as expected. The chart below shows

the VSImaxtest for a single server at the recommended mix of virtual machines to support the 250
users.

Figure 30: VSImax Mixed Workload Single-Server Results
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The performance chartsfrom this test run are shown below and since the recommended workload is
selected, the performance counters are within expected operating parameters. The CPU processor chart
for the test period is shown below for a reference point.

Figure 31: CPU Processor Chart 250-user Mixed Workload
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The mixed workload blade configuration allowed the 500-user to be contained within 2 blades and the
1000-user configuration to be contained within 4 blades. Adding one blade for fault-tolerance means

the solution becomes 3 blades for 500-users and 5 blades for 1000 users. Of course, for full fault-
tolerance, the blades should be housed in different chassis.

9.4. Cisco UCS 500-User Scalability Results

This section provides the testing results for the 500-user testing with three physical blades. As expected
from the 250-user testing, the blades were able to manage the load without overburdening the
processor.
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Figure 32: VSImax 500-user Scalability Results
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Below are the performance charts from the servers during the test.

9.4.1. EMC VNXe Performance

The following chart shows the IOPS of the VNXe array during the 500-user test. The VNXe array was used
solely for the user profiles and home directories through the CIFS shares.
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Figure 33: VNXe Perfomance 500-users Login VSI
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9.4.2. VDI Host

This section contains charts for one of the VDI hosts which provides a representative sample of the host
performance. The graphs for the remaining four hosts can be found in the Appendix Section Error!
eference source notfound..

9.4.2.1. Processor
The hosts were busy, but never peggedthe CPU during the test.
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Figure 34: Processor Performance VDI Host 500-user
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9.4.2.2.
The hosts were running with about 10GB of available RAM after all the VMs started up. The VMs were

configured with dynamic memory. The six RDS hosts had 20GB minimum/startup configured and the 75

desktops had 1.5GB minimum/startup configured.

Figure 35: Memory Performance VDI Host 500-User
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9.4.2.3. Disk
The only disk with interesting information is the E: drive which consisted of two 400GB Enterprise SSD
drives in a RAIDOarray. The C: drive, which was the boot iSCSI LUN on the VNXe, had almost no activity
reported. The E: drive hosted the PVS write-cache drive, so majority of the traffic would be observed at
the peak of the test as the last few desktops logged on. The SSD’s are handling about 6000 IOPS per VDI
host during the peak periods, which represents a significant reduction on the IOPS required on the
backend VNXe storage array.

Figure 36: Disk 10 Performance VDI Host 500-user
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Disk performance can be quantified partially by outstanding disk queue lengths. In this case, with two
disks on the RAIDOarray, any queue lengths under 2 would be ideal. From the chart below, it appears
that other than three intervals, all the sampled queue lengths are ideal.
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Figure 37: Disk Queue Length Performance VDI Host 500-user
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9.4.2.4. Network

For reference, 60,000,000 bytes per second equates to about 458 Mbps. The network on the host, even
at peak times was within normal expected loads.

Figure 38: Network Performance VDI Host 500-user
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The VDI hosts performed well within expected performance guidelines.
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9.4.3. XenDesktop Controllers
Notice the largest hit for processor time occurred within the first 20 minutes of the test, when all the
virtual machines were registering. The second XenDesktop controller did not handle as many
registrations as the first one, which was also performing the communications with the SCVMM server.
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9.4.4. Provisioning Services
From the charts below, it appears that PVS2 was handling the majority of the streaming for the desktops
during this test. Certainly, one PVS server is capable of supporting this environment in its entirety, with
the second PVS server (PVS1) being available for fault-tolerance.
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9.4.5. SQL Servers
From the charts below it is easy to tell that SQL1 was the primary database server in the cluster and that
SQL2 was functioning as a standby server. On both servers the F: drive, which was the passthrough drive
which holds the data files, was the busiest. The G: drive, which holds the log file, was fairly active on the
Secondary server due primary to the log shipping configuration.
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9.4.6. System Center Virtual Machine Manager and StoreFront
Since neither of these servers have a partner, theyare presented together. The StoreFront server is just
busy during the ramp-up portion of the test as it is responsible for handing out the ticketsto allow the

launcher sessions to connect. The SCVMM activity is likely related to the status polling intervals as it
goes out and queries the virtual machines at a set interval.
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9.4.1. Active Directory
The two Active Directory Controllers were not super busy during the process at all. The graphs are

provided for completeness below.
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9.5. Cisco UCS 1000-User Scalability Results
This section provides the testing results for the 1000-user testing with five physical blades, four to

support the workload and one as a spare. As expected from the 500-user tests, the blades were able to
manage the load without overburdening the processor.

Figure 39: VSImax 1000-user Scalability Results
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Below are the performance charts for the servers during this test run. The first 20-minutes of the charts
represents the time when all the XenDesktop servers and desktops were started and registered with the
controllers, also known as the boot phase. The remaining hour is when the Login VSI test was running,
with the first 30-minutes being the ramp-up phase and the next 20 minutes being the steady-state
phase. The last few minutes would represent the logoff phase of the test.

9.5.1. EMC VNXe Performance

The chart below shows the IOPS on the VNXe array during the boot up of the virtual machines. During
the boot up process the VNXe arraywas used the user profiles and home directories on the CIFS shares.
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Figure 40: VNXe Bootup 1000-Users

a=0

260

ann

150

100

50

1 2 = 4 = ] 7 -] ] 1o 11

Tirmm {rodnuates)

m APR CIFR wWirte Opefs
w AP CIFS Read Opsds
m AP CIFS Werlts Opefs
P SRS Read Opsis

The chart below shows the IOPS used during the Login VSI test. During the Login VSI test the VNXe was

used solely for user home directories and profiles through the CIFS shares on the two storage
processors.
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Figure 41: VNXe Perfomance 1000-Users Login VSI
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9.5.2. VDIHost

This section contains charts for one of the VDI hosts which provides a representative sample of the host
performance. The graphs for the remaining four hosts can be found in the Appendix Section Error!
eference source notfound..

9.5.2.1. Processor
The hosts were quite busy, but never peggedthe CPU during the test. The most intensive part was the
boot up phase where all 405 virtual machines (81 per blade) were started within a 15-minute window.
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Figure 42: Processor Performance VDI Host 1000-User
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9.5.2.2.
The hosts were running with about 10GB of available RAM after all the VMs started up. The VMs were

configured with dynamic memory. The six RDS hosts had 20GB minimum/startup configured and the 75

desktops had 1.5GB minimum/startup configured.

Figure 43: Memory Performance VDI Host 1000-user
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9.5.2.3. Disk
The only disk with interesting information is the E: drive which consisted of two 400GB Enterprise SSD
drives in a RAIDOarray. The C: drive, which was the boot iSCSI LUN on the VNXe, had almost no activity
reported. The E: drive hosted the PVS write-cache drive, so some activity is expected during bootup and
the majority would be observed at the peak of the test as the last few desktops logged on. The SSD’s are
handling just over 6000 IOPS per VDI host during the peak periods, which represents a significant
reduction on the IOPS required on the backend VNXe storage array.

Figure 44: Disk 10 Performance VDI Host 1000-User
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Disk performance can be quantified partially by outstanding disk queue lengths. In this case, with two
disks on the RAIDO array, any queue lengths under 2 would be ideal. From the chart below, it appears
that the vast majority of the sampling intervals showed the queue lengths to be ideal and in times of
heavy load the SSDs were able to catch up.
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Figure 45:Disk Queue Lengths VDI Host 1000-User
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9.5.2.4. Network

For reference, 80,000,000 bytes per second equates to about 610Mbps. The network on the host, even
at peak times was within normal expected loads.

Figure 46: Network Performance VDI Host 1000-User
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The VDI hosts performed well within expected performance guidelines.
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9.5.3. XenDesktop Controllers
Notice the largest hit for processor time occurred within the first 20 minutes of the test, when all the
virtual machines were registering. The second XenDesktop controller did not handle as many
registrations as the first one, which was also performing the communications with the SCVMM server.
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9.5.4. Provisioning Services
From the charts below, it appears that PVS2 was handling the majority of the streaming for the desktops

during this test. Certainly, one PVS server is capable of supporting this environment in its entirety, with
the second PVS server (PVS1) being available for fault-tolerance.
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9.5.5. SQL Servers
From the charts below it is easy to tell that SQL1 was the primary database server in the cluster and that
SQL2 was functioning as a standby server. On both servers the F: drive, which was the passthrough drive
which holds the data files, was the busiest. The G: drive, which holds the log file, was fairly active on the
Secondary server due primary to the log shipping configuration.
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9.5.6. System Center Virtual Machine Manager and StoreFront
Since neither of these servers have a partner, theyare presented together. The SCVMM server is quite
busy during the 20-minute boot-up phase and marginally busy at times during the test. The presumption
of those busy times during the test phase would be around the polling intervals to check virtual machine
status. The StoreFront server is just busy during the ramp-up portion of the test as itis responsible for
handing out the tickets to allow the launcher sessions to connect.
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9.5.7. Active Directory
The two Active Directory Controllers were not super busy during the process at all. The graphs are

provided for completeness below.
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10. Scalability Considerations and Guidelines

Many factors should be considered when scaling beyond 1000-user configuration presented in this
design. This section provides guidance around those factors to consider.

10.1. Cisco UCS Configuration

The results indicate a fairly linear scalability across the reference architecture. In other words, each
additional blade will provide capacityto host an additional 250 users.

e Cisco UCS 2.0 management software supports up to 20 chassis within a single Cisco UCS domain
on the second generation Cisco UCS Fabric Interconnect 6248 and 6296 models. A single Cisco
UCS domain can grow to 160 blades.

e With Cisco UCS 2.1 and later management software, each Cisco UCS 2.1 Management domain is
manageable by Cisco UCS Central, vastly increasing the reach and manageability of the Cisco
Unified Computing System.

e Asscale grows, the value of the combined Cisco UCS fabric, Cisco Nexus physical switches and
Cisco Nexus virtual switches increases dramatically to define the Quality of Services required to
deliver excellent end user experience 100% of the time.

e Based on the number of uplinks from each chassis, we can calculate number of user sessions
that can be hosted in a single Cisco UCS domain. Assuming eight links per chassis, four to each
6248, scaling beyond 10 chassis would require additional Cisco UCS fabric interconnects. A
30,000-seat infrastructure, with all support services can be built out of the reference
architecture described in this Cisco Validated Design with eight links per chassis and 20 Cisco
UCS chassis comprised of eight B200 M3 blades servers in each chassis.

10.2. EMC VNXe Storage Configuration

10.2.1. Capacity planning
You must calculate the required sizes of the iSCSI LUNs and/or CIFS shares in a Hyper-V environment.

When calculating the capacity needed in the storage pools, ensure that extra space required for the
protection storage for replication and snapshots is considered.
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10.2.2. Performance Planning
VNXe has predefined storage pools that can be used based on the performance requirements and the
drives in the platform. Solid State Drives (SSDs) provide the greatest performance followed by 15k rpm
SAS drives. Do not use 7200 rpm NL-SAS drives for performance —sensitive applications. They are
primarily used for capacity.

10.2.3. Scalability Planning

When scaling this solution, keep in mind that the VNXe3300 is rated for 1000 users. To scale above the
1000 users, a different EMC solution, such as the VNX series will be required.

Also, when using version 2.4.1.21171 of the VNXe Software, a hotfix is available that should be installed
prior to putting a load on the EMC VNXe. The information for the hotfix is shown below.

ETA169041: VNXe: ESX hosts are unable to boot from iSCSI LUNSs or hosts may lose connectivity to data
stores

https://emc--c.na5.visual.force.com/apex/KB ETA?id=kA37000000000eF

Later versions of the EMC VNXe software will have this hotfix included.

10.3. Microsoft Windows Server 2012 with Hyper-V 2012 Configuration
Hyper-V in Windows Server® 2012 supports significantly larger configurations of virtual and physical
components than in previous releases of Hyper-V. This increased capacity enables you to run Hyper-V on
large physical computers and to virtualize high-performance, scale-up workloads. This topic lists the
supported maximum configuration for the various components. As you plan your deployment of Hyper-
V, consider the maximums that apply to each virtual machine as well as those that apply to the physical
computer that runs the Hyper-V role.

10.3.1. Virtual Machines
The following table lists the maximums that apply to eachvirtual machine.

Table 15: Virtual Machine Maximums

Component Maximum Notes

Virtual processors 64 The number of virtual processors supported by a
guest operating system might be lower. For more
information, see the Hyper-V Overview.

Memory 1TB Review the requirements for the specific
operating system to determine the minimum and
recommended amounts.

Virtual hard disk 64 TB supported by the VHDX Eachvirtual hard disk is stored on physical media

capacity format introduced in as either a .vhdx or a.vhd file, depending on the

Windows Server 2012 and format used by the virtual hard disk.
Windows® 8; 2040 GB

supported by the VHD

format.
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Virtual IDE disks 4 The startup disk (sometimes referred to as the
boot disk) must be attachedto one of the IDE
devices. The startupdisk canbe either a virtual
hard disk or a physical disk attached directlyto a
virtual machine.

Virtual SCSI 4 Use of virtual SCSI devices requires integration

controllers services tobe installed in the guest operating
system. For a list of the guest operating systems
for which integration services are available, see
the Hyper-V Overview.

Virtual SCSI disks 256 Each SCSI controller supports up to 64 disks,
which means that eachvirtual machine can be
configured with as many as 256 virtual SCSI disks.
(4 controllers x 64 disks per controller)

Virtual Fiber 4 As a best practice, we recommended that you

Channeladapters connect eachvirtual Fiber Channel Adapter to a
different virtual SAN.

Size of physical Varies Maximum size is determined by the guest

disks attached operating system.

directly to a virtual

machine

Snapshots 50 The actual number may be lower, depending on

the available storage. Each snapshot is stored as
an .avhd file that consumes physical storage.
Virtual network 12 e 8 can be the “networkadapter” type. This
adapters type provides better performance and
requires a virtual machine driver that is
included in the integration services
packages.

e 4 canbe the “legacy network adapter”
type. This type emulates a specific
physical network adapter and supports
the Pre-execution Boot Environment (PXE)
to perform network-based installation of
an operating system.

Virtual floppy 1 virtual floppy drive None.
devices
Serial (COM) ports 2 None.
10.3.2. Server Running Hyper-V
The following table lists the requirements and maximums that apply to the server running Hyper-V.
Component Maximum Notes
Logical 320 Both of the following must be available and
processors enabled in the BIOS:

e Hardware-assistedvirtualization
e Hardware-enforced Data Execution
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Virtual
processorsper
logical processor
Running virtual
machines per
server

Virtual
processorsper
server

Memory
Storage

Virtual storage
area networks
(SANSs)

Physical network
adapters
Network adapter
teams (NIC
Teaming)

Virtual switches

Virtual network
switch ports per
server

No ratio imposed by Hyper-V.

1024

2048

4TB

Limited by what is supported
by the management operating
system. No limits imposed by
Hyper-V.

No limits imposed by Hyper-V

No limits imposed by Hyper-V.

No limits imposed by Hyper-V.

Varies; no limits imposed by
Hyper-V.
Varies; no limits imposed by
Hyper-V.

Prevention (DEP)
None.

None.

None.

None.
Note

Microsoft supports network-attached storage
(NAS) for Hyper-V in Windows Server 2012 when

using SMB 3.0. NFS-based storageis not
supported.

None.

None.

For more information about NIC Teaming in
Windows Server 2012, see NIC Teaming Overview.

The practical limit depends on the available
computing resources.
The practical limit depends on the available
computing resources.

10.3.4.

Failover Clusters and Hyper-V

The following table lists the maximums that apply to highly available servers running Hyper-V. Itis
important to do capacity planning to ensure that there will be enough hardware resources to run all the
virtual machines in a clustered environment. For more information about requirements for failover

clusters, see Failover Clustering Hardware Requirementsand Storage Options.

Table 16: Failover Cluster Maximums

Component Maximum  Notes
Nodes per 64 Consider the number of nodes you want to reserve for failover, as well
cluster as maintenance tasks such as applying updates. We recommend that

you plan for enough resources to allow for 1 node to be reserved for
failover, which means it remains idle until another node is failed over
to it. (This is sometimes referred to as a passive node.) You can
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increase this number if you want to reserve additional nodes. There is
no recommended ratio or multiplier of reserved nodes to active nodes;
the only specific requirement is that the total number of nodes in a
cluster cannot exceed the maximum of 64.

Runningvirtual 8,000per  Several factors can affect the real number of virtual machines that can

machines per cluster be run at the same time on one node, such as:
clusterand per e Amount of physical memory being used by each virtual
node machine.

e Networking and storage bandwidth.
e Number of disk spindles, which affects disk 1/O performance.

10.4. Citrix XenDesktop 7 Configuration - Citrix

XenDesktop environments can scale to large numbers. When implementing Citrix XenDesktop hosted
shared and hosted virtual desktops have the following considerations:

e Types of Storage in your environment

e Types of desktops that will be deployed

e Dataprotectionrequirements

e  For Citrix Provisioning Server pooled desktops write cache size and placement

These and other various aspects of scalability considerations described in greater detailin “XenDesktop -
Modular Reference Architecture” document and should be a part of any XenDesktop design.

When designing and deploying this Cisco Validated Design environment best practices were followed
whenever possible.

The following practicesarein particular worth mentioning here:

e Citrix always recommends using N+1 schema for virtualization host servers, to accommodate
resiliency. In our RA environment, this recommendation is applied to all host servers.

e All Provisioning Server Network Adapters were configured to have a static IPand management.

e We used the XenDesktop Setup Wizard in PVS. Wizard does an excellent job of creating the
desktops automaticallyand it's possible to run multiple instances of the wizard provided the
deployed desktops are placed in different catalogsand have different naming conventions.

e Torun wizard ata minimum you need to install the Provisioning Server, the XenDesktop
Controller, and configure hosts, as well as create VM templateson all datastoreswere desktops
will be deployed.

11. OtherConsiderations
This section provides some guidance around working within this reference architecture in an effort to
help the reader avoid common pitfalls.

11.1. Power Outages and Boot Sequence
The best defense against power outagesis to design the datacenter to have redundant power sources
and batterybackups such that power is alwaysavailable. However, occasionally a power outage may be
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schedule or last longer thanthe batter backups cansupport. In those instances, the boot sequence of
the reference architecture components is criticalin getting the environment back up in the least amount
of time.

The Citrix XenDesktop, Provisioning Services, and Microsoft System Center Virtual Machine Manager
components rely heavily on SQL for their databases, so the SQL servers should be online before
attempting to boot any of the above mentioned components. Furthermore, the Citrix XenDesktop
controllers require access to the System Center Virtual Machine Manager to bring desktops online.
Finally, the Citrix XenDesktop controllers should be used to bring the virtual desktops online.

Note: The Hyper-V virtual machine settings should have all VMs (except perhaps the Active Directory

domain controllers), set to do nothing on Start Action. This will allow an orderly process from bringing
up theresources.

11.1.1. Recommended Boot Sequence
The recommended boot sequence for the environment is as follows:

Active Directoryinfrastructure

Storage infrastructure

Hyper-V infrastructure hosts

SQL Server infrastructure (bring up primary then secondary)

Microsoft System Center Virtual Machine Manager

Citrix Provisioning Services

Citrix XenDesktop Controllers (place delivery groups in maintenance mode)
Hyper-V desktop hosts

XenDesktop Hosted Shared Desktop servers (RDS)

10 XenDesktop Hosted Virtual Desktops

©® NV A WN R

This sequence insures that all necessary resources are available prior to starting any resources that
depend on those resources. Should the order not be followed, it is possible to recover usually by just

rebooting the component with issues. Should that not work, the recommended approach is to perform
an orderly power down of the environment and bring it up in the sequence provided.

11.2. Microsoft Cluster Maintenance
Enable cluster-aware updates so that both cluster servers are not rebooted simultaneously. Always
bring up the primary server (whichever one was in the primary role at the time of shutdown) first so it
can claim control of the cluster resources, such as disks. When shutting down Microsoft clusters, always

shutdown the secondary nodes first, then finally shutdown the primary nodes. This order is especially
important when working with SQL server and AlwaysOn groups.

11.3. SQL Server AlwaysOn Groups
When using SQL Server AlwaysOn groups, be sure you have completed the following:

e Enable database containment at the SQL Server level, before creating the XenDesktop database.
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e Enable database containment (and full recovery model) on the XenDesktop database when
creating it.

e Use the SQL Server AlwaysOn listener for the database location, rather than the SQL Server
Cluster resource name or IP address, so that the failover will work correctly.

If unexpected connectivity issues occur with the AlwaysOn Group databases, sometimes the fastest
recovery is tojust remove the database from the group and then re-add it using the wizard.

In this environment, two AlwaysOn groups were created. The first AlwaysOn group was for the

Microsoft System Center Virtual Machine Manager database and second group held the two Citrix
databases: XenDesktop and Provisioning Services.
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13.1. Performance Charts for Scalability Tests
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Disk 10 Operations - SSD RAIDO
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Network Activity
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Disk Queue Lengths - SSD RAIDO
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Sample Cisco Nexus 6248-UP Configurations

ICommand: show running-config
ITime: Thu Nov 21 10:54:46 2013

version 5.0(3)N2(2.11.3a)
feature fcoe
feature adapter-fex

— Y DI2- AN atwork Inteface{Cisco VIC Ethemet Interface
_ANBytes Recenved/sec

w— DI 2- 20N etvenrk Ente face(Cloco VIC Ethemet Inte rface
JANBytes Sent/sec

w—\\VDI2-2\Network inte face{Cisco VIC Ethemet Inte rface
_S\bytesRecened/sec

e \\WDI2- 2\ N atwork Inteface{Clsco VIC Ethemet Inte rface
_SH\Byte s Sent/sec

e\ DI2-2\Network inte Face(Cizco VIC Ethemet Interface
_G\bytes Recewed/sec

s—\\VDI2-2\Network Inte face{Clsco VIC Ethemet Inte rface
_E\Bytes Sant/sec

e \\WDI2- 2\Network Inte face {Gsco VIC Ethemet Inte rface
_TABytas Recened/sec

e \\WDI2-2\Netwark inteface{Clsco VIC Ethemet Inte rface
_T\Bytes Sant/cec

“AVYOI2- D\ Natwork inte face{Clsco VIC Ethemet Inte rfece
_SN\Bytes Recewadisec

WY DI2- A\Netwark Inte face{Cisco VIC Ethemet Inte rface
_SA\Dyte s Sent/oac

no featuretelnet

no telnet server enable
featuretacacs+
cfsipv4 distribute

cfs eth distribute
feature private-vlan
feature port-security
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featurelacp

feature lldp

feature fex

logging level assoc_mgr2

logging level aaa 2
logging level afm 2

logging level cfs 2
logging level enm 2
logging level fex 2
logging level fwm 2
logging level msp 2
logging level npv 2
logging level pfm 2
logging level vms 2
logging level evmc 2
logging level port 2
logging level vshd 2
logging level ethpm 2
logging level track2
logging level xmima 2
logging level licmgr 2
logging level radius 2
logging level tacacs 2
logging level bootvar 2
logging level monitor 2
logging level fcdomain 2
logging level ascii-cfg 2
logging level provision 2

logging level securityd 2
logging level pltfm_config 2
logging level port-channel 2
logging level private-vlan 2
logging level spanning-tree 2
logging level port-resources 2
role name server-equipment

rule 3 permit read-write feature
sam-pn-maintenance

rule 2 permit read-write feature
sam-pn-policy

rule 1 permit read-write feature
sam-pn-equipment
role name facility-manager

rule 1 permit read-write feature
sam-power-mgmt
role name server-security

rule 3 permit read-write feature
sam-Is-security-policy

rule 2 permit read-write feature
sam-ls-security

rule 1 permit read-write feature
sam-pn-security
role name server-compute

rule 3 permit read-write feature
sam-Is-compute

rule 2 permit read-write feature
sam-Is-server-oper

rule 1 permit read-write feature
sam-Is-server-policy
role name server-profile

rule 6 permit read-write feature
sam-Is-server-oper

rule 5 permit read-write feature
sam-Is-ext-access

rule 4 permit read-write feature
sam-Is-server-policy

rule 3 permit read-write feature
sam-Is-config-policy

rule 2 permit read-write feature
sam-Is-server

rule 1 permit read-write feature
sam-Is-config
role name operations

rule 2 permit read-write feature
sam-fault

rule 1 permit read-write feature
sam-operations
role name read-only

rule 1 permit read-write feature
sam-read-only
role name KVM-Only

rule 1 permit read-write feature
sam-Is-ext-access
role name network

rule 12 permit read-write feature
sam-Is-qos-policy

rule 11 permit read-write feature
sam-Is-network-policy

rule 10 permit read-write feature
sam-Is-qos

rule 9 permit read-write feature
sam-Is-network
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rule 8 permit read-write feature
sam-ext-lan-qos

rule 7 permit read-write feature
sam-ext-lan-security

rule 6 permit read-write feature
sam-ext-lan-policy

rule 5 permit read-write feature
sam-ext-lan-config

rule 4 permit read-write feature
sam-pod-qos

rule 3 permit read-write feature
sam-pod-security

rule 2 permit read-write feature
sam-pod-policy

rule 1 permit read-write feature
sam-pod-config
role name storage

rule 6 permit read-write feature
sam-Is-storage-policy

rule 5 permit read-write feature
sam-Is-storage

rule 4 permit read-write feature
sam-ext-san-qos

rule 3 permit read-write feature
sam-ext-san-security

rule 2 permit read-write feature
sam-ext-san-policy

rule 1 permit read-write feature
sam-ext-san-config
role name admin

rule 1 permit read-write feature
sam-admin
role name aaa

rule 1 permit read-write feature
sam-aaa
no password strength-check

banner motd #Cisco UCS 6200
Series Fabric Interconnect
#

ip domain-lookup

ip name-server 171.70.168.183
171.68.226.120175.25.205.7
aaagroup server tacacs+tacacs
switchname UCS-EXC-HyperV-A
logging event link-status default

errdisable recovery interval 60
errdisable recovery cause link-flap
errdisable recovery cause udld
errdisable recovery cause
bpduguard

errdisable recovery cause loopback
errdisable recovery cause pause-
rate-limit

class-map type qos class-fcoe

class-map type qos match-all class-
gold
match cos 4
class-map type gos match-all class-
bronze
match cos 1
class-map type qos match-all class-
silver
match cos 2
class-map type qos match-all class-
platinum
match cos 5
class-map type queuing class-fcoe
match qos-group 1
class-map type queuing class-gold
match qos-group 3
class-map type queuing class-
bronze
match qos-group 5
class-map type queuing class-silver
match qos-group 4
class-map type queuing class-
platinum
match qos-group 2
class-map type queuing class-all-
flood
match qos-group 2
class-map type queuing class-ip-
multicast
match qos-group 2

policy-map type qos
system_qos_policy
class class-platinum
set qos-group 2
class class-silver
set qos-group 4
class class-bronze
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set qos-group 5
class class-gold
set qos-group 3
class class-fcoe
set qos-group 1
policy-map type queuing
system_q_in_policy
class type queuing class-fcoe
bandwidth percent 14
class type queuing class-platinum
bandwidth percent 22
class type queuing class-gold
bandwidth percent 20
class type queuing class-silver
bandwidth percent 18
class type queuing class-bronze
bandwidth percent 15

class type queuing class-default
bandwidth percent 11
policy-map type queuing
system_q_out_policy
class type queuing class-fcoe
bandwidth percent 14
class type queuing class-platinum
bandwidth percent 22
class type queuing class-gold
bandwidth percent 20
class type queuing class-silver
bandwidth percent 18
class type queuing class-bronze
bandwidth percent 15
class type queuing class-default
bandwidth percent 11
policy-map type queuing org-
root/ep-qos-Gold
class type queuing class-default
bandwidth percent 100
shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Bronze
class type queuing class-default
bandwidth percent 100

shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Silver

class type queuing class-default

bandwidth percent 100
shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Platinum
class type queuing class-default
bandwidth percent 100
shape 40000000 kbps 10240
class-map type network-qos class-
fcoe
match qos-group 1
class-map type network-qos class-
gold
match qos-group 3
class-map type network-qos class-
bronze
match qos-group 5
class-map type network-qos class-
silver
match qos-group 4
class-map type network-qos class-
platinum
match qos-group 2
class-map type network-qos class-
all-flood
match qos-group 2
class-map type network-qos class-
ip-multicast

match qos-group 2
policy-map type network-qos
system_ng_policy
class type network-gos class-
platinum
mtu 9000
class type network-gos class-silver
mtu 9000
class type network-gos class-
bronze
mtu 9000
class type network-gos class-gold
mtu 9000
class type network-gos class-fcoe
pause no-drop
mtu 2158
class type network-gos class-
default
system qos
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service-policy type qos input
system_qos_policy

service-policy type queuing input
system_g_in_policy

service-policy type queuing output
system_q_out_policy

service-policy type network-gos
system_nq_policy
fex 1

pinning max-links 1

description "FEX0001"

fex 2

pinning max-links 1

description "FEX0002"
fex management-instance
39619¢74-90b7-11e2-8831-
547feef80284 fabric 1
no snmp-server enable trapsentity
entity_mib_change
no snmp-server enable trapsentity
entity_module_status_change
no snmp-server enable trapsentity
entity_power_status_change
no snmp-server enable trapsentity
entity_module_inserted
no snmp-server enable trapsentity
entity_module_removed
no snmp-server enable trapsentity
entity_unrecognised_module
no snmp-server enable trapsentity
entity_fan_status_change
no snmp-server enable trapslink
linkDown
no snmp-server enable trapslink
linkUp
no snmp-server enable trapslink
extended-linkDown
no snmp-server enable trapslink
extended-linkUp
no snmp-server enable trapslink
cieLinkDown
no snmp-server enable trapslink
cieLinkUp
no snmp-server enable trapslink
connUnitPortStatusChange
no snmp-server enable trapslink
fcTrunklfUpNotify

no snmp-server enable trapslink
fcTrunklfDownNotify

no snmp-server enable traps link
delayed-link-state-change

no snmp-server enable trapslink
fcot-inserted

no snmp-server enable traps link
fcot-removed

no snmp-server enable trapsrf
redundancy_framework

no snmp-server enable trapslicense
notify-license-expiry

no snmp-server enable trapslicense
notify-no-license-for-feature

no snmp-server enable trapslicense
notify-licensefile-missing

no snmp-server enable trapslicense
notify-license-expiry-warning

no snmp-server enable trapsrmon
risingAlarm

no snmp-server enable trapsrmon
fallingAlarm

no snmp-server enable trapsrmon
hcRisingAlarm

no snmp-server enable trapsrmon
hcFallingAlarm

snmp-server enable traps entity fru
ntp server 171.68.10.80

ntp server 171.68.10.150

no aaa user default-role

vrf context management

ip name-server 171.70.168.183
171.68.226.120175.25.205.7
vlan 1,60-66,999
vlan 4044

name SAM-vlan-management
vlan 4047

name SAM-vlan-boot

vlan 4048
fcoe vsan 1
name fcoe-vsan-4048
vlan 4049
port-channel load-balance ethernet
invalid invalid-hash
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port-profile type vethernet
ucsm_internal_rackserver_portprofi
le

switchport trunk allowed vlan
4044

switchport mode trunk

no shutdown

vmware port-group

max-ports 320

state enabled

logging level sysmgr 2

interface port-channel25
description U: Uplink
switchport mode trunk
pinning border
switchport trunk allowed vlan
1,60-66,999
speed 10000

interface port-channel1280
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1281
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1282
switchport mode vntag
no pinning server sticky
speed 10000

interface port-channel1283
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky

speed 10000

interface port-channel1284
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1304
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1310
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1317
switchport mode vntag

switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1321
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1322
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1329
switchport mode vntag
no pinning server sticky
speed 10000

interface port-channel1333

switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000
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interface port-channel1339
switchport mode vntag

switchport vntag max-vifs 118

no pinning server sticky
speed 10000

interface port-channel1341
switchport mode vntag

switchport vntag max-vifs 118

no pinning server sticky
speed 10000

interface port-channel1342
switchport mode vntag

switchport vntag max-vifs 118

no pinning server sticky
speed 10000

interface port-channel1344
switchport mode vntag

switchport vntag max-vifs 118

no pinning server sticky
speed 10000

feature npv

feature npiv

interface Ethernet1/1
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16487E86 module-s|
ot left
no shutdown

interface Ethernet1/2
description S: Server
no pinning server sticky
switchport mode fex-fabric

fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16487E86 module-sl

ot left
no shutdown

interface Ethernet1/3
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16487E86 module-sl
ot left
no shutdown

interface Ethernet1/4
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16487E86 module-s!
ot left
no shutdown

interface Ethernet1/5
description S: Server

no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRUP module-sl
ot left
no shutdown

interface Ethernet1/6
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRUP module-sl
ot left
no shutdown

interface Ethernet1/7
description S: Server
no pinning server sticky
switchport mode fex-fabric
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fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRUP module-s|
ot left

no shutdown

interface Ethernet1/8
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRUP module-sl
ot left
no shutdown

interface Ethernet1/9

interface Ethernet1/10
interface Ethernet1/11
interface Ethernet1/12
interface Ethernet1/13
interface Ethernet1/14

interface Ethernet1/15

interface Ethernet1/16

interface Ethernet1/17

description A: Appliance

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport mode trunk

switchport trunk allowed vlan 65-
66

no shutdown

interface Ethernet1/18
description A: Appliance

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport mode trunk

switchport trunk allowed vlan 65-
66

no shutdown

interface Ethernet1/19
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vlan
1,60-66,999
no shutdown

interface Ethernet1/20
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vian
1,60-66,999
no shutdown

interface Ethernet1/21
interface Ethernet1/22
interface Ethernet1/23

interface Ethernet1/24

interface Ethernet1/25
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vian
1,60-66,999
channel-group 25 mode active
no shutdown

interface Ethernet1/26
description U: Uplink
pinning border
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switchport mode trunk

switchport trunk allowed vian
1,60-66,999

channel-group 25 mode active

no shutdown

interface Ethernet1/27
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vilan
1,60-66,999
channel-group 25 mode active
no shutdown
interface Ethernet1/28
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vian
1,60-66,999
channel-group 25 mode active
no shutdown
interface Ethernet1/29
interface Ethernet1/30
interface Ethernet1/31
interface Ethernet1/32
interface Ethernet2/1

interface Ethernet2/2

interface Ethernet2/3
interface Ethernet2/4
interface Ethernet2/5
interface Ethernet2/6

interface Ethernet2/7

interface Ethernet2/8
interface Ethernet2/9
interface Ethernet2/10
interface Ethernet2/11
interface Ethernet2/12

interface Ethernet2/13

interface Ethernet2/14
interface Ethernet2/15
interface Ethernet2/16

interface mgmt0
shutdown force
ip address 10.60.0.11/24

interface Ethernet1/1/1
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1317
no shutdown

interface Ethernet1/1/2
no pinning server sticky

interface Ethernet1/1/3

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1317

no shutdown

interface Ethernet1/1/4
no pinning server sticky

interface Ethernet1/1/5
switchport vntag max-vifs 118
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switchport mode vntag
fabric-interface Eth1/2

channel-group 1283

no shutdown

interface Ethernet1/1/6
no pinning server sticky

interface Ethernet1/1/7

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1283

no shutdown

interface Ethernet1/1/8
no pinning server sticky

interface Ethernet1/1/9
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1280
no shutdown

interface Ethernet1/1/10
no pinning server sticky

interface Ethernet1/1/11

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1280

no shutdown

interface Ethernet1/1/12
no pinning server sticky

interface Ethernet1/1/13
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag

fabric-interface Eth1/4
channel-group 1281
no shutdown

interface Ethernet1/1/14
no pinning server sticky

interface Ethernet1/1/15

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1281

no shutdown

interface Ethernet1/1/16
no pinning server sticky

interface Ethernet1/1/17
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1341
no shutdown

interface Ethernet1/1/18
no pinning server sticky

interface Ethernet1/1/19

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1341

no shutdown

interface Ethernet1/1/20
no pinning server sticky

interface Ethernet1/1/21
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1282
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no shutdown

interface Ethernet1/1/22
no pinning server sticky

interface Ethernet1/1/23

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1282

no shutdown

interface Ethernet1/1/24
no pinning server sticky

interface Ethernet1/1/25
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1344
no shutdown

interface Ethernet1/1/26
no pinning server sticky

interface Ethernet1/1/27

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1344

no shutdown

interface Ethernet1/1/28
no pinning server sticky

interface Ethernet1/1/29
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1284
no shutdown

interface Ethernet1/1/30
no pinning server sticky

interface Ethernet1/1/31

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1284

no shutdown

interface Ethernet1/1/32
no pinning server sticky

interface Ethernet1/1/33
no pinning server sticky
switchport mode trunk
switchport trunk native vlan 4044
switchport trunk allowed vian
4044
no shutdown

interface Ethernet2/1/1
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5

channel-group 1321
no shutdown

interface Ethernet2/1/2
no pinning server sticky

interface Ethernet2/1/3
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5
channel-group 1321
no shutdown

interface Ethernet2/1/4
no pinning server sticky

interface Ethernet2/1/5
switchport vntag max-vifs 118
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no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6

channel-group 1322
no shutdown

interface Ethernet2/1/6
no pinning server sticky

interface Ethernet2/1/7
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6
channel-group 1322
no shutdown

interface Ethernet2/1/8
no pinning server sticky

interface Ethernet2/1/9
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7

channel-group 1333
no shutdown

interface Ethernet2/1/10
no pinning server sticky

interface Ethernet2/1/11
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7
channel-group 1333
no shutdown

interface Ethernet2/1/12
no pinning server sticky

interface Ethernet2/1/13
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag

fabric-interface Eth1/8

channel-group 1339
no shutdown

interface Ethernet2/1/14
no pinning server sticky

interface Ethernet2/1/15
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8
channel-group 1339
no shutdown

interface Ethernet2/1/16
no pinning server sticky

interface Ethernet2/1/17
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5

channel-group 1329
no shutdown

interface Ethernet2/1/18
no pinning server sticky

interface Ethernet2/1/19
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5
channel-group 1329
no shutdown

interface Ethernet2/1/20
no pinning server sticky

interface Ethernet2/1/21
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6
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channel-group 1304
no shutdown

interface Ethernet2/1/22
no pinning server sticky

interface Ethernet2/1/23
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6
channel-group 1304
no shutdown

interface Ethernet2/1/24
no pinning server sticky

interface Ethernet2/1/25
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7

channel-group 1342
no shutdown

interface Ethernet2/1/26
no pinning server sticky

interface Ethernet2/1/27
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7
channel-group 1342
no shutdown

interface Ethernet2/1/28
no pinning server sticky

interface Ethernet2/1/29
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8

channel-group 1310

no shutdown

interface Ethernet2/1/30
no pinning server sticky

interface Ethernet2/1/31
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8
channel-group 1310
no shutdown

interface Ethernet2/1/32
no pinning server sticky

interface Ethernet2/1/33
no pinning server sticky
switchport mode trunk
switchport trunk native vlan 4044
switchport trunk allowed vian
4044

no shutdown

interface Vethernet1360
description server 1/8, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vilan 60
bind interface port-channel1284
channel 1360
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1363
description server 1/8, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
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no cdp enable

switchport trunk allowed vlan 61

bind interface port-channel1284
channel 1363

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet1364

description server 1/8, VNICeth3

switchport mode trunk

untaggedcos 4

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 62

bind interface port-channel1284
channel 1364

service-policy type queuing input
org-root/ep-gos-Gold

no shutdown

interface Vethernet1366
description server 1/8, VNICeth4
switchport mode trunk
untaggedcos 1
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 63

switchport trunk allowed vlan 63

bind interface port-channel1284
channel 1366

service-policy type queuing input
org-root/ep-gqos-Bronze

no shutdown

interface Vethernet1369
description server 1/8, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 64

switchport trunk allowed vilan 64

bind interface port-channel1284
channel 1369

service-policy type queuing input
org-root/ep-qos-Bronze

no shutdown

interface Vethernet1370

description server 1/8, VNICeth6

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1284
channel 1370

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet1373
description server 1/8, VNICeth7
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1284
channel 1373

service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet1374
description server 2/8, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
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pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1310
channel 1374

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1377
description server 2/8, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61

bind interface port-channel1310
channel 1377

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1378

description server 2/8, VNICeth3

switchport mode trunk

untaggedcos 4

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 62

bind interface port-channel1310
channel 1378

service-policy type queuing input
org-root/ep-gos-Gold

no shutdown

interface Vethernet1380
description server 2/8, VNICeth4
switchport mode trunk
untaggedcos 1

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 63

switchport trunk allowed vian 63

bind interface port-channel1310
channel 1380

service-policy type queuing input
org-root/ep-qos-Bronze

no shutdown

interface Vethernet1383
description server 2/8, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 64
switchport trunk allowed vilan 64
bind interface port-channel1310
channel 1383
service-policy type queuing input
org-root/ep-qos-Bronze
no shutdown

interface Vethernet1384
description server 2/8, VNICeth6
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1310
channel 1384
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet1387
description server 2/8, VNICeth7
switchport mode trunk
untaggedcos 5
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no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1310
channel 1387

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet1501
description server 1/3, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1280
channel 1501
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1577
description server 1/3, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1280
channel 1577

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1580
description server 1/3, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1280
channel 1580

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet1581
description server 1/3, VNICeth3
switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1280
channel 1581

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet1584
description server 1/3, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1280
channel 1584
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown
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interface Vethernet1803
description server 2/2, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1322
channel 1803
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1805

description server 2/2, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1322
channel 1805

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1808

description server 2/2, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1322
channel 1808

service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1809
description server 2/2, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vian 65

bind interface port-channel1322
channel 1809

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet1812
description server 2/2, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1322
channel 1812
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet1970
description server 1/6, VNICethO

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60
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bind interface port-channel1282
channel 1970

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet1972

description server 1/6, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1282
channel 1972

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1975

description server 1/6, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1282
channel 1975

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1987
description server 1/6, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk native vlan 66
switchport trunk allowed vlan 66

bind interface port-channel1282
channel 1987

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet1988
description server 2/5, VNIC ethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1329
channel 1988
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1990
description server 2/5, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1329
channel 1990

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1993
description server 2/5, VNICeth2
switchport mode trunk
untagged cos 2
no pinning server sticky
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pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1329
channel 1993

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1994
description server 2/5, VNICeth3
switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1329
channel 1994

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet1997
description server 2/5, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1329
channel 1997
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2000
description server 1/2, VNICethO

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vilan 60

bind interface port-channel1283
channel 2000

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2002

description server 1/2, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1283
channel 2002

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2005

description server 1/2, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1283
channel 2005

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2006
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description server 1/2, VNICeth3

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1283
channel 2006

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2009
description server 1/2, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1283
channel 2009
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2069
description server 2/6, VNICethO

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1304
channel 2069

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2072

description server 2/6, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61

bind interface port-channel1304
channel 2072

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2073

description server 2/6, VNICeth3

switchport mode trunk

untaggedcos 4

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vian 62

bind interface port-channel1304
channel 2073

service-policy type queuing input
org-root/ep-gqos-Gold

no shutdown

interface Vethernet2075
description server 2/6, VNICeth4
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 63
switchport trunk allowed vian 63

bind interface port-channel1304
channel 2075

service-policy type queuing input
org-root/ep-qos-Bronze
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no shutdown

interface Vethernet2078
description server 2/6, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 64
switchport trunk allowed vlan 64
bind interface port-channel1304
channel 2078
service-policy type queuing input
org-root/ep-gqos-Bronze
no shutdown

interface Vethernet2079
description server 2/6, VNICeth6
switchport mode trunk
untaggedcos 5
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1304
channel 2079

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2083
description server 2/6, VNICeth7
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1304
channel 2083

service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2094

description server 1/4, VNICethO

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vilan 60

bind interface port-channel1281
channel 2094

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2096

description server 1/4, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1281
channel 2096

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2099

description server 1/4, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64
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bind interface port-channel1281
channel 2099

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2100
description server 1/4, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1281
channel 2100

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2103
description server 1/4, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1281
channel 2103
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2114
description server 2/1, VNICethO
switchport mode trunk
untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1321
channel 2114

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2116

description server 2/1, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1321
channel 2116

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2119

description server 2/1, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1321
channel 2119

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2120
description server 2/1, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
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no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1321
channel 2120

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2123
description server 2/1, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1321
channel 2123
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2124
description server 1/1, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1317
channel 2124

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2126
description server 1/1, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1317
channel 2126

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2129
description server 1/1, VNICeth2
switchport mode trunk
untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1317
channel 2129

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2130
description server 1/1, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1317
channel 2130
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet2133

description server 1/1, VNICeth4
switchport mode trunk
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untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1317
channel 2133

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2158
description server 2/3, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1333
channel 2158

service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2160

description server 2/3, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1333
channel 2160

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2163
description server 2/3, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1333
channel 2163

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2164
description server 2/3, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1333
channel 2164
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2167
description server 2/3, VNICeth4
switchport mode trunk
untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1333
channel 2167

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown
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interface Vethernet2226
description server 2/4, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1339
channel 2226
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2228

description server 2/4, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1339
channel 2228

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2231

description server 2/4, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1339
channel 2231

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2232
description server 2/4, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1339
channel 2232
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet2235
description server 2/4, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1339
channel 2235
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown
clock timezone PST -8 0
clock summer-time PDT 2 Sunday
March03:00 1 Sunday November
02:00 60
line console
line vty
system default switchport
shutdown
Idap-server timeout 30
Idap-server port 0
aaagroup server Idap Idap
svs veth auto-delete retention-
timer days 0 hours 0 mins 15
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logging logfile messages 2
no logging monitor
logging level kernel 2
logging level user 2
logging level mail 2
logging level daemon 2
logging level auth 2
logging level syslog 2

logging level Ipr 2
logging level news 2
logging level uucp 2
logging level cron 2
logging level authpri 2
logging level ftp 2
logging level local0 2
logging level locall 2
logging level local2 2
logging level local3 2
logging level local4 2
logging level local5 2
logging level local6 2
logging level local7 2
no logging console

13.2.1. 6248UP - A

ICommand: show running-config
ITime: Mon Nov 18 10:35:07 2013

version 5.0(3)N2(2.11.3a)
feature fcoe

feature adapter-fex

no feature telnet

no telnet server enable
feature tacacs+
cfsipv4 distribute

cfs eth distribute
feature private-vlan
feature port-security
featurelacp

feature lldp

feature fex

logging level assoc_mgr 2

logging level aaa 2
logging level afm 2

logging level cfs 2
logging level enm 2
logging level fex 2
logging level fwm 2
logging level msp 2
logging level npv 2
logging level pfm 2
logging level vms 2
logging level evmc 2
logging level port 2
logging level vshd 2
logging level ethpm 2
logging level track2
logging level xmIma 2
logging level licmgr2
logging level radius 2
logging level tacacs?2
logging level bootvar 2
logging level monitor 2
logging level fcdomain 2
logging level ascii-cfg 2
logging level provision 2

logging level securityd 2
logging level pltfm_config 2
logging level port-channel 2
logging level private-vlan 2
logging level spanning-tree 2
logging level port-resources 2
role name server-equipment

rule 3 permit read-write feature
sam-pn-maintenance

rule 2 permit read-write feature
sam-pn-policy

rule 1 permit read-write feature
sam-pn-equipment
role name facility-manager

rule 1 permit read-write feature
sam-power-mgmt
role name server-security

rule 3 permit read-write feature
sam-Is-security-policy

rule 2 permit read-write feature
sam-ls-security

rule 1 permit read-write feature
sam-pn-security
role name server-compute
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rule 3 permit read-write feature
sam-Is-compute

rule 2 permit read-write feature
sam-Is-server-oper

rule 1 permit read-write feature
sam-Is-server-policy
role name server-profile

rule 6 permit read-write feature
sam-Is-server-oper

rule 5 permit read-write feature
sam-Is-ext-access

rule 4 permit read-write feature
sam-Is-server-policy

rule 3 permit read-write feature
sam-Is-config-policy

rule 2 permit read-write feature
sam-Is-server

rule 1 permit read-write feature
sam-Is-config
role name operations

rule 2 permit read-write feature
sam-fault

rule 1 permit read-write feature
sam-operations
role name read-only

rule 1 permit read-write feature
sam-read-only
role name KVM-Only rule 1 permit
read-write feature sam-Is-ext-
access
role name network

rule 12 permit read-write feature
sam-Is-qos-policy

rule 11 permit read-write feature
sam-Is-network-policy

rule 10 permit read-write feature
sam-Is-qos

rule 9 permit read-write feature
sam-Is-network

rule 8 permit read-write feature
sam-ext-lan-qos

rule 7 permit read-write feature
sam-ext-lan-security

rule 6 permit read-write feature
sam-ext-lan-policy

rule 5 permit read-write feature
sam-ext-lan-config

rule 4 permit read-write feature
sam-pod-qos

rule 3 permit read-write feature
sam-pod-security

rule 2 permit read-write feature
sam-pod-policy

rule 1 permit read-write feature
sam-pod-config
role name storage

rule 6 permit read-write feature
sam-Is-storage-policy

rule 5 permit read-write feature
sam-Is-storage

rule 4 permit read-write feature
sam-ext-san-qos

rule 3 permit read-write feature
sam-ext-san-security

rule 2 permit read-write feature
sam-ext-san-policy

rule 1 permit read-write feature
sam-ext-san-config
role name admin

rule 1 permit read-write feature
sam-admin
role name aaa

rule 1 permit read-write feature
sam-aaa
no password strength-check

banner motd #Cisco UCS 6200
Series Fabric Interconnect
#

ip domain-lookup

ip name-server 171.70.168.183
171.68.226.120175.25.205.7

aaa group server tacacs+tacacs
switchname UCS-EXC-HyperV-B
logging event link-status default
errdisable recovery interval 60
errdisable recovery cause link-flap
errdisable recovery cause udld
errdisable recovery cause
bpduguard

errdisable recovery cause loopback
errdisable recovery cause pause-
rate-limit
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class-map type qos class-fcoe

class-map type qos match-all class-
gold
match cos 4
class-map type qos match-all class-
bronze
match cos 1
class-map type qos match-all class-
silver
match cos 2
class-map type qos match-all class-
platinum
match cos 5
class-map type queuing class-fcoe
match qos-group 1
class-map type queuing class-gold
match qos-group 3
class-map type queuing class-
bronze
match gos-group 5
class-map type queuing class-silver
match qos-group 4
class-map type queuing class-
platinum
match gos-group 2
class-map type queuing class-all-
flood
match gos-group 2
class-map type queuing class-ip-
multicast
match qos-group 2

policy-map type qos
system_qos_policy
class class-platinum
set qos-group 2
class class-silver
set qos-group 4
class class-bronze
set qos-group 5
class class-gold
set qos-group 3
class class-fcoe
set qos-group 1
policy-map type queuing
system_qg_in_policy
class type queuing class-fcoe

bandwidth percent 14

class type queuing class-platinum
bandwidth percent 22

class type queuing class-gold
bandwidth percent 20

class type queuing class-silver
bandwidth percent 18

class type queuing class-bronze
bandwidth percent 15

class type queuing class-default
bandwidth percent 11
policy-map type queuing
system_q_out_policy
class type queuing class-fcoe
bandwidth percent 14
class type queuing class-platinum
bandwidth percent 22
class type queuing class-gold
bandwidth percent 20
class type queuing class-silver
bandwidth percent 18
class type queuing class-bronze
bandwidth percent 15
class type queuing class-default
bandwidth percent 11
policy-map type queuing org-
root/ep-qos-Gold
class type queuing class-default
bandwidth percent 100
shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Bronze
class type queuing class-default
bandwidth percent 100

shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Silver

class type queuing class-default

bandwidth percent 100

shape 40000000 kbps 10240
policy-map type queuing org-
root/ep-qos-Platinum

class type queuing class-default
bandwidth percent 100
shape 40000000 kbps 10240
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class-map type network-qos class-
fcoe

match qos-group 1
class-map type network-gos class-
gold

match gos-group 3
class-map type network-qos class-
bronze

match gos-group 5
class-map type network-gos class-
silver

match qos-group 4
class-map type network-qos class-
platinum

match gos-group 2
class-map type network-gos class-
all-flood

match qos-group 2
class-map type network-qos class-
ip-multicast

match gos-group 2
policy-map type network-qos
system_nq_policy
class type network-qos class-
platinum
mtu 9000
class type network-gos class-silver
mtu 9000
class type network-gos class-
bronze
mtu 9000
class type network-gos class-gold
mtu 9000
class type network-gos class-fcoe
pause no-drop
mtu 2158
class type network-qos class-
default
system qos
service-policy type qos input
system_qos_policy
service-policy type queuing input
system_q_in_policy
service-policy type queuing output
system_q_out_policy
service-policy type network-qos
system_nq_policy

fex 1
pinning max-links 1
description "FEX0001"

fex 2

pinning max-links 1

description "FEX0002"
fex management-instance
39619¢74-90b7-11e2-8831-
547feef80284 fabric 2
snmp-server enable traps entity fru
no snmp-server enable trapsentity
entity_mib_change
no snmp-server enable trapsentity
entity_module_status_change
no snmp-server enable trapsentity
entity_power_status_change
no snmp-server enable trapsentity
entity_module_inserted
no snmp-server enable trapsentity
entity_module_removed
no snmp-server enable trapsentity
entity_unrecognised_module
no snmp-server enable trapsentity
entity fan_status_change
no snmp-server enable traps link
linkDown
no snmp-server enable trapslink
linkUp
no snmp-server enable trapslink
extended-linkDown
no snmp-server enable trapslink
extended-linkUp
no snmp-server enable trapslink
cieLinkDown
no snmp-server enable trapslink
cieLinkUp
no snmp-server enable trapslink
connUnitPortStatusChange
no snmp-server enable trapslink
fcTrunklfUpNotify
no snmp-server enable trapslink
fcTrunklfDownNotify
no snmp-server enable trapslink
delayed-link-state-change

no snmp-server enable trapslink
fcot-inserted
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no snmp-server enable trapslink
fcot-removed

no snmp-server enable trapsrf
redundancy_framework

no snmp-server enable trapslicense
notify-license-expiry

no snmp-server enable trapslicense
notify-no-license-for-feature

no snmp-server enable trapslicense
notify-licensefile-missing

no snmp-server enable trapslicense
notify-license-expiry-warning

no snmp-server enable trapsrmon
risingAlarm

no snmp-server enable trapsrmon
fallingAlarm

no snmp-server enable trapsrmon
hcRisingAlarm

no snmp-server enable trapsrmon
hcFallingAlarm

ntp server 171.68.10.80

ntp server 171.68.10.150

no aaa user default-role

vrf context management

ip name-server 171.70.168.183
171.68.226.120175.25.205.7
vlan 1,60-66,999
vlan 4044

name SAM-vlan-management
vlan 4047

name SAM-vlan-boot

vlan 4048

fcoe vsan 1

name fcoe-vsan-4048
vlan 4049
port-channel load-balance ethernet
invalid invalid-hash
port-profile type vethernet
ucsm_internal_rackserver_portprofi
le

switchport trunk allowed vilan
4044

switchport mode trunk

no shutdown

vmware port-group

max-ports 320

state enabled

logging level sysmgr 2

interface port-channel28
description U: Uplink
switchport mode trunk
pinning border
switchport trunk allowed vlan
1,60-66,999
speed 10000

interface port-channel1290
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1291
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1293
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1294
switchport mode vntag
switchport vntag max-vifs 118

no pinning server sticky
speed 10000

interface port-channel1295
switchport mode vntag
no pinning server sticky
speed 10000

interface port-channel1298
switchport mode vntag
switchport vntag max-vifs 118
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no pinning server sticky
speed 10000

interface port-channel1302
switchport mode vntag
switchport vntag max-vifs 118

no pinning server sticky
speed 10000

interface port-channel1316
switchport mode vntag

switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1320
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1323
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1328
switchport mode vntag
no pinning server sticky
speed 10000

interface port-channel1332

switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1338
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1340
switchport mode vntag

switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1343
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

interface port-channel1345
switchport mode vntag
switchport vntag max-vifs 118
no pinning server sticky
speed 10000

feature npv

feature npiv

interface Ethernet1/1
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16457K1Z module-sl
ot right
no shutdown

interface Ethernet1/2
description S: Server
no pinning server sticky
switchport mode fex-fabric

fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16457K1Z module-sl
ot right

no shutdown

interface Ethernet1/3
description S: Server
no pinning server sticky
switchport mode fex-fabric
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fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16457K1Z module-s|
ot right

no shutdown

interface Ethernet1/4
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 1 chassis-serial
FOX1642H32G module-serial
FCH16457K1Z module-sl
ot right
no shutdown

interface Ethernet1/5
description S: Server

no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRQK module-sl
ot right
no shutdown

interface Ethernet1/6
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRQK module-s|
ot right
no shutdown

interface Ethernet1/7
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRQK module-sl
ot right
no shutdown

interface Ethernet1/8
description S: Server
no pinning server sticky
switchport mode fex-fabric
fex associate 2 chassis-serial
FOX1652G334 module-serial
FCH1650JRQK module-sl
ot right
no shutdown

interface Ethernet1/9

interface Ethernet1/10
interface Ethernet1/11
interface Ethernet1/12
interface Ethernet1/13
interface Ethernet1/14

interface Ethernet1/15

interface Ethernet1/16

interface Ethernet1/17

description A: Appliance

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport mode trunk

switchport trunk allowed vlan 65-
66

no shutdown

interface Ethernet1/18

description A: Appliance

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport mode trunk
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switchport trunk allowed vlan 65-

66
no shutdown

interface Ethernet1/19
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vlan
1,60-66,999
no shutdown

interface Ethernet1/20
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vlan
1,60-66,999
no shutdown

interface Ethernet1/21
interface Ethernet1/22
interface Ethernet1/23

interface Ethernet1/24

interface Ethernet1/25
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vilan
1,60-66,999
channel-group 28 mode active
no shutdown

interface Ethernet1/26
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vilan
1,60-66,999
channel-group 28 mode active
no shutdown

interface Ethernet1/27
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vlan
1,60-66,999
channel-group 28 mode active
no shutdown
interface Ethernet1/28
description U: Uplink
pinning border
switchport mode trunk
switchport trunk allowed vian
1,60-66,999
channel-group 28 mode active
no shutdown
interface Ethernet1/29
interface Ethernet1/30
interface Ethernet1/31
interface Ethernet1/32
interface Ethernet2/1

interface Ethernet2/2

interface Ethernet2/3
interface Ethernet2/4
interface Ethernet2/5
interface Ethernet2/6
interface Ethernet2/7
interface Ethernet2/8
interface Ethernet2/9

interface Ethernet2/10
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interface Ethernet2/11
interface Ethernet2/12

interface Ethernet2/13

interface Ethernet2/14
interface Ethernet2/15
interface Ethernet2/16

interface mgmt0
shutdown force
ip address 10.60.0.12/24

interface Ethernet1/1/1
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1316
no shutdown

interface Ethernet1/1/2
no pinning server sticky

interface Ethernet1/1/3

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1316

no shutdown

interface Ethernet1/1/4
no pinning server sticky

interface Ethernet1/1/5
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1293
no shutdown

interface Ethernet1/1/6
no pinning server sticky

interface Ethernet1/1/7

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1293

no shutdown

interface Ethernet1/1/8
no pinning server sticky

interface Ethernet1/1/9
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1294
no shutdown

interface Ethernet1/1/10
no pinning server sticky

interface Ethernet1/1/11

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1294

no shutdown

interface Ethernet1/1/12
no pinning server sticky

interface Ethernet1/1/13
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1290
no shutdown

interface Ethernet1/1/14
no pinning server sticky



386

interface Ethernet1/1/15

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1290

no shutdown

interface Ethernet1/1/16
no pinning server sticky

interface Ethernet1/1/17
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1340
no shutdown

interface Ethernet1/1/18
no pinning server sticky

interface Ethernet1/1/19

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/1
channel-group 1340

no shutdown

interface Ethernet1/1/20
no pinning server sticky

interface Ethernet1/1/21
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1295
no shutdown

interface Ethernet1/1/22
no pinning server sticky

interface Ethernet1/1/23

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/2
channel-group 1295

no shutdown

interface Ethernet1/1/24
no pinning server sticky

interface Ethernet1/1/25
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1345
no shutdown

interface Ethernet1/1/26
no pinning server sticky

interface Ethernet1/1/27

switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/3
channel-group 1345

no shutdown

interface Ethernet1/1/28
no pinning server sticky

interface Ethernet1/1/29
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4
channel-group 1291
no shutdown

interface Ethernet1/1/30
no pinning server sticky

interface Ethernet1/1/31

switchport vntag max-vifs 118
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no pinning server sticky
switchport mode vntag
fabric-interface Eth1/4

channel-group 1291

no shutdown

interface Ethernet1/1/32
no pinning server sticky

interface Ethernet1/1/33
no pinning server sticky
switchport mode trunk

switchport trunk native vlan 4044

switchport trunk allowed vilan
4044
no shutdown

interface Ethernet2/1/1
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5

channel-group 1320
no shutdown

interface Ethernet2/1/2
no pinning server sticky

interface Ethernet2/1/3
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5
channel-group 1320
no shutdown

interface Ethernet2/1/4
no pinning server sticky

interface Ethernet2/1/5
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6

channel-group 1323
no shutdown

interface Ethernet2/1/6
no pinning server sticky

interface Ethernet2/1/7
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6
channel-group 1323
no shutdown

interface Ethernet2/1/8
no pinning server sticky

interface Ethernet2/1/9
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7

channel-group 1332
no shutdown

interface Ethernet2/1/10
no pinning server sticky

interface Ethernet2/1/11
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7
channel-group 1332
no shutdown

interface Ethernet2/1/12
no pinning server sticky

interface Ethernet2/1/13
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8

channel-group 1338
no shutdown

interface Ethernet2/1/14
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interface Ethernet2/1/15
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8
channel-group 1338
no shutdown

interface Ethernet2/1/16
no pinning server sticky

interface Ethernet2/1/17
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5

channel-group 1328
no shutdown

interface Ethernet2/1/18
no pinning server sticky

interface Ethernet2/1/19
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/5
channel-group 1328
no shutdown

interface Ethernet2/1/20
no pinning server sticky

interface Ethernet2/1/21
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6

channel-group 1302
no shutdown

interface Ethernet2/1/22
no pinning server sticky

interface Ethernet2/1/23
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/6
channel-group 1302
no shutdown

interface Ethernet2/1/24
no pinning server sticky

interface Ethernet2/1/25
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7

channel-group 1343
no shutdown

interface Ethernet2/1/26
no pinning server sticky

interface Ethernet2/1/27
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/7
channel-group 1343
no shutdown

interface Ethernet2/1/28
no pinning server sticky

interface Ethernet2/1/29
switchport vntag max-vifs 118
no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8

channel-group 1298
no shutdown

interface Ethernet2/1/30
no pinning server sticky

interface Ethernet2/1/31
switchport vntag max-vifs 118
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no pinning server sticky
switchport mode vntag
fabric-interface Eth1/8

channel-group 1298

no shutdown

interface Ethernet2/1/32
no pinning server sticky

interface Ethernet2/1/33
no pinning server sticky
switchport mode trunk
switchport trunk native vlan 4044
switchport trunk allowed vilan
4044

no shutdown

interface Vethernet1361
description server 1/8, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1291
channel 1361
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1362
description server 1/8, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk allowed vlan 61

bind interface port-channel1291
channel 1362

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1365

description server 1/8, VNICeth3

switchport mode trunk

untaggedcos 4

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vian 62

bind interface port-channel1291
channel 1365

service-policy type queuing input
org-root/ep-gqos-Gold

no shutdown

interface Vethernet1367
description server 1/8, VNICeth4
switchport mode trunk
untaggedcos 1
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 63

switchport trunk allowed vlan 63

bind interface port-channel1291
channel 1367

service-policy type queuing input
org-root/ep-qos-Bronze

no shutdown

interface Vethernet1368
description server 1/8, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 64
switchport trunk allowed vilan 64
bind interface port-channel1291
channel 1368
service-policy type queuing input
org-root/ep-qos-Bronze
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no shutdown
interface Vethernet1371

description server 1/8, VNICeth6

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1291
channel 1371

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet1372
description server 1/8, VNICeth7
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1291
channel 1372

service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet1375
description server 2/8, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1298
channel 1375

service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1376
description server 2/8, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vian 61

bind interface port-channel1298
channel 1376

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1379

description server 2/8, VNICeth3

switchport mode trunk

untaggedcos 4

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vian 62

bind interface port-channel1298
channel 1379

service-policy type queuing input
org-root/ep-gqos-Gold

no shutdown

interface Vethernet1381
description server 2/8, VNICeth4
switchport mode trunk
untaggedcos 1

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 63

switchport trunk allowed vian 63

bind interface port-channel1298
channel 1381
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service-policy type queuing input
org-root/ep-qos-Bronze
no shutdown

interface Vethernet1382
description server 2/8, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 64
switchport trunk allowed vlan 64
bind interface port-channel1298
channel 1382
service-policy type queuing input
org-root/ep-qos-Bronze
no shutdown

interface Vethernet1385
description server 2/8, VNICeth6
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1298
channel 1385
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet1386
description server 2/8, VNICeth7
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66

bind interface port-channel1298
channel 1386

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet1502
description server 1/3, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1294
channel 1502
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet1578
description server 1/3, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1294
channel 1578

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1579
description server 1/3, VNICeth2
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
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switchport trunk allowed vlan 61-
64

bind interface port-channel1294
channel 1579

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1582
description server 1/3, VNICeth3
switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1294
channel 1582

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet1583
description server 1/3, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1294
channel 1583
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet1804
description server 2/2, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1323
channel 1804

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet1806

description server 2/2, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1323
channel 1806

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1807

description server 2/2, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1323
channel 1807

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1810
description server 2/2, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
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pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1323
channel 1810

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet1811
description server 2/2, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1323
channel 1811
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet1971
description server 1/6, VNICethO

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1295
channel 1971

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1973
description server 1/6, VNICeth1
switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1295
channel 1973

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1974

description server 1/6, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1295
channel 1974

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1985
description server 1/6, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 999
switchport trunk allowed vlan 999

bind interface port-channel1295
channel 1985

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown
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interface Vethernet1986
description server 1/6, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1295
channel 1986
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet1989
description server 2/5, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1328
channel 1989

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1991

description server 2/5, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1328
channel 1991

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1992
description server 2/5, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1328
channel 1992

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet1995
description server 2/5, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1328
channel 1995
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet1996
description server 2/5, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1328
channel 1996
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service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2001
description server 1/2, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1293
channel 2001

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2003

description server 1/2, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1293
channel 2003

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2004
description server 1/2, VNICeth2
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1293
channel 2004

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2007
description server 1/2, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1293
channel 2007
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet2008
description server 1/2, VNICeth4

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1293
channel 2008

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet2070
description server 2/6, VNIC ethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
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switchport trunk allowed vlan 60

bind interface port-channel1302
channel 2070

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2071

description server 2/6, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61

bind interface port-channel1302
channel 2071

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2074
description server 2/6, VNICeth3
switchport mode trunk
untaggedcos 4
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk allowed vlan 62

bind interface port-channel1302
channel 2074

service-policy type queuing input
org-root/ep-qos-Gold

no shutdown

interface Vethernet2076
description server 2/6, VNICeth4
switchport mode trunk
untaggedcos 1
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 63

switchport trunk allowed vlan 63

bind interface port-channel1302
channel 2076

service-policy type queuing input
org-root/ep-qos-Bronze

no shutdown

interface Vethernet2077
description server 2/6, VNICeth5
switchport mode trunk
untaggedcos 1
no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 64

switchport trunk allowed vian 64

bind interface port-channel1302
channel 2077

service-policy type queuing input
org-root/ep-qos-Bronze

no shutdown

interface Vethernet2080
description server 2/6, VNICeth6
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1302
channel 2080
service-policy type queuing input
org-root/ep-qos-Platinum
no shutdown

interface Vethernet2082

description server 2/6, VNICeth7

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down
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no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1302
channel 2082

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2095
description server 1/4, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1290
channel 2095

service-policy type queuing input
org-root/ep-gos-Silver
no shutdown

interface Vethernet2097

description server 1/4, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1290
channel 2097

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2098
description server 1/4, VNICeth2
switchport mode trunk
untagged cos 2
no pinning server sticky

pinning server pinning-failure link-
down
no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1290
channel 2098

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2101
description server 1/4, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 65
switchport trunk allowed vlan 65
bind interface port-channel1290
channel 2101
service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet2102
description server 1/4, VNICeth4
switchport mode trunk
untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vlan 66

bind interface port-channel1290
channel 2102

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet2115
description server 2/1, VNICethO
switchport mode trunk
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untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 60

switchport trunk allowed vlan 60

bind interface port-channel1320
channel 2115

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2117

description server 2/1, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1320
channel 2117

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2118

description server 2/1, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1320
channel 2118

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2121

description server 2/1, VNICeth3

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1320
channel 2121

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet2122
description server 2/1, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk native vlan 66

switchport trunk allowed vilan 66

bind interface port-channel1320
channel 2122

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet2125
description server 1/1, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1316
channel 2125
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown
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interface Vethernet2127
description server 1/1, VNICeth1
switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1316
channel 2127

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2128

description server 1/1, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1316
channel 2128

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2131

description server 1/1, VNICeth3

switchport mode trunk

untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1316
channel 2131

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2132
description server 1/1, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vilan 66
bind interface port-channel1316
channel 2132

service-policy type queuing input
org-root/ep-gos-Platinum
no shutdown

interface Vethernet2159
description server 2/3, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1332
channel 2159
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2161
description server 2/3, VNICeth1
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1332
channel 2161
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service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2162

description server 2/3, VNICeth2

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vlan 61-
64

bind interface port-channel1332
channel 2162

service-policy type queuing input
org-root/ep-gos-Silver

no shutdown

interface Vethernet2165
description server 2/3, VNICeth3
switchport mode trunk
untaggedcos 5

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1332
channel 2165

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2166
description server 2/3, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66

bind interface port-channel1332
channel 2166

service-policy type queuing input
org-root/ep-gos-Platinum

no shutdown

interface Vethernet2227
description server 2/4, VNICethO
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 60
switchport trunk allowed vlan 60
bind interface port-channel1338
channel 2227
service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2229

description server 2/4, VNICeth1

switchport mode trunk

untagged cos 2

no pinning server sticky

pinning server pinning-failure link-
down

no cdp enable

switchport trunk allowed vilan 61-
64

bind interface port-channel1338
channel 2229

service-policy type queuing input
org-root/ep-qos-Silver
no shutdown

interface Vethernet2230
description server 2/4, VNICeth2
switchport mode trunk
untagged cos 2
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
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switchport trunk allowed vlan 61-
64

bind interface port-channel1338
channel 2230

service-policy type queuing input
org-root/ep-qos-Silver

no shutdown

interface Vethernet2233
description server 2/4, VNICeth3
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable

switchport trunk native vlan 65

switchport trunk allowed vlan 65

bind interface port-channel1338
channel 2233

service-policy type queuing input
org-root/ep-qos-Platinum

no shutdown

interface Vethernet2234
description server 2/4, VNICeth4
switchport mode trunk
untaggedcos 5
no pinning server sticky
pinning server pinning-failure link-
down
no cdp enable
switchport trunk native vlan 66
switchport trunk allowed vlan 66
bind interface port-channel1338
channel 2234
service-policy type queuing input
org-root/ep-qos-Platinum

Sample Cisco Nexus 1000V Configuration

ICommand: show running-config
ITime: Tue Nov 19 19:57:29 2013

version 5.2(1)SM1(5.1)
hosthame nexus1000v

no feature telnet

no shutdown
clock timezone PST -8 0
clock summer-time PDT 2 Sunday
March 03:00 1 Sunday November
02:00 60
line console
line vty

system default switchport
shutdown

Idap-server timeout 30
Idap-server port 0
aaagroup server ldap Ildap
svs veth auto-delete retention-
timer days 0 hours 0 mins 15
logging logfile messages 2
no logging monitor
logging level kernel 2
logging level user 2
logging level mail 2
logging level daemon 2
logging level auth 2
logging level syslog 2
logging level lpr 2

logging level news 2
logging level uucp 2
logging level cron 2
logging level authpri 2
logging level ftp 2

logging level local0 2
logging level locall 2
logging level local2 2

logging level local3 2
logging level local4 2
logging level local5 2
logging level local6 2
logging level local7 2
no logging console



feature network-segmentation-manager
no password strength-check

banner motd #Nexus 1000V Switch
#

ip domain-lookup
errdisable recovery cause failed-port-state
vem 3

host id 749C6139-B790-E211-0000-00000000003E
vem 4

host id 749C6139-B790-E211-0000-00000000000F
vem 5

host id 749C6139-B790-E211-0000-00000000006E
vem 6

host id 749C6139-B790-E211-0000-00000000002F
vem 7

host id 749C6139-B790-E211-0000-00000000004E
vem 8

host id 749C6139-B790-E211-0000-00000000002E
vem 9

host id 749C6139-B790-E211-0000-00000000005E
vem 10

host id 749C6139-B790-E211-0000-00000000007E
vem 11

host id 749C6139-B790-E211-0000-00000000001F
vem 12

host id 749C6139-B790-E211-0000-00000000003F

rmon event 1 log trap public description FATAL(1) owner PMON@ FATAL

rmon event 2 log trap public description CRITICAL(2) owner PMON@ CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ ERROR

rmon event 4 log trap public description WARNING(4) owner PMON@ WARNING
rmon event 5 log trap public description INFORMATION(5) owner PMON@INFO

vrf context management
ip route 0.0.0.0/010.61.0.1
vlan 1,61-64

port-channel load-balance ethernet source-mac
port-profile default max-ports 32
port-profile default port-binding static
port-profile type vethernet NSM_template_vlan
no shutdown
guid 2d26a674-2453-499f-8cd5-609d967ad7ac
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description NSM default port-profile for VLAN networks. Do not delete.
state enabled
port-profile type vethernet NSM_template_segmentation
no shutdown
guid 4bc0ff48-39b2-414b-b90c-830e5ad65896
description NSM default port-profile for VXLAN networks. Do not delete.
state enabled
port-profile type vethernet VDI-Port-profile
no shutdown
guid 43f99166-d36a-4962-b4ef-8d2b30626201
port-binding static auto expand
max-ports 1024
state enabled

publish port-profile
port-profile type ethernet Uplink-profile
channel-group auto mode on mac-pinning
no shutdown
guid 62a0310b-e9b0-40d2-84da-6d5ae19d158c
max-ports 512
state enabled
port-profile type ethernet uplink_network_default_policy
no shutdown
guid af5708a0-978b-423d-9f2¢c-da3394c37f29
max-ports 512
description NSM created profile. Do not delete.
state enabled
port-profile type ethernet nexus1000v-uplink
inherit port-profile Uplink-profile
switchport mode trunk
switchport trunk allowed vlan 61-64
guid 6d728913-d267-4ca3-ab74-e304a88edeff
max-ports 512
description NSM created profile. Do not delete.
state enabled
port-profile type vethernet dynpp_43f99166-d36a-4962-b4ef-8d2b30626201_c5fcbaa8-
e3fb-4f41-ae33-6bcabfe9b742

inherit port-profile VDI-Port-profile

switchport mode access

switchport access vlan 62

guid 0d40e8de-9cdc-4424-ac18-5e9f42ca5784
description NSM created profile. Do not delete.
state enabled

interface port-channell
inherit port-profile nexus1000v-uplink
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vem 3

interface port-channel2
inherit port-profile nexus1000v-uplink
vem 4

interface port-channel3
inherit port-profile nexus1000v-uplink
vem 5

interface port-channel4
inherit port-profile nexus1000v-uplink
vem 6

interface port-channel5
inherit port-profile nexus1000v-uplink
vem 7

interface port-channel6
inherit port-profile nexus1000v-uplink
vem 8

interface port-channel7
inherit port-profile nexus1000v-uplink
vem 9

interface port-channel8
inherit port-profile nexus1000v-uplink
vem 10

interface port-channel9
inherit port-profile nexus1000v-uplink

vem 11

interface port-channel10
inherit port-profile nexus1000v-uplink

vem 12

interface mgmt0
ip address 10.61.0.10/24

interface Ethernet4/1
inherit port-profile nexus1000v-uplink

interface Ethernet5/1



inherit port-profile nexus1000v-uplink

interface Ethernet7/1
inherit port-profile nexus1000v-uplink

interface controlO

no snmp trap link-status
line console
line vty
boot kickstart bootflash:/n1000vh-dk9-kickstart.5.2.1.SM1.5.1.bin sup-1
boot system bootflash:/n1000vh-dk9.5.2.1.SM1.5.1.bin sup-1
boot kickstart bootflash:/n1000vh-dk9-kickstart.5.2.1.SM1.5.1.bin sup-2
boot system bootflash:/n1000vh-dk9.5.2.1.SM1.5.1.bin sup-2
svs-domain

domain id 100
control vlan 1
packet vlan 1
svs mode L3 interface mgmtO
switch-guid cee527ce-ff22-413b-82d3-c15e2df44a86

vservice global type vsg
tcp state-checks

vnm-policy-agent
registration-ip 0.0.0.0
shared-secret *# & ®xkkx
log-level info

nsm ip pool template VLAN-61-Pool
ip address 10.61.0.1110.61.0.11
network 10.61.0.0255.255.255.0
default-router 10.61.0.1

nsm ip pool template VLAN-62-Pool
ip address 10.62.0.10010.62.0.150
network 10.62.0.0255.255.240.0
default-router 10.62.0.1

nsm ip pool template VLAN-63-Pool
ip address 10.63.0.10010.63.0.150
network 10.63.0.0255.255.255.0
default-router 10.63.0.1

nsm ip pool template VLAN-64-Pool
ip address 10.64.0.10010.64.0.150
network 10.64.0.0255.255.255.0
default-router 10.64.0.1

nsm logical network VDINetwork

nsm logical network ClusterNetwork

nsm network segment pool VDI-Pool-1
guid 5ef2bald-212f-4067-b6b5-54210635541b
member-of logical network VDINetwork
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nsm network segment pool Cluster-Pool-1
guid 20c1b5da-2a4b-4a53-9926-af7dbe1fbba0
member-of logical network ClusterNetwork
nsm network segment VLAN-61
guid 840e731b-0337-4f2e-9e0a-fedfce2182d2
member-of vmnetwork VLAN-61 guid 84a7093f-4c54-4840-a71c-cb8599359e48
member-of network segment pool VDI-Pool-1
switchport access vlan 61
ip pool import template VLAN-61-Pool guid 424651dd-c4ae-4a30-baee-73686b0dd867
publish network segment
switchport mode access
nsm network segment VLAN-62
guid c5fcbaa8-e3fb-4f41-ae33-6bcabfe9b742
member-of vmnetwork VLAN-62 guid 2fcdca69-65e3-43e8-9d1a-21442c69a325

member-of network segment pool VDI-Pool-1
switchport access vlan 62
ip pool import template VLAN-62-Pool guid 433450e9-0bc9-4cde-a84f-51f30fa8ccd9
publish network segment
switchport mode access
nsm network segment VLAN-63
guid afee3cc3-8d51-4c41-9d8d-a910c8a6f74f
member-of vmnetwork VLAN-63 guid 6c0c92c3-17a1-4067-bfd9-70d2e9ea58c4
member-of network segment pool Cluster-Pool-1
switchport access vlan 63
ip pool import template VLAN-63-Pool guid ca9dab93-f4be-4fa4-b7af-cce56473858a
publish network segment
switchport mode access
nsm network segment VLAN-64
guid 1352ebeb-770f-405a-b055-a5874d661175
member-of vmnetwork VLAN-64 guid 7c¢4816f4-c0c6-4043-a063-fa199d397683
member-of network segment pool Cluster-Pool-1
switchport access vlan 64
ip pool import template VLAN-64-Pool guid 20c3fe31-bf46-458b-9e87-d01f08e77032
publish network segment
switchport mode access
nsm network uplink nexus1000v-uplink
import port-profile Uplink-profile

allow network segment pool VDI-Pool-1
allow network segment pool Cluster-Pool-1
publish network uplink

13.3.1. N1000V-1

ICommand: show running-config
ITime: Thu Nov 21 12:44:44 2013

version 5.2(1)SM1(5.1)
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hostname nexus1000v-2

no feature telnet
feature network-segmentation-manager

no password strength-check

banner motd #Nexus 1000V Switch
#

ip domain-lookup
errdisable recovery cause failed-port-state
vem 3

host id 749C6139-B790-E211-0000-00000000003E
vem 9

host id 749C6139-B790-E211-0000-00000000005E
vem 10

host id 749C6139-B790-E211-0000-00000000007E
vem 11

host id 749C6139-B790-E211-0000-00000000001F
rmon event 1 log trap public description FATAL(1) owner PMON@ FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMON@ CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@ WARNING
rmon event 5 log trap public description INFORMATION(5) owner PMON@INFO

vrf context management
ip route 0.0.0.0/010.61.0.1
vlan 1,61-64

port-channel load-balance ethernet source-mac
port-profile default max-ports 32
port-profile default port-binding static
port-profile type vethernet NSM_template_vlan
no shutdown
guid e92a97d4-1ael-4d43-a244-f0e5b2bf007d
description NSM default port-profile for VLAN networks. Do not delete.
state enabled

port-profile type vethernet NSM_template_segmentation
no shutdown
guid 1e06ea81-ccc1-4b83-8f14-87acb840cddO
description NSM default port-profile for VXLAN networks. Donot delete.
state enabled
port-profile type vethernet VDI-Port-profile2
no shutdown
guid 12fdb4e1-b3ed-4dbd-81f2-7b4beOb64bbc



state enabled
publish port-profile

port-profile type ethernet Uplink-profile2
channel-group auto mode on mac-pinning
no shutdown
guid 28fbc2f1-d757-4235-bc60-e64ec2711df1
max-ports 512
state enabled

port-profile type ethernet uplink_network_default_policy
no shutdown
guid e3949f10-9713-4a1f-a267-b818490323c3
max-ports 512
description NSM created profile. Do not delete.
state enabled

port-profile type ethernet nexus1000v-uplink2

inherit port-profile Uplink-profile2

switchport mode trunk

switchport trunk allowed vlan 61-64

guid b8d35b70-81b4-4f5a-a15d-47080f85c92f

max-ports 512
description NSM created profile. Do not delete.
state enabled

interface port-channell
inherit port-profile nexus1000v-uplink2
vem 3

interface port-channel2
inherit port-profile nexus1000v-uplink2
vem 10

interface port-channel3
inherit port-profile nexus1000v-uplink2

vem 9

interface port-channel4
inherit port-profile nexus1000v-uplink2

vem 11

interface mgmt0
ip address 10.61.0.12/24

interface Ethernet3/2
inherit port-profile nexus1000v-uplink2
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interface Ethernet9/1
inherit port-profile nexus1000v-uplink2

interface Ethernet10/1
inherit port-profile nexus1000v-uplink2

interface Ethernet11/1
inherit port-profile nexus1000v-uplink2

interface control0
no snmp trap link-status
line console
line vty
boot kickstart bootflash:/n1000vh-dk9-kickstart.5.2.1.SM1.5.1.bin sup-1
boot system bootflash:/n1000vh-dk9.5.2.1.SM1.5.1.bin sup-1

boot kickstart bootflash:/n1000vh-dk9-kickstart.5.2.1.SM1.5.1.bin sup-2
boot system bootflash:/n1000vh-dk9.5.2.1.SM1.5.1.bin sup-2
svs-domain

domain id 200

control vlan 1

packet vlan 1

svs mode L3 interface mgmtO

switch-guid 862960f3-835d-48f1-be0Oc-dec4839d2de4d
vservice global type vsg

tcp state-checks
vnm-policy-agent

registration-ip 0.0.0.0

shared-secret **#***xkx

log-level info
nsm ip pool template VLAN-61-Pool2

ip address 10.61.0.1310.61.0.13

network 10.61.0.0255.255.255.0

default-router 10.61.0.1
nsm ip pool template VLAN-62-Pool2

ip address 10.62.0.15110.62.0.200

network 10.62.0.0255.255.240.0

default-router 10.62.0.1
nsm ip pool template VLAN-63-Pool2

ip address 10.63.0.15110.63.0.200
network 10.63.0.0 255.255.255.0
default-router 10.63.0.1

nsm ip pool template VLAN-64-Pool2
ip address 10.64.0.15110.64.0.200
network 10.64.0.0 255.255.255.0
default-router 10.64.0.1

nsm logical network VDINetwork2
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nsm logical network ClusterNetwork2
nsm network segment pool VDI-Pool-2
guid dbbeab2d-5a35-432f-8487-852d4bb9bb5c
member-of logical network VDINetwork?2
nsm network segment pool Cluster-Pool-2
guid 5f7966¢6-6fb1-449b-bcc6-5a5b1a0b34ab
member-of logical network ClusterNetwork2
nsm network segment VLAN-61-2
guid f211722b-f1b4-4c33-bab3-22fd7edec5ae
member-of vmnetwork VLAN-61-2 guid 80a41clc-c7aa-40eb-8696-bad4d0895885e
member-of network segment pool VDI-Pool-2
switchport access vlan 61
ip pool import template VLAN-61-Pool2 guid d3f4d443-ac0d-4861-8d53-57103c70e76
9
publish network segment

switchport mode access
nsm network segment VLAN-62-2
guid 39f86003-8e46-4521-88d5-f712eb4670c2
member-of vmnetwork VLAN-62-2 guid 78a66b7d-e7c7-4dfc-b305-5cd891aa4a40
member-of network segment pool VDI-Pool-2
switchport access vlan 62
ip pool import template VLAN-62-Pool2 guid 09b71666-d870-4619-8dc1-778f0ba84ch
a
publish network segment
switchport mode access
nsm network segment VLAN-63-2
guid 5bf535bd-0ab0-4511-a0e5-cf0290fbbd0Ob
member-of vmnetwork VLAN-63-2 guid 70a92b45-f60f-4886-8729-c4a656573b70
member-of network segment pool Cluster-Pool-2
switchport access vlan 63
ip pool import template VLAN-63-Pool2 guid 5d3f9e00-8668-45e4-befl-307629e629¢e
4
publish network segment
switchport mode access
nsm network segment VLAN-64-2
guid a86dd83e-f96d-44d1-a79e-c63ae2f8bbd7
member-of vmnetwork VLAN-64-2 guid 648affe3-4a92-4861-9609-0598b1ddc159
member-of network segment pool Cluster-Pool-2

switchport access vlan 64

ip pool import template VLAN-64-Pool2 guid a44544ba-b10c-4fed-a57c-00c89790f04
3

publish network segment

switchport mode access
nsm network uplink nexus1000v-uplink2

import port-profile Uplink-profile2

allow network segment pool VDI-Pool-2



allow network segment pool Cluster-Pool-2
publish network uplink

13.4. Sample PowerShell Scripts

13.4.1. Update Virtual Machines created by XenDesktop Wizard
The following PowerShell script can be used to update the virtual machines after the XenDesktop Wizard
createsthem. The SCVMM cloning process used by the XenDesktop Wizard does not use all the
properties from the template, such as the network adapter, VLAN, or boot order, so this PowerShell
script updates the VMs to have the correct properties. This script must be run from the SCVMM server,
since it uses SCVMM specific PowerShell cmdlets.

Before running, fill out the PARAMETERS section to match your environment. This script then performs
the following actions:

1. Checks if the virtual machine is running, if so attemptsto stop it.
Checks if the virtual machine is in a bad state and needs to be repaired, if so it repairs it.

3. Setsthe StartupAction on the VM so it will not boot automatically upon a host restart. This
prevents the logon storms and allows XenDesktop controller to pace the virtual machine starts

4. Setsthe Stop Action on the VM to turn off VM, which prevents the creation of the BIN file (equal
to the size of the RAM assigned for saving-state.

5. Setsthe boot order to PXEBoot (boot from LegacyNic), CD, IDE, Floppy, so that the VMs can PXE
boot off the PVS servers.

6. Setseach NetworkAdapter to use the Nexus 1000V logical switch and associated Port Profile.
7. Outputs status on each VM update for monitoring progress

This script is provided as a sample of how to complete these actions on System Center Virtual Machine
Manager 2012 SP1.

# Purpose: Update VM settings on a single host after the XenDesktop
Setup Wizard runs:

# Sets StartAction to not auto-start

# Sets StopAction to Turn off

# Moves PXE Boot to top of boot order

# Sets all network adapters for every VM to the specified VM

Network as specified in the Parameters section.

# Author: Paul Wilson
# Date: 20 October 2013

#PARAMETERS SECTION
# Fill out these values based on your environment before running the
script.

SVMNe twor kName = "VLAN-62"
SVMSubnetName = "VLAN-62"
SPortClassName = "VDI Port Class"
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SHostNameFQDN = "vdil-3.hv.pod.local"
SVirtualNetworkName = "Nexus 1000 V"

#END PARAMETERS SECTION

#Import the System Center Virtual Machine Manager if not already
available

if (! (get-module VirtualMachineManager)) {Import-module
VirtualMachineManager }

#Get the objects for the VMNetwork and Port Classification based upon
the names
#supplied in the Parameters section

SVMNetwork= Get-SCVMNetwork | where {$_.Name -eq S$VMNetworkName}
SPortClass= Get-SCPortClassification | where {$ .Name -eq
SPortClassName} B

SVirtualNetwork = Get-SCVirtualNetwork | where {($ .vmhost -eqg
SHostNameFQDN) -and ($_ .Name -like $VirtualNetworkName) }
$VMsubnet = get-scvmsubnet | where {$ .name -like SVMSubnetName}

#Get the VMs to update
SA11VMs = get-scvirtualmachine | where {$_.HostName -eg $HostNameFQDN }
| Sort-object Name

#Process each of the VMs on the specified host. Update all the network
adapters to use the
#supplied VLAN-ID, VM Network, and Port Classification.

foreach ($myvm in $allVms)
{
Try
{
If (SmyVM.status -eqg "Running")
{
stop-vm -VM $Smyvm
}
if ($myvm.Status -eq "UpdateFailed")
{
write-output "Repairing S$myvm..."
Sresult=Repair-SCVirtualMachine -VM S$myvm -Dismiss -Force
}

Sresult=set-scvirtualmachine -vm S$myvm -startAction
"NeverAutoTurnOnVM" -stopAction "TurnOffVvM" -BootOrder
PxeBoot,CD, IdeHardDrive, Floppy

SmyNetwor kAdapters = get-SCVirtualnetworkadapter -VM S$myvm
#This ForEach loop can be skipped if using the Citrix Hotfix.

foreach ($na in $myNetworkAdapters)

{

SError.clear ()
if ($na.VMNetwork -notlike S$VMNetworkName)
{
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Sresult=set-scvirtualnetworkadapter -VMNetwork $VMNetwork -
PortClassification $PortClass -VirtualNetworkAdapter $na -
VirtualNetwork

SVirtualNetwork -VMSubnet $VMSubnet
}

else

{
Sresult=set-scvirtualnetworkadapter -NoConnection -
VirtualNetworkAdapter $na

}
}

if (Serror.count -eq 0)

$s

"Update on VM {0} was successful." -f Smyvm.Name

or
0]
I

"Update on VM {0} failed!!!." -f Smyvm.Name

write-output $s

}

Catch
{
$s2 = "Update on VM {0} failed!" -f $myvm.Name
write-output $s2
}
}
13.4.2. Enable Dynamic Memory

By default the XenDesktop wizard createsvirtual machines with static memory if your template has .
The following script can be used to enable Dynamic Memory on a group of virtual machines. This script

must be run from the Hyper-V host where the virtual machines reside. The SNameMatch parameter can
be used to filter which virtual machines are updated.

# Purpose: Enabled dynamic memory for a group of VMs based on
parameters supplied.

# Author: Paul Wilson
# Date: 15 August 2013

#PARAMETERS SECTION
# Fill out these values based on your environment before running the
script

SNameMatch = "VDI"
SminMem = 1536MB
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SmaxMem = 4GB
#END PARAMETERS SECTION
$A11VMs = get-vm | where {S$_ .Name -match $NameMatch}

foreach ($myvm in $allVms)
{
Try
{
If (SmyVM.state -eqg "Running")
{
stop-vm -Name Smyvm.Name -TurnOff

}

set-vmmemory -VM S$myvm -DynamicMemoryEnabled $True -MinimumBytes
SminMem -MaximumBytes S$maxMem -StartupBytes $minMem

Ss = "Update on VM {0} was successful." -f Smyvm.Name

write-output $s

}

Catch
{
$s2 = "Update on VM {0} failed!" -f Smyvm.Name
write-output $s2
}
}
13.4.3. Disable Dynamic Memory

The following script can be used to disable dynamic memory. This script must be run from the Hyper-V
host where the virtual machines reside. The SNameMatch parameter can be used to filter which virtual
machines are updated.

# Purpose: Disable dynamic memory for a group of VMs based on
parameters supplied.

# Author: Paul Wilson
# Date: 15 August 2013

#PARAMETERS SECTION
# Fill out these values based on your environment before running the
script

SNameMatch = "VDI"
$StaticMem 1536MB

#END PARAMETERS SECTION
$A11VMs = get-vm | where {$ .Name -match $NameMatch}
foreach ($myvm in $allVms)
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Try
{
If ($SmyVM.state -eq "Running")
{

stop-vm -Name Smyvm.Name -TurnOff
}
set-vmmemory -VM S$myvm -DynamicMemoryEnabled $False —-StartupBytes
$StaticMem
Ss = "Update on VM {0} was successful." -f Smyvm.Name

write-output $s

}

Catch
{ $s2 = "Update on VM {0} failed!" -f Smyvm.Name
write-output $s2
} }
13.4.4. Query the XenDesktop Database Connection Strings

Execute these PowerShell commands from one of the XenDesktop controllers or a machine. If not
executed from a XenDesktop controller add the -AdminAddress parameter to point to an existing
controller. The response should result in the existing connection string for each of the database schemas
and they should be the same. This step is recommended before changing the database strings in case
you need to reverse the change.

Add-PSSnapin Citrixx*
Get-AdminDBConnection
Get-ConfigDBConnection
Get-LogDBConnection
Get-AcctDBConnection
Get-HypDBConnection
Get-ProvDBConnection
Get-BrokerDBConnection
Get-MonitorDBConnection
Get-SfDBConnection
Get-EnvTestDBConnection

These commands are only for the Site datastore. To see the location for the Logging and Monitoring
datastores, they can be viewed on the Configuration node of the Citrix Studio console.
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13.4.5. Test the XenDesktop Database Connection String
Use the following PowerShell commands to test the connectivity to the new location of the XenDesktop
database before actually switching it over. Testing before switching over is recommended since to
switch over you need to delete the old connection string first.

Add-PSSnapin Citrix*

Scs = "Server=ctxsgl.hv.pod.local;Initial
Catalog=CitrixXenDesktop7;Integrated Security=True"

Test-AdminDBConnection -DBConnection S$cs
Test-ConfigDBConnection -DBConnection $cs
Test-LogDBConnection -DBConnection $cs
Test—-AcctDBConnection -DBConnection $cs
Test-HypDBConnection -DBConnection $cs
Test-ProvDBConnection -DBConnection $cs
Test-BrokerDBConnection —-DBConnection $cs
Test-MonitorDBConnection -DBConnection $cs
Test-SfDBConnection -DBConnection $cs
Test-EnvTestDBConnection -DBConnection S$cs

Note: There should be no line breaks in the Scs variable declaration, which is wrapped for readability.

13.4.6. Change the XenDesktop Database Connection String
Use the following PowerShell commands to change the location of the XenDesktop site datastore. These
commands must be run on every XenDesktop controller in the environment.

Add-PSSnapin Citrix*

Scs = "Server=ctxsgl.hv.pod.local;Initial
Catalog=CitrixXenDesktop7;Integrated Security=True"

Set-AcctDBConnection -DBConnection $null
Set-AcctDBConnection -DBConnection S$cs
Set-AdminDBConnection —-DBConnection $null
Set-AdminDBConnection —-DBConnection $cs
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Set-BrokerDBConnection —-DBConnection $null
Set-BrokerDBConnection —-DBConnection $cs
Set-ConfigDBConnection —-DBConnection $null
Set-ConfigDBConnection -DBConnection $cs
Set-EnvTestDBConnection —-DBConnection $null
Set-EnvTestDBConnection —DBConnection $cs
Set-HypDBConnection —DBConnection $null
Set-HypDBConnection -DBConnection $cs
Set-LogDBConnection —-DBConnection $null
Set-LogDBConnection —-DBConnection $cs
Set-MonitorDBConnection —-DBConnection $null
Set-MonitorDBConnection —-DBConnection $cs
Set-ProvDBConnection -DBConnection S$null
Set-ProvDBConnection -DBConnection S$cs
Set-SfDBConnection —-DBConnection $null
Set-SfDBConnection —-DBConnection $cs

Note: There should be no line breaks in the $cs variable declaration, which is wrapped for readability.

When finished use the Get-xxxDBConnection commands to verify that the database connection strings
have changedand then reboot the XenDesktop controller. To change the datastore for the Logging and
Monitoring databases, use Change Database command in Citrix Studio.
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