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Overview

Audience

Cisco UCS Common Platform Architecture (CPA)
for Big Data with Cloudera

Today’s enterprise must store and analyze massive amounts of unstructured data to uncover crucial
insights that can lead to competitive advantage. Cisco and Cloudera offer high-performance
infrastructure for big data analytics that is cost effective, flexible, and scalable.

While the competitive pressure on enterprises vastly increases, the amount of data being ingested and
managed has exploded and is accelerating quickly. At the same time, the need for timely and more
accurate analytics has also increased. As a result, the need for a cost-effective, flexible, and scalable
infrastructure to store and process data has never been greater. Cisco and Cloudera have partnered to
deliver tested and certified Hadoop infrastructure solutions and ongoing support that help take the time
and risk out of deploying Hadoop. These solutions provide a comprehensive, enterprise-class platform
for Hadoop applications powered by Cloudera Enterprise, tested by Cisco and certified by the Cloudera
Certified Technology program to streamline deployment and reduce risk.

This document describes the architecture and deployment procedures of Cloudera Enterprise on the
Cisco UCS CPA for Big data. The intended audience of this document includes, but is not limited to,
sales engineers, field consultants, professional services, IT managers, partner engineering and customers
who want to deploy Cloudera Enterprise on the Cisco UCS CPA for Big Data.

Big Data and Apache Hadoop

T
CISCO.

The volume, variety, and velocity of unstructured data coming from a profusion of inter-connected
devices are unprecedented. “Big Data” refers to data that just doesn’t fit easily into traditional relational
models because it’s often a mix of structured and unstructured data, it comes in too fast, and it’s too
expensive to store in a way that’s accessible. The ability to leverage big data requires a new type of data
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management platform that can adequately capture and extract value from all of it. Apache Hadoop is the
open source framework that lets organizations mine the insights of new and emerging types of
information, a capability that simply did not exist before.

Unlike relational databases that are designed exclusively for SQL, the operations that need to be
performed on this “Big data” are as diverse as the data itself. SQL is no longer the only desired method
to prosecute data. The power of Hadoop is the ability to bring multiple computation frameworks to a
single pool of data (within a single set of system resources), depending on what needs to be done: batch
processing/transformations, interactive SQL, search, machine learning, statistical computation, and
others. Previously doing each of these things required copying data sets into separate specialized
systems, which added cost and complexity while diluting data integrity.

Moving beyond its roots in Web 2.0 technology, Apache Hadoop is rapidly emerging as an essential
enterprise platform. Consumer and commercial industries are all finding applications for big data
analytics, particularly as they are faced with new challenges in today’s web and social content and
interaction models. But taking advantage of Hadoop is not simple — it’s a complex distributed system
comprised of a dozen different open source projects.

Together, Cisco and Cloudera are well positioned to help organizations exploit the valuable business
insights in all their data, regardless of whether it’s structured, semi structured or unstructured. Cloudera
is the leading provider of enterprise-grade Hadoop infrastructure software and services, and the leading
contributor to the Apache Hadoop project overall. Cloudera provides an enterprise-ready Hadoop-based
solution known as Cloudera Enterprise, which includes their market leading open source Hadoop
distribution (CDH), their comprehensive management system (Cloudera Manager), and technical
support. Cisco has been the leader in networking for decades, providing proven solutions that meet
critical business requirements. Cisco UCS C-Series Rack-Mount Servers based on Intel® Xeon®
processors complete these offerings, delivering an integrated Hadoop infrastructure.

Cisco UCS Common Platform Architecture (CPA) for Big Data

The Cloudera Hadoop Reference Configuration is based on Cisco UCS Common Platform Architecture
(CPA) for Big Data, a highly scalable architecture designed to meet a variety of scale-out application
demands with seamless data integration and management integration capabilities built using the
following components:

e Cisco UCS 6200 Series Fabric Interconnects: The Cisco UCS 6200 Series Fabric Interconnects
are a core part of Cisco UCS, providing both network connectivity and management capabilities
across Cisco UCS 5100 Series Blade Server Chassis as well as Cisco UCS C-Series Rack-Mount
Servers. Typically deployed in redundant pairs, the Fabric Interconnects offer line-rate, low-latency,
lossless, 10 Gigabit Ethernet connectivity and unified management with Cisco UCS Manager in a
highly available management domain.

e Cisco UCS 2200 Series Fabric Extenders: Cisco UCS 2200 Series Fabric Extenders behave as
remote line cards for a parent switch and provide a highly scalable and extremely cost-effective
unified server-access platform.

¢ Cisco UCS C-Series Rack Mount Servers: Cisco UCS C240 M3 Rack-Mount Servers are 2-socket
servers based on Intel Xeon E-2600 series processors and supporting up to 768 GB of main memory.
24 Small Form Factor (SFF) disk drives are supported in performance optimized option and 12 Large
Form Factor (LFF) disk drives are supported in capacity option, along with 4 Gigabit Ethernet
LAN-on-motherboard (LOM) ports.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g
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I Solution Overview

Cisco UCS Virtual Interface Cards (VICs): Unique to Cisco, Cisco UCS Virtual Interface Cards
incorporate next-generation converged network adapter (CNA) technology from Cisco, and offer
dual 10-Gbps ports designed for use with Cisco UCS C-Series Rack-Mount Servers. Optimized for
virtualized networking, these cards deliver high performance and bandwidth utilization and support
up to 256 virtual devices.

Cisco UCS Manager: Cisco UCS Manager resides within the Cisco UCS 6200 Series Fabric
Interconnects. It makes the system self-aware and self-integrating, managing all of the system
components as a single logical entity. Cisco UCS Manager can be accessed through an intuitive
graphical user interface (GUI), a command-line interface (CLI), or an XML
application-programming interface (API). Cisco UCS Manager uses service profiles to define the
personality, configuration, and connectivity of all resources within Cisco UCS, radically simplifying
provisioning of resources so that the process takes minutes instead of days. This simplification
allows IT departments to shift their focus from constant maintenance to strategic business initiatives.

Solution Overview

The current version of the Cisco UCS CPA for Big Data offers two options depending on the compute
and storage requirements:

High Performance Configuration—Offers balance of compute power with IO bandwidth optimized
for price/performance is built using C240 M3 rack servers powered by two Intel Xeon E5-2665
processors (16 cores) with 256 GB of memory and 24 1TB SFF disk drives.

High Capacity Configuration—Optimized for low cost per terabyte, is built using C240 M3 rack
servers powered by two Intel Xeon E5-2640 processors (12 cores) with 128GB of memory and 12
3TB LFF disk drives.

The solutions are offered in single rack and multiple rack scale. The single rack configuration consists
of two Cisco UCS 6296UP 96-port Fabric Interconnects (supports up to 10 racks, 160 servers), two Cisco
Nexus 2232PP 10GigE Fabric Extenders and 16 Cisco UCS C240 M3 Rack-Mount Servers
(High-Performance Configuration or High-Capacity Configuration). Each server in the configuration
connects to the unified fabric through two active-active 10-GigE links using a Cisco UCS VNIC.

Multi-rack configurations include two Cisco Nexus 2232PP fabric extenders and 16 Cisco UCS C240
M3 Rack-Mount Servers for every additional rack.

Note  This document provides Cisco Validated Design of deploying Cloudera Enterprise on single rack High
Performance Configuration.

The configuration consists of:

Two Cisco UCS 6296UP Fabric Interconnects
Two Cisco Nexus 2232PP Fabric Extenders
Sixteen Cisco UCS C240M3 Rack-Mount Servers
Two vertical PDUs, country specific

Cisco R42610 standard 42U Rack

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera



Rack and PDU Configuration

Figure 1 Cisco UCS CPA for Big Data Rack Front and Rear View

. AT,
I,

The High Performance Rack and High Capacity Rack configurations are available through the Cisco
SmartPlay program in single SKU bundles. PDUs and Rack is not included in the bundle.

~

Note  Contact your Cisco representative for country specific PDU information.

Rack and PDU Configuration

The configuration consists of two vertical PDUs, two Cisco UCS 6296UP Fabric Interconnects, two
Cisco Nexus 2232PP Fabric Extenders and sixteen Cisco UCS C240M3 Servers are connected to each
of the vertical PDUs for redundancy; thereby, ensuring availability during power source failure.

The rack configuration is shown in Table 1.

Table 1 Rack Configuration Details

Cisco 42U Racks Components

42 Cisco UCS FI 6296UP

41

40 Cisco UCS FI 6296UP

39

38 Cisco Nexus FEX 2232PP
37 Cisco Nexus FEX 2232PP

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g
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M Rack and PDU Configuration

Table 1 Rack Configuration Details
Cisco 42U Racks Components

36 Unused

35 Unused

34 Unused

33 Unused

32 Cisco UCS C240M3
31

30 Cisco UCS C240M3
29

28 Cisco UCS C240M3
27

26 Cisco UCS C240M3
25

24 Cisco UCS C240M3
23

22 Cisco UCS C240M3
21

20 Cisco UCS C240M3
19

18 Cisco UCS C240M3
17

16 Cisco UCS C240M3
15

14 Cisco UCS C240M3
13

12 Cisco UCS C240M3
11

10 Cisco UCS C240M3
9

8 Cisco UCS C240M3
7

6 Cisco UCS C240M3
5

4 Cisco UCS C240M3
3

2 Cisco UCS C240M3
1
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Rack and PDU Configuration

Server Configuration and Cabling

The C240 M3 rack server is equipped with Intel Xeon E5-2665 processors, 256 GB of memory, Cisco
UCS Virtual Interface Card 1225 Cisco, Cisco LSI MegaRAID SAS 9266-8i - storage controller, and 24
x 1TB 7.2K SATA disk drives.

Figure 3 illustrates the physical connectivity of Cisco UCS C240M3 Servers to Cisco Nexus 2232PP
Fabric Extenders and Cisco UCS 6296UP Fabric Interconnects.

Figure 2 Cisco Hardware Connectivity
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Figure 3 shows the ports of the Cisco Nexus 2232PP Fabric Extender connecting the Cisco UCS
C240M3 Servers. 16 Cisco UCS C220M3 Servers are used in the rack configuration offered by Cisco.

Figure 3 Connectivity Diagram of Cisco Nexus 2232PP FEX and Cisco UCS C220M3 Servers

Server 1 Server 3 Server 5 Server 7 Server 9 Server 11 Server 13 Server 15
FEX Port 1 FEX Port 3 FEX Port 9 FEX Port 11 FEX Port 21 FEX Port 23 FEX Port 29 FEX Port 31

2_-3]
7 8T k7 7 £

Server 2 Server 4 Server b Server 8 Server 10 Server 12 Server 14 Server 16
FEX Port 2 FEX Port 4 FEX Port 10 FEX Port 12 FEX Port 22 FEX Port 24 FEX Port 30 FEX Port 32

~

Note  Cisco UCS Manager version used for this deployment is UCS 2.1(1e).

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera
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W Software Distributions and Versions

For more information on configuring single-wire management, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/c-series_integration/ucsm2.1/b_UCSM2-1_
C-Integration_chapter_010.html

For more information on physical connectivity illustrations and cluster setup, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/c-series_integration/ucsm2.1/b_UCSM2-1_
C-Integration_chapter_010.html#reference_FE5B914256CB4C47B30287D2F9CE3597

Software Distributions and Versions

The software distributions required versions are:
¢ Cloudera Enterprise, page 12
e Red Hat Enterprise Linux (RHEL), page 12

Cloudera Enterprise

Cloudera software for Cloudera Distribution for Apache Hadoop is v4.x (CDH4). For more information
on Cloudera, see:

www.cloudera.com.

Red Hat Enterprise Linux (RHEL)

The operating system supported is Red Hat Enterprise Linux Server 6.2. For more information on the
Linux support, see:

www.redhat.com.

Table 2 provides the software versions tested and validated for this model.

Table 2 Software Version Details

Layer Components Version or Release
Compute Cisco UCS C240M3 1.4.7cc

Network Cisco UCS 6296UP UCS 2.1(1e)

Cisco Nexus 2232PP 5.1(3)N2(2.11a)
Cisco UCS VIC 1225 2.1(1e)

Firmware
Cisco UCS VIC 1225 2.1.1.41
Driver

Storage LSI 9266-8i Firmware |23.7.0-0039
LSI 9266-8i Driver 06.504.01.00

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera
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Fabric Configuration Il

Table 2 Software Version Details
Layer Components Version or Release
Software Red Hat Enterprise 6.2 (x86_64)
Linux Server
Cisco UCSM 2.1(1e)
CDH 4.1.3 (x86_64)
Cloudera Manager 4.5 (x86_64)

Fabric Configuration

This section provides details for configuring a fully redundant, highly available configuration for a
FlexPod Select for Hadoop. Follow these steps to configure Cisco 6296UP Fabric Interconnect.

1. Configure FI A

Configure FI B

Connect to IP address of FI A using web browser. Launch Cisco UCS Manger
Edit the chassis discovery policy.

Enable server and Uplink Ports

Create pools and polices for service profile template.

Create SP template, 16 profiles

Start discover process

© e N o e B w N

Associate to server

Performing an Initial Setup of Cisco UCS 6296UP Fabric Interconnects

Follow these steps for initial setup of the Cisco UCS 6296 Fabric Interconnects:
Cisco UCS 6296 FI A

1. Connect to the console port on the first Cisco UCS 6296 Fabric Interconnect.

2. At the configuration method prompt, enter console.

3. If asked to either do a new setup or restore from backup, enter setup to continue.
4. Enter y to continue to set up a new fabric interconnect.

5. Enter y to enforce strong passwords.

6. Enter the password for the admin user.

7. Enter the same password again to confirm the password for the admin user.

8. When asked if this fabric interconnect is part of a cluster, enter y to continue.

9. Enter A for the switch fabric.

10. Enter the cluster name for the system name.

11. Enter the Mgmt0O IPv4 address for management port on the fabric interconnect.
12. Enter the MgmtO IPv4 subnet mask for the management port on the fabric interconnect.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g



M Fabric Configuration

13. Enter the IPv4 address of the default gateway.
14. Enter the cluster IPv4 address.

15. To configure DNS, enter y.

16. Enter the DNS IPv4 address.

17. Enter y to set up the default domain name.

18. Enter the default domain name.

19. Review the settings that were printed to the console, and if they are correct, enter yes to save the
configuration.

20. Wait for the login prompt to make sure the configuration is saved successfully.
Cisco UCS 6296UP F1 B

1. Connect to the console port on the second Cisco UCS 6296 Fabric Interconnect.
2. At the configuration method prompt, enter console.

3. The installer detects the presence of the partner fabric interconnect and adds this fabric interconnect
to the cluster. Enter y to continue the installation.

Enter the admin password for the first fabric interconnects.
Enter the Mgmt0 IPv4 address for the management port on the subordinate fabric interconnect.

Enter y to save the configuration.

N o o &

Wait for the login prompt to make sure the configuration is saved successfully.
For more information on configuring Cisco UCS 6200 Series Fabric Interconnect, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/config/guide/2.0/b_UCSM_GUI_Co
nfiguration_Guide_2_0_chapter_0100.html

Logging into Cisco UCS Manager

Follow these steps to log into Cisco UCS Manager:

1. Open a Web browser and type the Cisco UCS 6296UP Fabric Interconnect cluster address.
Select the Launch link to download the Cisco UCS Manager Software.

If a Security Alert dialog box appears, click Yes to accept the security certificate and continue.

In the Cisco UCS Manager launch page, click Launch UCS Manager.

L

When prompted, enter admin for the user name and enter the administrative password and click
Login to log in to the Cisco UCS Manager GUI.

Upgrade Cisco UCS Manager Software to Version 2.1(1e)
This document assumes the use of UCS 2.1(1e). For more information on upgrading the software version
to Cisco UCS 2.0 release, see:

http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/upgrading/from?2.0/to2.1/b_UpgradingCi
scoUCSFrom2.0To2.1.pdf

This link provides you information on upgrading Cisco UCS Manager software and Cisco UCS 6296
Fabric Interconnect software to version 2.1(1e).

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera
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Fabric Configuration

~

M Make sure the Cisco UCS C-Series version 2.1(1e) software bundle is loaded on the Fabric
Interconnects.

Adding a Block of IP Addresses for KVM Console

Follow these steps to create a block of KVM IP addresses for server access in the Cisco UCS Manager
GUI:

1. Select the LAN tab at the top in the left pane in the UCSM GUI.

2. Select Pools > IP Pools > IP Pool ext-mgmt as shown in Figure 4.

Figure 4 Management IP Pool in Cisco UCS Manager

Cisco Unified Computing System Manager - Netapp

| Rovons | © @ | Ayperdmaciies | @ex

s» SLan - @ pooks » M root » B 1P Pooks » M 1P Pood ext-mgmit

(Ganerdl] 1P akesses | Poods [ Events | L

3. Right-click the IP Pool ext-mgmt.

4. Select Create Block of IP Addresses. Create Block of IP Address window appears as shown in
Figure 5.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera ]



M Fabric Configuration

Figure 5 Creating a Block of IP Addresses

Create a Block of IP Addresses
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5. Enter the starting IP address of the block and number of IPs needed as well as the subnet and
gateway information.

Figure 6 Entering the Block of IP Addresses

Create a Block of IP Addresses

me:gu.zg.lﬁu.w Size: &) 25
Subnet Mask: |255'255'255'Ij Defaulk Gatewiay: 80-29-150-1
Primary DIS: |0.0.0.0 Secondary DMS: |0-0.0.0

(o] 4 I Cancel

6. Click OK to create the IP block.

7. Click OK in the confirmation message box.

Editing the Chassis Discovery Policy
Setting the discovery policy now will simplify the addition of Cisco UCS B-Series Chassis in the future
and additional fabric extenders for further C-Series connectivity.
To modify the chassis discovery policy, follow these steps:

1. Navigate to the Equipment tab in the left pane in the UCSM GUI.

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera



Fabric Configuration

2. In the right pane, select the Policies tab.
3. Under Global Policies, change the Chassis Discovery Policy to 8-link as shown in Figure 7.

Figure 7 Editing the Chassis Discovery Policy
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3% Rack-Mounts
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[+]- 95 Servers
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4. Click Save Changes in the bottom right corner in the Cisco UCSM GUI.
5. Click OK.

Enabling Server and Uplink Ports

To enable the server ports and uplink ports, follow these steps:

Select the Equipment tab on the top left corner in the left pane in the UCSM GUI.

Expand the Unconfigured Ethernet Ports.

A

Select the number of ports that are connected to the Cisco Nexus 2232PP FEXs (8 per FEX),
right-click them, and select Reconfigure > Configure as a Server Port as shown in Figure 8.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera ]
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M Fabric Configuration

Figure 8 Enabling Server Ports
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Select port 1 that is connected to the Cisco Catalyst 2960-S switches, right-click them, and select
Reconfigure > Configure as Uplink Port.

Select Show Interface and select 10GB for Uplink Connection.
A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed
Module.

Expand the Unconfigured Ethernet Ports.

Select the number of ports that are connected to the Cisco Nexus 2232 FEXs (8 per FEX), right-click
them, and select Reconfigure > Configure as Server Port.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Select port 1 that is connected to the Cisco Catalyst 2960-S switches, right-click and select
Reconfigure > Configure as Uplink Port.

Select Show Interface and select 10GB for Uplink Connection.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera
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Figure 9 Window Showing Server Ports and Uplink Ports
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Creating an Organization

Organizations are used as a means to organize and restrict access to various groups within the IT

organization, thereby enabling multi-tenancy of the compute resources. This document does not assume

the use of Organizations; however the necessary steps are provided for future reference.

Follow these steps to configure an organization in the Cisco UCS Manager GUI:

1.

o e R W N

Click New on the top left corner in the right pane in the UCSM GUI.

Select Create Organization from the options.

Enter a name for the organization.

(Optional) enter a description for the organization.

Click OK.

Click OK in the success message box.
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Creating MAC Address Pools

Follow these steps to configure the necessary MAC address pools in the Cisco UCS Manager GUI:

1.

-
e

© &8 N & e B W N

Select the LAN tab in the left pane in the UCSM GUIL
Select Pools > root.

Right-click the MAC Pools under the root organization.
Select Create MAC Pool to create the MAC address pool.
Enter nosh for the name of the MAC pool.

(Optional) enter a description of the MAC pool.

Click Next.

Click Add.

Specify a starting MAC address.

Specify a size of the MAC address pool sufficient to support the available server resources. See
Figure 10, Figure 11, and Figure 12.

Figure 10 Specifying the First MAC Address and Size

Create a Block of MAC Addresses

Firsk MAC Address: |EII:I:25:BS:I:IEI:EID:EID

To ensure uniqueness of MACS in the LA Fabric, vou are strongly
encouraged ko use the Following MAC prefix:

D025 B0 HHINK K

—’ Ok I Cancel
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Figure 11 Adding a Range of MAC Addresses
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Unified Computing System Manager
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&

Marme | Fram Ta

ﬁ [00:25:65:00:00:00 - 00:25:65:00:000:25:85:00:00... 00:25:B5:00:00...

add Delete

&

[ |

< Prew ”ﬁ Firish | Cancel |

1.

Click OK.

12. Click Finish.

13. Click OK in the success message box.

Figure 12 Confirming Newly Added MAC Pool
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Creste MaC Pool

L. Define Mame and
Drescripkion

2. ¥ add MAC Addresses

Add MAC Addresses

| To
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< Prey | Iexk = I Finish | Cancel |

Configuring VLANs

VLANS are configured as shown in Table 3.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g



M Creating Pools for Service Profile Template

Table 3 VLAN Configuration

VLAN Fabric NIC Port Function Failover

vlan160_mgmt |A ethOQ Management, User Fabric failover to B
connectivity

vlan12_HDFS |B ethl Hadoop Fabric failover to A

vlanl11_DATA |A eth2 SAN/NAS access, ETL |Fabric failover to B

All of the VLANS created need to be trunked to the upstream distribution switch connecting the fabric
interconnects. For this implementation vlan160_mgmt is configured for management access and user
connectivity, vlan12_HDFS is configured for Hadoop interconnect traffic and vlanl1_DATA is
configured for optional SAN/NAS access, heavy ETL etc.

Follow these steps to configure VLANS in the Cisco UCS Manager GUI:
1. Select the LAN tab in the left pane in the UCSM GUL.

s w N

Select LAN > VLANS.
Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera



Creating Pools for Service Profile Template W

Figure 13 Creating VLANs
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5. Enter vlan160_mgmt for the VLAN Name.
6. Select Common/Global for vlan160_mgmt.
1. Enter 160 on VLAN IDs of the Create VLAN IDs.
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Figure 14 Creating VLAN for Fabric A

» Create ¥LANS

Create VLANs

8.
9.

10.
1.
12.
13.
14.
15.
16.

Click OK and then, click Finish.

Click OK in the success message box.

Select the LAN tab in the left pane again.

Select LAN > VLANS.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan11_DATA for the VLAN Name.

Select Common/Global for vlan11_DATA.

Enter 11 on VLAN IDs of the Create VLAN IDs.
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Figure 15 Creating VLAN for Fabric B

17.
18.
19.
20.
21.

23.
24.
25.

Click OK and then, click Finish.

Click OK in the success message box.

Select the LAN tab in the left pane again.

Select LAN > VLANS.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan12_HDFS for the VLAN Name.

Select Common/Global for the vlan12_HDFS.
Enter 12 on VLAN IDs of the Create VLAN IDs.
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Figure 16 Creating Global HDFS VLAN

26. Click OK then click Finish.

Creating Server Pool

A server pool contains a set of servers. These servers typically share the same characteristics. Those
characteristics can be their location in the chassis, or an attribute such as server type, amount of memory,
local storage, type of CPU, or local drive configuration. You can manually assign a server to a server
pool, or use server pool policies and server pool policy qualifications to automate the assignment.

Follow these steps to configure the server pool in the Cisco UCS Manager GUI:
Select the Servers tab in the left pane in the Cisco UCS Manager GUI.
Select Pools > root.

Right-click the Server Pools.

Select Create Server Pool.

Enter ucs for the Server Pool Name.

U

(Optional) enter a description for the organization.
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Figure 17 Creating Server Pool

o Create Server Pool E

Unified Computing System Manager

Create Server Fool Set Name and Description

L. v Set Name and
Description
2. Dndd Servers

= Prey | Mext = I Fiishy Cancel

10.

Click Next to add servers.

Select all the Cisco UCS C220M3 servers to be added to the nosh server pool. Click >> to add them
to the pool.

Click Finish.
Click OK and then click Finish.
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Figure 18 Adding Server Pool
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Creating Host Firmware Package Policy

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These often include adapter, BIOS, board controller, FC adapters, HBA option
ROM, and storage controller properties.

Follow these steps create a firmware management policy for a given server configuration in the Cisco

U

1.

O N o e B~ W N

CS Manager GUI:

Select the Servers tab in the left pane in the UCSM GUI.

Select Policies > root.

Right-click Host Firmware Packages.

Select Create Host Firmware Package.

Enter ucs as the Host firmware package name.

Select Simple radio button to configure the Host Firmware package.
Select the appropriate Rack package that you have.

Click OK to complete creating the management firmware package.
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9. Click OK.

Figure 19 Creating Host Firmware Package

Create Host Firmware Package

Create Host Firmware Package

Creating QoS Policies

Follow these steps to create QoS policy for a given server configuration in the Cisco UCS Manager GUI:

BestEffort Policy

1. Select the LAN tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click QoS Policies and select Create QoS Policy.
Enter BestEffort as the name of the policy.

Select Best Effort for Priority from the drop down menu.
Keep the Burst (Bytes) field as default, which is 10240.
Keep the Rate (Kbps) field as default, which is line-rate.

N S e s N
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+ Create QoS Policy

Create QoS Policy

BestEffort

Biest Effort -

(+. L

8. Make sure the Host Control radio button is None.

9.

Click OK.

Figure 20 Creating QoS Policy - BestEffort

Co ] _cono |

Platinum Policy

10.

© e N & g B w N =

-
(=}

In the pop-up window, click OK to complete the QoS policy creation.

Select the LAN tab in the left pane in the UCSM GUI.

Select Policies > root.

Right-click QoS Policies and select Create QoS Policy.

Enter Platinum as the name of the policy.

Select Platinum for Priority from the drop down menu.

Keep the Burst (Bytes) field as default, which is 10240.

Keep the Rate (Kbps) field as default, which is line-rate.

Make sure the Host Control radio button is None.

Click OK.

In the pop-up window, click OK to complete the QoS policy creation.
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Figure 21 Creating QoS Policy - Platinum

| — Create QoS Policy

Create QoS Policy

Create Qo5 Policy
A s

10240

BT

Setting Jumbo Frames
These steps provide details for setting Jumbo frames and enabling the quality of service in the Cisco
UCS Fabric:
1. Select the Servers tab in the left pane in the UCSM GUI.

Select LAN Cloud > QoS System Class.

In the right pane, select the General tab.

In the Platinum row, enter 9000 for MTU.

In the Best Effort row, enter 9000 for MTU.

Check the Enabled check box next to Platinum.

S e B W N

Figure 22 Setting Jumbo Frame in Cisco UCS Fabric
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1. Click Save Changes.
8. Click OK.
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Create a Local Disk Configuration Policy

Follow these steps to create local disk configuration in the Cisco UCS Manager GUI:

1.

S e B W DN

Select the Servers tab in the left pane in the UCSM GUIL.
Select Policies > root.

Right-click Local Disk Config Policies.

Select Create Local Disk Configuration Policy.

Enter ucs as the local disk configuration policy name.

Change the Mode to Any Configuration. Uncheck the Protect Configuration check box.

Figure 23 Configuring Local Disk Policy

| ~ Create Local Disk Configuration Policy

Create Local Disk Configuration Policy

[

1.

Click OK to create the Local Disk Configuration Policy.

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera



Creating Policies for Service Profile Template W

8. Click OK.

Create a Server BIOS Policy

The BIOS policy feature in Cisco UCS automates the BIOS configuration process.

The traditional method of setting the BIOS is manual and often error-prone. By creating a BIOS policy
and assigning the policy to a server or group of servers, you can have the transparency in BIOS settings
and configuration.

Follow these steps to create a server BIOS policy in the Cisco UCS Manager GUI:
Select the Servers tab in the left pane in the UCSM GUI.

Select Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy.

Enter ucs as the BIOS policy name.

Change the BIOS settings as per Figure 24, Figure 25, Figure 26, and Figure 27.
Click Finish to complete creating the BIOS policy.

Click OK.

® N o s W N =

Figure 24 Creating BIOS Policy
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Figure 25 Processor Settings
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Figure 26 Intel Direct 10 Settings
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Figure 27 Memory Settings
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Creating Boot Policy

Follow these steps to create boot policies within the Cisco UCS Manager GUI:
1. Select the Servers tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click the Boot Policies.

= @« N

Select Create Boot Policy.
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Figure 28 Creating Boot Policy
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5. Enter ucs as the boot policy name.

6. (Optional) enter a description for the boot policy.

1. Keep the Reboot on Boot Order Change check box unchecked.
8. Expand Local Devices and select Add CD-ROM.

9. Expand Local Devices and select Add Local Disk.
10. Expand vNICs and select Add LAN Boot and enter ethO.

11. Click OK to add the Boot Policy.
12. Click OK.
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Figure 29 Creating Boot Order
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Creating Service Profile Template

To create a service profile template, follow these steps:
1. Select the Servers tab in the left pane in the UCSM GUI.
Select Policies > root.

Right-click root.

= @« N

Select Create Service Profile Template.

r Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera



Figure 30

Fault

o v A 4
Vet o Bt e et et |

Creating Service Profile Template

Creating Service Profile Template
4
M £ Mew - | [ Options | @ © [@) Exit
»> oy Servers ¢ [ Service Profile Templates
~Service Profile

squipment | Servers | Lan | san | v | admin |
Filter: Al -

g Servers
[= T Service Profiles
4 root

Service Tem;
2] Service Tempiace nosn
£, Sub-Organizations
- & Policies
£ 4, root
& Adapter Policies
- & B10S Defaults
=) BIOS Policies
[Book Paolicies
st Firmware Packages
0 1PMI Access Profies
@ & Local Disk Config Policies
- & Maintenance Policies
=) Managemenk Firmware Packages
§ Power Control Policies

57 Serial over LAN Policies
T Server Pool Policies

=1
5 15CST Authentication Profies
ET vNIC/vHBA Placement Policies
£, Sub-Organizations
= @ Pools
£ 4, root
[# w0 Server Pools
- Mg UUID Suffix Pools
&, Sub-Organizations
- Schedules

Create Service Profile Template
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Service Profile Templates

¢ Right Click Service Profile Template and click on

Create Service Profile Template

5. The Create Service Profile Template window appears.

The following steps provide the detailed configuration procedure used to create a service profile
template:

a. Name the service profile template as ucs. Select the Updating Template radio button.

b. In the UUID section, select Hardware Default as the UUID pool.
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Figure 31 Identifying Service Profile Template
e S =
| Unified Computing System Manager
Create Service Profile Template Identify Service Profile Template ()

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be
assigned to this template and enter a description.
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Mebworking
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Server Book Order
Maintenance Policy
Server Assignment
Operational Policies
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¢. Click Next to continue to the next section.

Configuring Network Settings for the Template

In the Networking window, follow these steps to create vNICs:

1. Keep the Dynamic vNIC Connection Policy field as default.

2. Select the Expert radio button for the option How would you like to configure LAN connectivity?
3. Click Add to add a vNIC to the template.
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Figure 32 Adding vNICs
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The Create vNIC window displays. Name the vNIC as ethO.
Select nosh in the Mac Address Assignment pool.

4
5
6. Select the Fabric A radio button and check the Enable failover check box for the Fabric ID.
7. Check the vlan160_mgmt check box for VLANSs and select the Native VLAN radio button.
8. Select MTU size as 1500.

9. Select adapter policy as Linux.

10. Keep the Dynamic vNIC connection policy as <no set>.

11. Select QoS Policy as BestEffort.

12. Keep the Network Control Policy as Default.

13. Click OK.
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Figure 33 Creating Management vNIC

| Modify ¥NIC E3

Modify vNIC o
E
ues(128/128) -
I~ |defaut C &
[T |vlan1z_HDFS [o
[V [vlan160_mgmt [
[~ |[vlani1_DATA @] 5
1500
<not set> -
Linse i
<not set> -
BestEffort A
default v -
14. Click Add to add another vNIC to the template.
15. The Create vNIC window appears. Name the vNIC as ethl.
16. Select ucs in the Mac Address Assignment pool.
17. Select the Fabric B radio button and check the Enable failover check box for the Fabric ID.
18. Check the vlan12_HDFS check box for VLANSs and select the Native VLAN radio button for Native
VLAN.
19. Select MTU size as 9000.
20. Select Adapter Policy as Linux.
21. Keep the Dynamic vNIC Connection Policy as <not set>.
22. Select QoS Policy to Platinum.
23. Keep the Network Control Policy as Default.
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24. Click OK.
Figure 34 Configuring vNIC eth1
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25. Click Add to add another vNIC to the template.

26. The Create vNIC window appears. Name the vNIC as eth2.

27. Select ucs in the Mac Address Assignment pool.

28. Select the Fabric A radio button and check the Enable failover check box for the Fabric ID.
29. Check the vlanl1_DATA check box for VLANSs and select the Native VLAN radio button.
30. Select MTU size as 9000.

31. Select adapter policy as Linux.

32. Keep the Dynamic vNIC Connection Policy as <no set>.

33. Select QoS Policy as Platinum.
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34. Keep the Network Control Policy as Default.

35. Click OK.
Figure 35 Configuring vNIC eth2
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36. Click Next to continue to the next section.

Configuring Storage Policy for the Template

In the Storage window, follow these steps to configure storage:
1. Select ucs for the local disk configuration policy.

2. Select the No vHBAs radio button for the option How would you like to configure SAN
connectivity?
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Figure 36 Storage Settings
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3. Click Next to continue to the next section.

4. Click Next in the Zoning Window to go to the next section.
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Figure 37 Configure Zoning
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Configuring vNIC/vHBA Placement for the Template

In the vNIC/vHBA Placement Section, follow these steps to configure placement policy:
1. Select the Default Placement Policy option for Select Placement field.
2. Select ethO, eth1, and eth2 assign the vNICs in the following order:

- ethO

- ethl

- eth2

3. Review the table to make sure that all of the vNICs were assigned in the appropriate order.
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Figure 38
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4. Click Next to continue to the next section.

Configuring Server Boot Order for the Template

Creating Service Profile Template

In the Server Boot Order Section, follow these steps to set the boot order for servers:

1.

s @« N

Select ucs for the Boot Policy Name field.
Check the Reboot on Boot Order Change check box.
Check the Enforce vNIC/vHBA/iSCSI Name check box.

Review the table to make sure that all of the boot devices were created and identified. Verify that the
boot devices are in the correct boot sequence.

Click OK.
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Figure 39 Creating Boot Policy
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6. Click Next to continue to the next section.

Configuring Maintenance Policy for the Template

In the Maintenance Policy window, follow these steps to apply maintenance policy:

1. Keep the Maintenance Policy at no policy used by default.

2. Click Next to continue to the next section.

Configuring Server Assignment for the Template

In the Server Assignment window, follow these steps to assign servers to the pool:

1. Select ucs for the Pool Assignment field.

2. Keep the Server Pool Qualification field at default.

3. Select nosh for the Host Firmware Package.
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Figure 40 Server Assignment
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4. Click Next to continue to the next section.

Configuring Operational Policies for the Template

In the Operational Policies window, follow these steps:

1. Select ucs in the BIOS Policy field.
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Figure 41 Creating Operational Policies
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2. Click Finish to create the Service Profile template.
3. Click OK in the pop-up window to exit the wizard.
Select the Servers tab in the left pane in the UCSM GUI.
1. Select Service Profile Templates > root.

2. Right-click the root.

3. Select Create Service Profile Template.
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Figure 42 Creating Service Profile
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4. The Create Service Profile from Template window appears.

Figure 43 Creating Service Profile from Template

+ Create Service Profiles From Template

Create Service Profiles From Template L7

Cancel |

Now connect the power cable to the servers.

Servers will the be discovered by UCS Manager.

Association of Service Profile will take place automatically.

® N o o

. The final Cisco UCS Manager window is shown in Figure 44.
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Figure 44 UCS Manager Showing Sixteen Nodes
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Configuring Disk Drives for 0S

Note

As mentioned above, the focus of this CVD is the High Performance Configuration featuring 24 1TB
SFF disk drives. The disk drives are configured as individual RAIDO volumes with 1MB strip size. Read
ahead cache is enabled and write cache is enabled while battery is present. The first disk drive is used
for operating system and remaining 23 disk drives are using for HDFS as described in the following
sections.

In the case of High Capacity Configuration featuring 12 3TB LFF disk drives, the disk drives are
configured as individual RAIDO volumes with 1MB strip size. Read ahead cached is enabled and write
cache is enabled while battery is present. Two partitions of 1TB and 2TB are created on the first disk
drive, the 1TB partition is used for operating system and the 2TB partition is used for HDFS along with
disk drives 2 through 12.

There are several ways to configure RAID: using LSI WebBIOS Configuration Utility embedded in the
MegaRAID BIOS, booting DOS and running MegaCLI commands, using Linux based MegaCLI
commands, or using third party tools that have MegaCLI integrated. For this deployment, the first disk
drive is configured using LSI WebBIOS Configuration Utility and rest is configured using Linux based
MegaCLI commands after the OS is installed.

Follow these steps to create RAIDO on the first disk drive to install the operating system:

1. Once the server has booted and the MegaRAID Controller has been detected, the following will
appear on the screen:

— Press <Ctrl><H> for WebBIOS.
— Press Ctrl+H immediately.
— The Adapter Selection window appears.

2. Click Start to continue.
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Figure 45 RAID Configuration for LS| MegaRAID SAS Controllers

3. Click Configuration Wizard.

4. In the configure wizard window, select the configuration type as Clear Configuration and click Next
to clear the existing configuration.

Figure 46 Clearing Existing Configuration

MegaRAID BIOS Config Utility Configuration Wizard

—
I|.=:.|:::

Configuration Hizard guides you through the steps for configuring the HegaRalD
system easily and efficiently. The steps are as follous:

1. brive Group definitions  Group drives into Drive Groups.
2-Virtual Drive definitions Define viccual drives using those drive groups-
3. Configuration Preview Preview configuration before it is saved.

Please choose appropriate configuration type:
{+7 Clear Configuration Allows you to clear existing configuration only.

¢ New Configuration Clears the sxisting configuration. If you have any sxisting data
in the earlier defined drives, the data will be lost.

3

*, Cancel up Hext
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5. Click Yes when asked to confirm clear configuration.
6. In the Physical View, make sure all the drives are Unconfigured Good.

7. Click Configuration Wizard.

Figure 47 Confirming Clearance of the previous Configuration on the Controller

MiegaRAID BIOS Config Utility Confirm Page ;l.‘il‘“"

Ou\i

ion. This will d
11 be lost.

8. In the configure wizard window, select the configuration type as New Configuration and click Next.
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Figure 48 Selecting a New Configuration

nfig Utility Configuration Wizard

9. Select the configuration method to be Manual Configuration to have control over all attributes of the
new storage configuration such as drive groups, virtual drives, and to set their parameters.
10. Click Next.

Figure 49 Selecting Manual Configuration
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11. The Drive Group Definition window appears. In this window select the two drives to create drive
groups.

12. Click Add to Array to move the drives to a proposed drive group configuration in the Drive Groups
pane. Click Accept DG and then, click Next.

Figure 50 Moving Drives to Drive Groups
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13. In the Span definitions Window, Click Add to SPAN and then, click Next.
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Figure 51 Adding Arrayhole to Span
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14. In Virtual Drive definitions window, follow these steps to configure read normal and write through
modes:

a. Click UpdateSize.
a. Change Strip Size to IMB. A larger strip size produces higher read performance.
b. From the read Policy drop down list, choose Always Read Ahead.

3

From the Write Policy drop down list, choose Write Back with BBU.
d. Make Sure RAID Level is set to RAIDO.
e. Click Accept to accept the changes to the virtual drive definitions.

f. Click Next.
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Figure 52 Defining Virtual Drive

l';-_il:l:.]-:'i RAID BI mfig Utility Config Wizard - Virtual Drive Definition

15. After you finish the virtual drive definitions, click Next. The Configuration Preview window appears
showing VDO.

16. Review the virtual drive configuration in the Configuration Preview window and click Accept to
save the configuration.

17. Click Yes to save the configuration.

18. In the managing SSD Caching Window, Click Cancel.
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RiegaRAID BIOS Config Utility Manage SSD Caching
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It is possible to enable S5D caching on the following new vircual drives.

Virtual Drive:
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19. Click Yes. When asked to confirm to initialize.

Figure 54 Confirmation to Initialize

HegaRAID BIDS Config Utility Confirm Page .le‘n,
J‘Ht

All data on the new Virtual Drives will be lost. Hant to Initialize?

(o) ] xen |
| -

20. Set VDO as the Boot Drive and click Go.
21. Click Home.

Configuring Disk Drives for 0S W
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22. Review the Configuration and Click Exit.

Figure 55 Setting the Virtual Drive as Boot Drive
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Installing Red Hat Enterprise Linux Server 6.2 using KVM

There are multiple methods to install Red Hat Linux operating system. The installation procedure
described in this deployment guide uses KVM console and virtual media from Cisco UCS Manager.

To open the KVM console, follow these steps:
1. Log in to the Cisco UCS 6296 Fabric Interconnect and launch the Cisco UCS Manager application.
Select Equipment tab.

In the navigation pane expand Rack-mount and then Servers.

& w0 D

Right-click on the server and select KVM Console.
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Figure 56 Launching KVM Console
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5. In the KVM window, select the Virtual Media tab.
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Figure 57 Adding ISO Image
& UCS / Rack =16 - KYM Consale
Fle Help
% Shutdown Server ., Reset
K Concle | server
wve | Virtual Media |
Clhenk; Yierw
Mapped | ResdOnly | Drive Bt
O C & #: - Floppy
Creste Imape
I C (=) 32 - Remrvable Dk
r B &E-como _ e |
* ¥ oo |
Detads &
Dtads
Target Crbvs | Mapped To [Readfytes  [wWrite Bytes  [Duration |
Wirtual CDIOVD Mok mapped LI5E Resed
Pty able Dk Mok mapped
Flocpy Mot mapped
[ Lopoed in 8¢ _computsToken_@10.29.160.50 | Not regisbered with UCS Cantral ' | |System Time: 2013-03-08722:01

6. Click Add Image in the window that appeared.

1. Browse to the Red Hat Enterprise Linux Server 6.2 installer ISO image file.

a

Note  The Red Hat Enterprise Linux 6.2 DVD is assumed to be on the client machine.

8. Click Open to add the image to the list of virtual media.
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Figure 58 Selecting the Red Hat Enterprise Linux ISO Image
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9. Check the check box for Mapped, next to the entry corresponding to the image you just added.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g



M nstalling Red Hat Enterprise Linux Server 6.2 using KVM

Figure 59 Mapping the ISO Image
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10. In the KVM window, select the KVM tab to monitor during boot.
11. In the KVM window, select the Boot Server button in the upper left corner.
12. Click OK.
13. Click OK to reboot the system.
14. On reboot, the machine detects the presence of the Red Hat Enterprise Linux Server 6.2 install
media.
15. Select the Install or Upgrade an Existing System option.
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Figure 60 Selecting the RHEL Installation Option
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16. Skip the Media test as we are installing from ISO Image, click Next to continue.
17. Select Language for the Installation and click Next.
18. Select Basic Storage Devices and click Next.
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Figure 61 Selecting Storage Device Type
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19. Select Fresh Installation and click Next.
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Figure 62 Selecting Installation Type

Fresh Installation
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option will presevve the exinting data on your storage device(s)
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29.
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4 ack wp Hext

Enter the Host name of the server and click Configure Network.
Network Connections window appears.
In the Network Connections window, Select the tab Wired.
Select the interface System eth0, and click Edit.
Editing System ethO window appears.
Check the Connect automatically check box.
For the field Method, select Manual from the drop down list.
Click Add and enter IP Address, Netmask and Gateway.
For this solution we have used the following:
a. IP Address: 10.29.160.53
b. Netmask: 255.255.255.0
c. Gateway: 10.29.160.1
(Optional) Add DNS servers.
Click Apply.
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Figure 63
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Delete
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Search domains: |

¥ Require IPv4 addressing for this connection to complete
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4 Back

31. Repeat the steps 24 to 30 for system eth1 with the following:
a. IP Address: 192.168.12.11
b. Netmask: 255.255.255.0

! o Next |
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Figure 64 Configuring Network for eth1
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32. Repeat the steps 24 to 30 for system eth2 with the following:
a. IP Address: 192.168.11.11
b. Netmask: 255.255.255.0

S

m Table 4 lists the IP addresses of the cluster nodes.

33. Select the Appropriate Time Zone and click Next.
34. Enter the root Password and click Next.
35. Select Use All Space and Click Next.
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Figure 65 Selecting RHEL Install Type
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Replace Existing Linux Systemi(s)
Removes only Linux partitions (created from a previous Linux installation). This does not remove other
partitions you may have on your storage device(s) (such as VFAT or FAT32),

Tip: This option will remove data from the selected device(s). Make sure you have backups.

Shrink Current System
Shrinks existing partitions to create free space for the default layout.

Use Free Space
Retains your current data and partitions and uses only the unpartitioned space on the selected device
{s), Assuming you have enough free space avallable.

Create Custom Layout
Manually create your own cusbom layout on the selected deviceis) using our partitiening tool

[ Encrypt system
[ Reyiew and modify partitioning layout

4 Back

36. Select an appropriate boot drive.

37. Click Write changes to the disks and then, click Next.

Figure 66 Writing Partitioning Options into the Disk

Writing storage configuration to disk

The partitioning options you have selected will
now be written to disk. Any data on deleted or
reformatted partitions will be lost.

y

[ Go back ] | Write changes to disk |

38. Select Basic Server Installation and Click Next.

=) Next
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Figure 67

The default installation of Red Hat Enterprise Linux is a basic server install. You can
optionally select a different set of software now.

sic Servel

Installing Red Hat Enterprise Linux Server 6.2 using KM [l

Selecting RHEL Installation Option

) Database Server

O Web Server

Identity Management Server

O Virtualization Host

O Desktop

O Software Development Workstation
O Minimal

Please select any additional repositories that you want to use for software installation.
| High Availability
] Load Balancer

¥ Red Hat Enterprise Linux

<k Add additional seftware repositories =# Modify repositery

You can further customize the software selection now, or after install via the software
management application.

® Customize later ) Qustomize now

39. After the installer is finished loading,

dupack | | mpnext |

press Enter to continue with the install.

Cisco UCS Common Platform Architecture (CPA) for Big Data with Cloudera g



W Installing Red Hat Enterprise Linux Server 6.2 using KVM

Figure 68

RED HAT

Installation Process in Progress

ENTERPRISE LINUX" 6

Coprsnt € IOON-EEN0 AR Lt i aned oERRTE, AN rIgHEL TRURTRL

Installation Starting

Starting installation process
e ]

40. Once the installation is complete, reboot the system.

Repeat steps (stepl to 40) to install Red Hat Linux on Servers 2 through 16.

Note  The OS installation and configuration of the nodes that is mentioned above can be automated through

PXE boot or third party tools.

The hostnames and their corresponding IP addresses are shown in Table 4.

Table 4 Host Names and IP Addresses

Host Name eth0 eth1 eth2

rhell 10.29.160.53 192.168.12.11 192.168.11.11
rhel2 10.29.160.54 192.168.12.12 192.168.11.12
rhel3 10.29.160.55 192.168.12.13 192.168.11.13
rhel4 10.29.160.56 192.168.12.14 192.168.11.14
rhel5 10.29.160.57 192.168.12.15 192.168.11.15
rhel6 10.29.160.58 192.168.12.16 192.168.11.16
rhel? 10.29.160.59 192.168.12.17 192.168.11.17
rhel8 10.29.160.60 192.168.12.18 192.168.11.18
rhel9 10.29.160.61 192.168.12.19 192.168.11.19
rhell0 10.29.160.62 192.168.12.20 192.168.11.20
rhelll 10.29.160.63 192.168.12.21 192.168.11.21
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Table 4 Host Names and IP Addresses

Host Name eth0 eth1 eth2

rhell2 10.29.160.64 192.168.12.22 192.168.11.22
rhell3 10.29.160.65 192.168.12.23 192.168.11.23
rhell4 10.29.160.66 192.168.12.24 192.168.11.24
rhell5 10.29.160.67 192.168.12.25 192.168.11.25
rhell6 10.29.160.68 192.168.12.26 192.168.11.26

Post 0S Install Configuration

Choose one of the nodes of the cluster or a separate node as Admin Node for management such as
installing Cloudera Manager (to install Hadoop), parallel shell, creating a local Red Hat repo and others.
In this document, we use rhell for this suppose.

Setting Up Password-less Login

To manage all of the clusters nodes from the admin node we need to setup password-less login. It assists
in automating common tasks with Parallel-SSH (pssh) and shell-scripts without having to use passwords.

Once Red Hat Linux is installed across all the nodes in the cluster, follow the steps below in order to
enable password less login across all the nodes.

1. Login to the Admin Node (rhell)
ssh 10.29.160.53

2. Run the ssh-keygen command to create both public and private keys on the admin node.

Figure 69

[rootérhell ~]# ssh-keygen

Create Public

Generating public/private rsa key pair.
Enter file in which to save the key (/root/.ssh/id rsa):
Created directory '/root/.sshr'.

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

and Private Keys

Your identification has been saved in /froot/.ssh/id rsa.
Your public key has been saved in /froot/.ssh/id rsa.pub.

he key fingerprint is:

ab:4e2:78:10:54:81:4e:04:8d:af:4f:a4:b2:c4:bb:88 rootirhell

he key's randomart image is:

--[ RSA 2048]----+
.=000. |
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3. Then run the following command from the admin node to copy the public key id_rsa.pub to all the
nodes of the cluster. ssh-copy-id appends the keys to the remote-host’s .ssh/authorized_key.

for IP in {53..68}; do echo -n "S$SIP -> "; ssh-copy-id -i ~/.ssh/id_rsa.pub
10.29.160.$IP; done

Enter yes for Are you sure you want to continue connecting (yes/no)?

Enter the password of the remote host.

Installing and Configuring Parallel Shell

Parallel-SSH

Parallel SSH is used to run commands on several hosts at the same time. It takes a file of hostnames and
a bunch of common ssh parameters as parameters, executes the given command in parallel on the nodes
specified.

1. From the system that is connected to the Internet, download pssh.

wget https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz

Figure 70 Command to Download pssh

[rootéredhat ~]# wget https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz
--2013-04-24 05:39:42-- https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz
Resolving parallel-ssh.googlecode.com... 74.125.129.82, 2607:f8b0:400e:c02::52
Connecting to parallel-ssh.googlecode.com|74.125.129.82]:443... connected.

HTTP request sent, awaiting response... 200 OK

Length: 23427 (23K) [application/x-gzip]

Saving to: dpssh-2.3.1.tar.gz.14

2013-04-24 05:39:43 (240 KB/s) - &dpssh-2.3.1.tar.gz.la

scp pssh-2.3.1.tar.gz rhell:/root

2. Copy pssh-2.3.1.tar.gz to the Admin Node

ssh rhell

tar xzf pssh-2.3.1.tar.gz
cd pssh-2.3.1

python setup.py install
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Figure 71 Command to Copy pssh to Admin Node

[root@redhat ~]# scp pssh-2.3.1.tar.gz rhell:/root

The authenticity of host 'rhell (10.29.160.53)' can't be established.
RSA key fingerprint is 25:15:c9:7d:e0:db:78:2c:0d:ce:eb:2d:e3:e2:5e:44.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added 'rhell' (RSA) to the list of known hosts.
rootiérhell s password:

pssh-2.3.1.tar.gz

[rootlredhat ~]# ssh rhell

rootirhell's password:

Last login: Wed Apr 24 09:06:38 2013 from 10.29.160.90

[rootérhell ~1# tar xzf pssh-2.3.1.tar.gz

[root@rhell ~]# cd pssh-2.3.1

[rootBrhell pssh-2.3.1]# python setup.py install

running install

running build

running build py

running build scripts

running install_lib

running install scripts

changing mode of /fusr/bin/pslurp to 755

changing mode of /usr/bin/pnuke to 755

changing mode of /usr/bin/prsync to 755

changing mode of /usr/bin/pscp to 755

changing mode of fusr/bin/pssh-askpass to 755

changing mode of /usr/bin/pssh to 755

running install_data

running install egg info

Removing /usr/lib/python2.6/site-packages/pssh-2.3.1-py2.6.egg-info
Writing /usr/lib/python2.6/site-packages/pssh-2.3.1-py2.6.egg-info

3. Extract and Install pssh on the Admin node.

4. Create a host file containing the IP addresses of all the nodes in the cluster. This file is passed as a
parameter to pssh to identify the nodes to run the commands on.

~

Note  You can have multiple files based on roles such as datanodes, zookeepernodes, allnodes etc

vi /root/allnodes

# This file contains ip address of all nodes of the cluster
#used by parallel-shell (pssh). For Details man pssh
10.29.160.53

10.29.160.54

10.29.160.55

10.29.160.56

10.29.160.57

10.29.160.58

10.29.160.59

10.29.160.60

10.29.160.61

10.29.160.62

10.29.160.63

10.29.160.64

10.29.160.65

10.29.160.66

10.29.160.67

10.29.160.68
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Configuring /etc/hosts

Follow these steps to create the host file across all the nodes in the cluster:

1.

Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhell).

vi /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomaind
::1 localhost localhost.localdomain localhosté6 localhost6.localdomainé

10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29

.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.

53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68

2. Deploy /etc/hosts

rhell
rhel?2
rhel3
rheld
rhel5
rhel6
rhel?7
rhel8
rhel9
rhell0
rhelll
rhell2
rhell3
rhelld
rhell5
rhellé6

from the admin node (rhell) to all the nodes via the following pscp command:

pscp -h /root/allnodes /etc/hosts /etc/hosts

Figure 72

Command to Deploy /etc/hosts to All the Nodes

[rootérhell ~]# pscp -h /root/allnodes /etc/hosts /etc/hosts

11
11
11
11
11
11
11
11
11
11
11
11
11
11
11
11

:40
HEL
t40
:40
:40
HEL
t40
:40
:40

140
HE 1]
H- 1]
:40
140
HE 1]
:40

127
127
27
27
127
127
27
27
127

127
He)
127
T2
127
He)
127

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

10
10
10
10
10
10
10
10
10

10
10
10
10
10
10
10

29
.29
.29
.29
29
.29
.29
.29
29
.29
.29
.29
.29
.29
.29
.29

.160.53
.160.55
.160.58
.160.56
.160.57
.160.54
.160.61
.160.66
.160.64
.160
.160
.160
.160
.160
.160
.160

Create Local Redhat Repo

.68
.59
.62
.65
.67
.60
.63

If your infrastructure node and your cluster nodes have Internet access, you may be able to skip this
section.

To create a repository using RHEL DVD or ISO on the admin node (in this deployment rhell is used for
this purpose), create a directory with all the required RPMs, run the createrepo command and then
publish the resulting repository on a website.

1.

On the Admin node (rhell) create a directory that would contain the repository.
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mkdir -p /var/www/html/rhelrepo

2. Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo

3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to the admin node
(rhell).

scp rhel-server-6.2-x86_64-dvd.iso rhell:/root

Here we assume you have the Red Hat ISO file located in your present working directory.

mkdir -p /mnt/rheliso
mount -t 1s09660 -o loop /root/rhel-server-6.2-x86_64-dvd.iso /mnt/rheliso/

4. Next, copy the contents of the ISO to the /var/www/html/rhelrepo directory

cp -r /mnt/rheliso/* /var/www/html/rhelrepo

5. Now on rhell create a .repo file to enable the use of the yum command.

vi /var/www/html/rhelrepo/rheliso.repo
[rhel6.2]

name=Red Hat Enterprise Linux 6.2
baseurl=http://10.29.160.53/rhelrepo
gpgcheck=0

enabled=1

~

Note  Based on this repo file yum requires httpd to be running on rhell for other nodes to access the
repository. Steps to install and configure httpd are in the following section.

6. Copy the rheliso.repo to all the nodes of the cluster.

pscp -h /root/allnodes /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

Figure 73 Command to Copy RHEL ISO to All the Nodes

[rootéirhell ~]# pscp -h /root/allnodes /var/www/html/rhelrepo/rheliso.rep
o /etc/yum.repos.d/
15:00:09 [SUCCESS] 10.29.160.57
15:00: SUCCESS] 10.29.160.54
15:00: SUCCESS] 10.29.160.53
15:00: SUCCESS] 10.29.160.56
15:00: SUCCESS] 10.29.160.58
15:00: SUCCESS] 10.29.160.55
15: SUCCESS] 10.29.160.60
15: 10.29.160.59
15: .29.160.65
15: .29.160.64
15: SUCCESS .29.160.
15: SUCCESS] .29.160.
15: SUCCESS .29.160.€
15: SUCCESS .29.160.
15: SUCCESS] .29.160.
15: SUCCESS] .29.160.

[= = =]
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9
9
9
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[
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7. To make use of repository files on rhell without httpd, edit the baseurl of repo file
/etc/yum.repos.d/rheliso.repo to point repository location in the file system.

vi /etc/yum.repos.d/rheliso.repo
[rhel6.2]

name=Red Hat Enterprise Linux 6.2
baseurl=file:///var/www/html/rhelrepo
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gpgcheck=0
enabled=1

8. pssh -h /root/allnodes “yum clean all”.

Figure 74 Running Yum to Clean All the Nodes

[rootiérhell ~]# pssh -h /root/allnodes "yum clean all™

12:
12:
12:
12:
12:
12:
12:
12:
12:

12:
12
12:x
12
12:
12
12:x

14:
14:
14:
14:
14:
14:
14:
14:
14:

14:
14:
14:
14:
14:
14:
14:

09
09
09
09
09
09
09
09
09
09
09
09
09
09
10
10

SUCCESS] 10.29.160.55
SUCCESS] 10.29.160.53
SUCCESS] 10.29.160.57
SUCCESS] 10.29.160.54
SUCCESS] 10.29.160.62
SUCCESS] 10.29.160.59
SUCCESS] 10.29.160.56
SUCCESS] 10.29.160.58
SUCCESS] 10.29.160.61
SUCCESS] 10.29.160.65
SUCCESS] 10.29.160.60
SUCCESS] 10.29.160.68
SUCCESS] 10.29.160.63
SUCCESS] 10.29.160.64
SUCCESS] 10.29.160.66
SUCCESS] 10.29.160.67

9. Creating the Red Hat Repository Database.

Install the createrepo package. Use it to regenerate the repository database(s) for the local copy of
the RHEL DVD contents. Then purge the yum caches.

yum -y install createrepo

cd /var/www/html/rhelrepo

createrepo .
yum clean all

Figure 75 Purging Yum Caches

[rootirhell rhelrepol# createrepo
368/3596 - Packages/pygobject2-doc-2.20.0-5.el16.x86_64.rpm
is0-8859-1 encoding on Ville Skyttd <ville.skyttafiki.fi> - 2.8.2-2

3596 /3596 - Packages/lohit-bengali-fonts-2.4.3-6.elé.noarch.rpm
Paving Primary metadata
Baving file lists metadata

Baving other metadata

Upgrading LSI driver

The latest LSI driver is required for performance and bug fixes. The latest drivers can be downloaded
from the link below:

http://software.cisco.com/download/release.html?mdfid=284296254 & flowid=31743&softwareid=2838
53158&release=1.5.1&relind=AVAILABLE&rellifecycle=&reltype=latest
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In the ISO image, the required driver kmod-megaraid_sas-v06.504.01.00.rpm can be located at
ucs-cxxx-drivers.1.5.1\Linux\Storage\LSI\92xx\RHEL\RHEL6.2

Figure 76 Command to Download and Transfer Drivers to the Admin Node

[rootBredhat ~]1# scp kmod* rhell:/root/

kmod-megaraid sas-debug-v06.504.01.00_ 100% 306KB 306.4KB/s 00:00
kmod-megaraid sas-v06.504.01.00 rhel6. 100% 302KB 301.5KB/s 00:00

From a node connected to the Internet, download and transfer kmod-megaraid_sas-v06.504.01.00.rpm
to rhell (admin node). Install the rpm on all nodes of the cluster using the following pssh commands.
For this example the rpm is assumed to be in present working directory of rhell.

pscp -h /root/allnodes kmod-megaraid_sas-v06.504.01.00_rhel6.2-2.x86_64.rpm /root/

Figure 77 Copy rom on All the Nodes

[rootfrhell ~]# pscp -h froot/allnodes kmod-megaraid sas-v06.504.01.00 rhel6.2-|
2.x86_64.rpm /root/
15:46:54 [SUCCESS] 10.29.160.53
15:46:54 [8 ESS] 10.29.160.64
15:46:54 £ 10.29.160.55
15:46:54 [SUCC 10.29.160.56
15:4 4 [¢ s8] 10 .160.60
15:4 4 [8 ss] 10 .160.58
15:46:5¢4 3 s8] 10.29.160.59
15:4 1 10.29.160.54
1 10.29.160.57
.160.61
.160.
.160.66
.160.62
=i s .29.160.65
SUCCESS .29.160.67
SUCCESS .29.160.

pssh -h /root/allnodes "rpm -ivh kmod-megaraid_sas-v06.504.01.00_rhel6.2-2.x86_64.rpm"

Figure 78 Install rom on All the Nodes

pssh -h /root/allnodes "rpm -ivh kmod-megaraid sas-v06.504.01.

.160.5:
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.
.160.6:
.160.
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Configuring NTP

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster
using the admin node. The Network Time Protocol daemon (ntpd) sets and maintains the system time of
day in synchronism with the timeserver located in the admin node. Configuring NTP is critical for any
Hadoop Cluster.

1. Configure /etc/ntp.conf on the admin node with the following contents:

vi /etc/ntp.conf

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2. Create /root/ntp.conf on the admin node and copy it to all nodes.

vi /root/ntp.conf

server 10.29.160.53

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

3. Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following command
in the admin node (rhell).

for SERVER in {54..68}; do scp /root/ntp.conf 10.29.160.$SERVER: /etc/ntp.conf;
done

)

Note Do not use pssh /root/allnodes command without editing the host file allnodes as it overwrites
/etc/ntp.conf from the admin node.

Figure 79 Command to Copy ntp.conf to All the Nodes

[rootirhell ~]# for SERVER in {54..68}; do scp froot/ntp.conf 10.29.160.$SERVER:/etc/ntp.conf; done

.conf % 142 0.1KB/s 100
.1KB/s 100
.1KB/s :00
.1KB/s 100
.1KB/s Hlo]
.1KB/s : 00
.1KB/s :00
.1KB/s 100
.1KB/s 100
.1KB/s :00
.1KB/s :00
.1KB/s 100
.1KB/s 100
.1KB/s :00
.1KB/s 100

.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf
.conf

000000000 00000

4, Restart NTP daemon on all the nodes.

pssh -h /root/allnodes "service ntpd restart"
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[rootérhell ~1# pssh -h froot/allnodes "service ntpd restart"
.160
.160
.160
.160
.160
.160
.160
.160
.160

[1]
[2]
[31]
[4]
[5]
[6]
[7]
[8]
[9]
[10]
[11]
[12]
[13]
[14]
[15]
[16]

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

138
138
138
138
138
138
138
138
138

38
:38
138
:38
38
:38
138

H-1
H-1
H-1
H1
H-1
H-1
H-1
H1
H-1

:55
H-1
:55
H
:55
H-1
:55
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.29
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.160
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Command to Restart NTP Daemon on All the Nodes

.54
.53
.56
.57
.55
.58
.60
.59
.64

.62
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.66
.63
.65
.67
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5. Ensure that the NTP daemon restarts after the reboot.

pssh -h /root/allnodes "chkconfig ntpd on"

Figure 81 Command to Check NTP Daemon Status

[root@rhell ~]# pssh -h /root/allnodes '"chkconfig ntpd on"”

[1]
[2]
[3]
[4]
[5]
[6]

13
13
13
13
13
13
13
13
13
13
13
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:52
:52
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Installing httpd
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.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29
.29

.160
.160
.160
.160
.160
.160
.160
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.160
.160
.160
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.160
.160

.54
.55
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-1
.60
.61
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X
.59
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.62
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.65
.67

Follow these steps to install httpd on the admin node to host repositories.

1. The Red Hat repository is hosted using HTTP on the admin node.; this machine is accessible by all
the hosts in the cluster.

yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file.

vi /etc/httpd/conf/httpd.conf
ServerName 10.29.160.53:80
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Figure 82 Editing Server Configuration File

H8erverName www.example.com:80
BerverName 10.29.160.53:80

UseCanonicalName: Determines how Apache constructs self-referencing
URLs and the SERVER NAME and SERVER PORT wvariables.

When set "0ff', Apache will use the Hostname and Port supplied
by the client. When set "on", Apache will use the wvalue of the
ServerName directive.

seCanonicalName Off

3. Ensure httpd is able to read the repofiles

chcon -R -t httpd_sys_content_t /var/www/html/rhelrepo
4. Start httpd

service httpd start
chkconfig httpd on

Installing xfsprogs

Install xfsprogs on all the nodes for xfs filesystem.

pssh -h /root/allnodes "yum -y install xfsprogs"

Figure 83 Command to Install xfsprogs

[rootiérhell ~]1# pssh -h froot/allnodes "yum -y install xfsprogs"
12:26:34 [SUCCESS] 10.29.160.57
12:26:35 [SUCCESS] 10.29.160.56
12:26:35 [SUCCESS] 10.29.160.53
12:26:35 [SUCCESS] 10.29.160.59
12:26:35 [SUCCESS] 10.29.160.61
12:26:35 [SUCCESS] 10.29.160.63
12:26:35 [SUCCESS] 10.29.160.54
12:26:35 [SUCCESS] 10.29.160.62
12:26:35 [SBUCCESS] 10.29.160.66

12:26:35 [SUCCESS] 10.29.160.60
12:26:35 [SUCCESS] 10.29.160.68
12:26:35 [SUCCESS] 10.29.160.58
12:26:35 [SUCCESS] 10.29.160.64
12:26:35 [SUCCESS] 10.29.160.55
12:26:35 [SUCCESS] 10.29.160.65
12:26:35 [SUCCESS] 10.29.160.67

Configuring Disk Drives for Data

In the section titled Configuring RAID on First Disk Drive for OS describes the steps to configure the
first disk drive for the operating system. Remaining disk drives can also be configured similarly or using

MegaCli as described below.

1. From the LSI website: www.Isi.com/support/Pages/Download-Results.aspx?keyword=9266-8i
download MegaCli and its dependencies and transfer to Admin node.
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/root/MegaCli6é4 rhell:/root/
/root/Lib_Utils-1.00-08.noarch.rpm rhell:/root/
/root/Lib_Utils2-1.00-01.noarch.rpm rhell:/root/

2. Copy all three files to all the nodes using the following commands:

pscp -h

Figure 84

/root/allnodes /root/MegaCli64d /root/

Command to Copy MegaCli

[rootirhell ~1# pscp -h /root/allnodes /root/Megacliéd /root/

13
13
13
13
13
13
13
13
13

13

13

:00
00
00
Hl
:00
00
00
:00:
HvH

HEL
t40
:40
:40
HEL
t40
:40

t00:

13:
13:
13:
13:

t00:
13:00:

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

.29
.29
.29
S29
.29
.29
.29
S29
.29

.29
.29
.29
.29
.29
.29
.29

.160
.160
.160
.160
.160
.160
.160
.160
.160

.160
.160
.160
.160
.160
.160
.160

pscp -h

Figure 85

.53
.61
.58
.62
.56
.57
.66
.59
.60

.55
.68
.54
.63
.64
.65
.67

/root/allnodes /root/Lib_Utils* /root/

Command to Copy MegaCli Dependencies

[rooti@rhell ~]# pscp -h /root/allnodes /root/Lib_Utils* /root/

[1]
[2]

13
13
13
13
13
13
13
13
13

13
13
13:
13:
13:
13:

Hk
101
101
101
Hk
101
101
101
ok B

126
126
Hd
Hed
126
126
Hd
Hed

Hth
01:

t01:

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

.29
.29
.29
.29
.29
.29
.29
.29
.29

.29
.29
.29
.29
.29
.29
.29

.160
.160
.160
.160
.160
.160
.160
.160
.160

.160
.160
.160
.160
.160
.160
.160

.53
.58
.59
.60
.67
.63
.61
.57
.54

.56
.62
.55
.64
.66
.65
.68

3. Run the following command to install the rpms on all the nodes:

pssh -h /root/allnodes "rpm -ivh Lib_Utils*"
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Figure 86 Command to Install rpom on All the Nodes

rootirhell ~]# pssh -h froot/fallnodes "rpm -ivh Lib Utils¥"
[1] 13:02:05 [SUCCESS] 10.29.160.64
13:02:05 [SUCCESS] 10.29.160.62
12:02:05 [SUCCESS] 10.29.160.57
12:02:05 [SUCCESS] 10.29.160.66
13:02:05 [SUCCESS] 10.29.160.58
13:02:05 [SUCCESS] 10.29.160.59
12:02:05 [SUCCESS] 10.29.160.54
:02:05 [SUCCESS] 10.29.160.67
:02:05 [SUCCESS] 10.29.160.60
:02:05 [SUCCESS] 10.29.160.65
:02:08 [SUCCESS] 10.29.160.56
:02:05 [SUCCESS] 10.29.160.55
:02:05 [SUCCESS] 10.29.160.63
:02:05 [SUCCESS] 10.29.160.61
:02:08 [SUCCESS] 10.29.160.68
:02:05 [SUCCESS] 10.29.160.53

4. Issue the following command from the admin node to create the virtual drives with RAID 0
configurations on all the nodes (rhell-16).

pssh -h /root/allnodes "./MegaCli64d -cfgeachdskraid0 WB RA direct NoCachedBadBBU
strpsz1024 -al0"

WB: Write back

RA: Read ahead

Direct: Reads are not buffered in cache memory

NoCachedBadBBU: Do not write cache when the BBU is bad

strpsz1024: Strip Size of 1024K

A

Note  The command above will not override existing configurations. To clear and reconfigure existing
configurations refer to Embedded MegaRAID Software Users Guide available at www.lsi.com.

Configuring File System

Follow these steps to configure the file system for CDH:
1. On the Admin node, create a file containing the following script.

To create partition tables and file systems on the local disks supplied to each of the nodes, run the
following script as the root user on each node.
vi /root/driveconf.sh

#!/bin/bash
disks_count="1sblk -id | grep sd | wc -1°

if [ $disks_count -eqg 24 ]; then
echo "Found 24 disks"
else
echo "Found $disks_count disks. Expecting 24. Exiting.."
exit 1
fi
[[ "-x" == "${1}" 1] && set -x && set -v && shift 1
for X in /sys/class/scsi_host/host?/scan
do
echo '- - -' > ${X}
done
for X in /dev/sd?
do
echo $X
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if [[ -b ${X} && '/sbin/parted -s ${X} print quit|/bin/grep -c boot' -ne 0 1]
then

echo "$X bootable - skipping."

continue

else

Y=S{X##*/1}1

/sbin/parted -s ${X} mklabel gpt quit

/sbin/parted -s ${X} mkpart 1 6144s 100% quit

/sbin/mkfs.xfs -f -g -1 size=65536b, lazy-count=1,su=256k -d sunit=1024,swidth=6144
-r extsize=256k -L ${Y} ${X}1

(( $? )) && continue

/bin/mkdir -p /CDH/${Y}

(( $? )) && continue

/bin/mount -t xfs -0 allocsize=128m,noatime,nobarrier,nodiratime ${X}1
/CDH/S{Y}

(( $? )) && continue

echo "LABEL=${Y} /CDH/${Y} xfs allocsize=128m,noatime,nobarrier,nodiratime 0 0" >>
/etc/fstab

fi

done

2. Run the following command to copy driveconf.sh to all the nodes:

pscp -h /root/allnodes /root/driveconf.sh /root/

Figure 87 Command to Copy driveconf.sh

[rootérhell ~1# pscp -h /froot/allnodes /[root/driveconf.sh /root/
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16
16
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16
16
16
16
16
16
16
16
16
16

Hh
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SUCCESS
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SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
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.29.160.53
.29.160.60
.29.160.57
.29.160.59
.29.160.58
.29.160.54
.29.160.56
.29.160.61
.29.160.55

.29.160.63
.29.160.65
.29.160.62
.29.160.64
.29.160.686
.29.160.67
.29.160.68

3. Run the following command from the admin node to run the script across all the other nodes:

pssh -h /root/allnodes “./driveconf.sh”
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Figure 88 Running driveconfig.sh on All the Nodes

[rootérhell ~]# pssh -h /froot/allnodes "./driveconf.sh"
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Prerequisites for CDH

Following prerequisites are required for installing CDH:
e Disable SELinux, page 86
e Disabling iptables, page 87
e Download and Configure Cloudera Repo, page 88
e Oracle JDK Installation, page 92

Disable SELinux

Note

Cloudera Hadoop Installation requires all the nodes to disable SELinux. This will completely disable all
SELinux functions including file and process labeling. This can be done by editing /etc/selinux/config
and changing the SELINUX line to SELINUX=disabled.

pssh -h /root/allnodes "sed -i 's/enforcing/disabled/g' /etc/selinux/config "
pssh -h /root/allnodes "setenforce 0"

The above command may fail if SELinux is already disabled.
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Figure 89 Command to Disable SELinux

[rootirhell ~]# pssh -h frootfallnodes "sed -i 's/enforecing/disabled/q' /fetefselinux/config"
[ SUCCESS] .29.160.53
[ BUCCESS] .29,160.54
g 2] ] .29.160.57
[ SUCCESS] .29.160.55
[ BUCCESS] 29.160.56
14:07:40 [SUCCESS] .29.160.59

14:07:40 [SUCCESS] .160.58

14:07:40 [SUCCESS] 10.29.160.63
14:07:40 [8U s8] 10.29.160.61
14:07:40 [sUCCESS] 10.29.160.60

14:07:40 [SUCCESS] 10.29.160.66

14:07: SUCCESS] 10.29.160.67

SUCCEsSs] 10.29.160.62

14:07:40 [SUCCESE] 10.29.160.65

14:07:40 [SUCCESS] 10.29.160.64

14:07:40 [SUCCESS] 10.25.160.68

Disabling iptables

To disable the Linux firewall, run the following commands on all nodes:

pssh -h /root/allnodes "service iptables stop"

Figure 90 Command to Disable Linux Firewall

[rootérhell ~]# pssh -h /froot/allnodes "service iptables stop™
[1] 14: - SUCCESS] 10.29.160.
[ 14: 2 SUCCESS] 10. .160.
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pssh -h /root/allnodes "chkconfig iptables off"
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Figure 91 Command to Check the Linux Firewall Status

[rootirhell =] h -h /root/allnodes "chkconfig iptables off"
[1] 14: 3 3] 10.29.160.54
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Download and Configure Cloudera Repo

CDH can be installed in many ways. Method 1 demonstrates the installation of CDH4 using Cloudera
Manager when all the hosts of the cluster have an Internet connection. Method 2 demonstrates the
installation of CDH4 if the cluster has no connectivity to the Internet.

Figure 92 Downloading and Executing Cloudera Manager

# curl -0 http://archive.cloudera.com/cm4/installer/latest/cloudera-manager-installer.bin

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total  Spent Left Speed
188 489k 108 489k 0 0 255k 8 9:00:01 8:00:81 --:--:-- 258k

# chmod +x cloudera-manager-installer.bin
# ./cloudera-manager-installer.bin

e Method 1—The easiest way to install the CDH4 is through Cloudera Manager. If all the hosts in the
cluster are connected to the Internet, download the latest version of Cloudera Manager from the
Cloudera website to the admin node and execute it.

¢ Method 2—If all the hosts are not connected to the internet we use local repository to install CDH4.
We first need to create a directory with all the required rpms, run the createrepo command, and then
publish the resulting repository on a website. We use the Admin node to host the repository.

Run the following commands from the admin node:

1. Create the directories within the admin node.

mkdir -p /var/www/html/clouderarepo/

2. Download the Cloudera Software Repos.

From a host connected to the Internet, download the Cloudera Software Repo as shown below and
transfer it to the admin node.

3. Download Cloudera Manager Repository from the system connected to the Internet.

mkdir -p /tmp/clouderarepo/
cd /tmp/clouderarepo/

wget http://archive.cloudera.com/cmd/redhat/6/x86_64/cm/cloudera-manager.repo

reposync --config=./cloudera-manager.repo --repoid=cloudera-manager
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Figure 93 Downloading Cloudera Manager Repository

[rootléredhat clouderarepol# wget ht ' farchive.cloudera.com/cmd /redhat/6/f _64/cm/cloudera-manager.repo
-2013-04-24 08:58:22 http: //farchive.cloudera.com/cmd fredhat/6/x86 64/cm/cloudera-manager.repo
Resolving archive.cloudera.com... 184.73,217.71 -

Connecting to archive.cloudera.com|184.7 :80... connected.

TTPF request sent, awaiting response... ;

ength: 275 [text/plain]

aving to: acloudera-manager.repo.la

00%
p013-04-24 08:58:22 (54.6 MB/s) - dcloudera-manager.repo.ld

[rootlredhat clouderarepo]# reposync --config=./cloudera-manager.repo --repoid=cloudera-manager

4. Download the Cloudera Manager Installer.

cd /tmp/clouderarepo/
wget
http://archive.cloudera.com/cmd4/installer/latest/cloudera-manager-installer.bin

Figure 94 Downloading Cloudera Manager Installer

[rootéredhat clouderarepol# wget http://archive.cloudera.com/cmd/installer/latest/cloudera-manager-installer.bin
--2013-04 09:04:40-- http://archive.cloudera.com/cmd/installer/latest/cloudera-manager-installer.bin
Resolving archive.cloudera.com... 184.73.217.71

Connecting to archive.cloudera.com|184.73.217.71]:80... connected.

HTTF request sent, awaiting response...

Length: 501701 (490 [application/octet

Saving to: dcloudera-manager-installer.bin

5. Download the CDH4 Repository

cd /tmp/clouderarepo/
wget http://archive.cloudera.com/cdhd/redhat/6/x86_64/cdh/cloudera-cdhd.repo
reposync --config=./cloudera-cdhd.repo --repoid=cloudera-cdhd

Figure 95 Downloading CDH4 Repository

[rootéredhat clouderarepol# wget http://archive.cloudera.com/cdhd/redhat/6 6 64/cdh/cloudera-cdhd.repo
--2013-04-24 09:12:58-- http:ffarchive.cloudera.comfcdh4fredhat36fx86_§4ﬁcdh;zloudera—cdh4.repo
Resolving rchive.cloudera.com. .. 184.73.217.71

connecting to archive.cloudera.com|184.73.217.71]: connected.

HTTP request sent, awaiting response... 2

Length: 232 [text/plain]

Saving to: dcloudera-cdhd.repo.ld

--.-K/s in 0s

2013-04-24 09:12:58 (50.6 MB/s) - &dcloudera-cdhd4.repo.la

[rootéredhat clouderarepol# reposync --config=./cloudera-cdhd.repo --repoid=cloudera-cdhd

6. Download Impala Repository.

cd /tmp/clouderarepo/

wget
http://archive.cloudera.com/impala/redhat/6/x86_64/impala/cloudera-impala.repo
reposync --config=./cloudera-impala.repo --repoid=cloudera-impala
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Figure 96 Downloading Impala Repository

[root@redhat clouderarepol# wget http://beta.cloudera.com/impala/redhat/6/x86 64/impala/cloudera-impala.repo
--2013-04-24 09:27:00-- http://beta.cloudera.com/impala/redhat/ﬁ/x86_§4/impala/cloudera—inpala.repo
Resolving beta.cloudera.com... 54.243.131.33

Connecting to beta.cloudera.com|54.243.131.33]:80... connected.

HTTF regquest sent, awaiting response... 200 OK

Length: 199 [text/plain]

saving to: dcloudera-impala.repo.ld
-=.=-Kfs in O0s

2013-04-24 09:27:00 (38.4 MB/s) - &cloudera-impala.repo.lé

[rootiredhat clouderarepol# reposync --config=./cloudera-impala.repo --repoid=cloudera-impala

1. Copy the repository directory to the admin node

scp -r /tmp/clouderarepo/ rhell:/var/www/html

Figure 97 Copying Cloudera Repository to the Admin Node

po/ rhell:/x fvvwe f html /
jrootirhell s password:
cloudera-cdhd . repo
adoop-mapreduce-2,0.0+960-1.cdhd.2.1 .xX86_64.rpm

86_64.rpm

.1.p0.9.e16.x86_64.rpm

8. On admin node (rhell) run create repo command.

cd /var/www/html/clouderarepo/

createrepo --baseurl http://10.29.160.53/clouderarepo/cloudera-manager/
/var/www/html/clouderarepo/cloudera-manager

createrepo --baseurl http://10.29.160.53/clouderarepo/cloudera-cdhd
/var/www/html/clouderarepo/cloudera-cdhd

createrepo --baseurl http://10.29.160.53/clouderarepo/cloudera-impala
/var/www/html/clouderarepo/cloudera-impala
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Figure 98 Running createrepo Command on the Admin Node

[rootirhell clouderarepol# createrepo --baseurl http://10.29.160.53/clouderarepog
/eloudera-manager/ /var/www/html/clouderarepo/cloudera-manager

7/7 - RPHSftBG_ﬁafcloud&ra—mﬁnager—agent—&.5.l—1.cm451.p0.294.x86_§4.rpm

Saving Primary metadata

Sawving file lists metadata

Saving other metadata

[rootérhell clouderarepol# createrepo --baseurl http://10.29.160.53/clouderarepo
/eloudera-cdhd /wvar/www/html /clouderarepo/cloudera-cdhd

77/77 - RPMS/noarch/mahout-0.7+15-1.cdh4.2.1.p0 elé.noarch.rpm

Saving Primary metadata

Saving file lists metadata

saving other metadata

[rootirhell clouderarepol# createrepo --baseurl http://10.29.160.53/clouderarepo
feloudera-impala /var/www/html/clouderarepo/cloudera-impala

6/6 - RPMS/noarch/bigtop-utils-0.4+300-1.cdh4.0.1,.p0.1,.el6.noarch.rpm

Saving Primary metadata

saving file lists metadata

Saving other metadata

~

Note Visit http://10.29.160.53/clouderarepo to verify the files.

9. Create the Cloudera Manager repo file with following contents:

vi /var/www/html/clouderarepo/cloudera-manager/cm.repo
[cloudera-manager]
name=Cloudera Manager
baseurl=http://10.29.160.53/clouderarepo/cloudera-manager/
gpgcheck = 0

10. Create the Hadoop repo file with following contents:

vi /var/www/html/clouderarepo/cloudera-cdh4/ch.repo
[cloudera-cdhd4]

name=Cloudera's Distribution for Hadoop, Version 4
baseurl= http://10.29.160.53/clouderarepo/cloudera-cdhd
gpgcheck = 0

11. Create the Cloudera Impala repo file with following contents:

vi /var/www/html/clouderarepo/cloudera-impala/ci.repo
[cloudera-impalal

name=Impala

baseurl= http://10.29.160.53/clouderarepo/cloudera-impala
gpgcheck = 0

Copy the file cm.repo, ch.repo, ci.repo into /etc/yum.repos.d/ on the admin node to enable it to find the

packages that are locally hosted.

cp /var/www/html/clouderarepo/cloudera-manager/cm.repo /etc/yum.repos.d/
cp /var/www/html/clouderarepo/cloudera-cdh4/ch.repo /etc/yum.repos.d/
cp /var/www/html/clouderarepo/cloudera-impala/ci.repo /etc/yum.repos.d/

Figure 99 Copying .repo Files on the Admin Node

[rootirhell yum.repos.dl# cp /var/www/html/clouderarepo/cloudera-manager/cm.repo

etc/yum.repos.d/
[rootirhell yum.repos.dl# cp fvar/www/html/clouderarepo/cloudera-cdhd/ch.repo /et

c/yum.repos.d/
[rootirhell yum.repos.dl# cp /var/www/html/clouderarepo/cloudera-impala/ci.repo /
etofyum,.repos.dyf
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The contents of the repo files are:

Copy the file cm.repo, ch.repo, ci.repo to /etc/yum.repos.d/ of all the nodes of the cluster from the admin
node.

pscp -h /root/allnodes /etc/yum.repos.d/c* /etc/yum.repos.d/

Figure 100 Copying .repo Files on All the Nodes

[rootérhell yum.repos.d]# ls

ch.repo ci.repo eom.repo rheliso.repo

[rootérhell yum.repos.d]l# cat cm.repo
[cloudera-manager]

name=Cloudera HManager

baseurl=http://10.29.160.53/clouderarepo/cloudera-manager/

apgcheck = 0

[rootérhell yum.repos.dl# cat ch.repo

[cloudera-cdh4]

name=Cloudera's Distribution for Hadoop, Version 4
aseurl= http://10.29.160.53/clouderarepo/cloudera-cdhd
gpgcheck = 0

[rootérhell yum.repos.dl# cat cm.repo
[cloudera-manager]

name=Cloudera Manager
aseurl=http://10.29.160.53/clouderarepo/cloudera-manager/
gpgcheck = 0

[rootfrhell yum.repos.d]# cat rheliso.repo

[rhel6.2]

name=Red Hat Enterprise Linux 6.2

baseurl=http://10.29.160.53/rhelrepo

Oracle JDK Installation

From the system connected to the Internet, using a web browser, download the latest version of Java JDK
6 and copy it to /root/ on rhell

scp jdk-6u37-linux-x64-rpm.bin rhell:/root/

From rhell, copy jdk-6u37-linux-x64-rpm.bin to all nodes of the cluster.

pscp -h /root/allnodes /root/jdk-6u37-linux-x64-rpm.bin /root/

Install JDK6 on all the nodes by logging into each node and executing the following command from
/root/.

sh jdk-6u37-linux-x64-rpm.bin -noregister

Figure 101 Verify Java Installation on All the Nodes

[rootérhell ~]# java -version
java wversion "1.6.0 37"

Java(THM) SE Runtime Environment (build 1.6.0_3?-b06)
Java HotSpot (THM) 64-Bit Serwver VM (build 20.12-b01, mixed mode)

~

Note  Uninstall all versions of java if there is any conflict during installation.
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Installing Cloudera Manager

Cloudera Manager, an end to end management application, is used to install and configure CDH. During
CDH Installation, Cloudera Manager’s Wizard will help to install Hadoop services on all nodes using
the following procedure:

e Discovery of the cluster nodes
¢ Configure the Cloudera parcel or package repositories
¢ Install Hadoop, Cloudera Manager Agent (CMA) and Impala on all the cluster nodes.
¢ Install the Oracle JDK if it is not already installed across all the cluster nodes.
e Assign various services to nodes.
e Start the Hadoop services.
Follow these steps to install Cloudera Manager:

1. Change the permission of Cloudera Manager Installer on the admin node.

cd /var/www/html/clouderarepo
chmod 777 cloudera-manager-installer.bin

Figure 102 Starting Cloudera Manager Installer

[rootirhell cloudera-manager]# ls
cloudera-manager-installer.bin cm.repo

[rootirhell cloudera-manager]l# ./cloudera-manager-installer.bin I

2. Execute the following command in the admin node (rhell) to start Cloudera Manager Installer.

cd /var/www/html/clouderarepo/cloudera-manager
./cloudera-manager-installer.bin

3. This displays the Cloudera Manager Read Me file. Click Next.
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Figure 103 Cloudera Manager Installer

[ WaNs) 2. root@Infrastructure:/var/www/ html/Cloudera/manager-4.1.3 {ssh)

The Cloudera Manoger Installer encbles you to instell Cloudera Manager and
bootstrop an entire COH cluster (up to 58 nodes in the Free Edition),
requiring only that you have 55H occess to your cluster's machines, ond
that those machines have Internet occess.

The Cloudera Manoger Installer will outomatically:

* Detect the operating system on the Cloudera Monoger host

* Install the peckege repository for Cloudera Manager ond the Java Runtime
Environment (JRE)

* Instoll the JRE if it's not olreody installed

* Install and configure on embedded PostgreSQL dotcbase

* Install and run the Cloudera Manager Server

Once server installation is complete, you con browse to Cloudera Manager's
web interfoce ond use the cluster installation wizard to set up your CDH
cluster.

Cloudera Manager supports the following 64-bit operating systems:

* Red Hot Enterprise Linux 5 (Update 7 or later recommended)

* Red Hat Enterprise Linux & (Update 2 or later recommended)

* Oracle Enterprise Limux 5 (Update 6 recommended)

* Cent0S 5 (Update 7 or later recommended)

* Cent0S 6 (Update 2 or later recommended)

* SUSE Linux Enterprise Server 11 (Service Pack 1 or loter required)
* Ubuntu 10.24 LTS

* Ubuntu 12.84 LTS

* Debion 6.2

4. Click Next in the End User License agreement page.
5. Click Yes in the license agreement confirmation page.

6. Click Yes in the Oracle Binary Code License Agreement for the Java SE Platform Products page.

Figure 104 Accepting the Oracle Binary Code License Agreement

Accept this license?

< No > (T

7. Wait for the installer to install the packages needed for Cloudera Manager.
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Figure 105 Installation In Progress

anon 2. root@Infrastructure:~ (ssh) A
Cloudera Manager

Cloudera Manager Server

cloudera-manager-server

8. Save the url displayed http://10.29.160.53:7180. You will need this url to access Cloudera Manager.
If you are unable to connect to the server, check to see if iptables and SELinux are disabled.
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Figure 106 Cloudera Manager URL

anon 2. root@Infrastructure:/var/www/html/Cloudera/manager-4.1.3 (ssh)
Cloudera Manoger

Point your web browser to http://10.29.160.53:7180/. Log in to Cloudera Monager with the username and possword set to ‘odmin' to continue installation.
(Note that the hostnome may be incorrect. If the url does not work, try the hostname you use when remotely connecting to this machine.) If you have trouble

=
1]
I
connecting, meke sure you have disabled firewalls, like iptobles. 1
I
I

9. Click OK.
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Figure 107 Cloudera Manager is Installed on the Cluster

ann 2. root@Infrastructure: fvar/www/htm|/Cloudera/manager-4.1.3 (ssh)
Cloudera Manager

5
Installation wos successful. |

10. Once the installation of Cloudera Manager is complete. Install CDH4 using the Cloudera Manager
web interface.

Installing Cloudera Enterprise Core (CDH4)

To install Cloudera Enterprise Core, follow these steps:

1. Access the Cloudera Manager using the URL displayed by the Installer, http://10.29.160.53:7180.
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Figure 108 Starting Cloudera Manager

S - Bl 3
1@ Mozila Frefox Start Page + |
10,29, 180.53:7160 3 | |48 - cooge Pl A B~

N

Google Search

f! It's easy to customize your Firefox exactly the way you want it.
3 Choose from thousands of add-ons.

¥ & O & O % @ recoermmss

Downioads Bookmarks History Add-ons Sync Settings

2. Login to the Cloudera Manager. Enter “admin” for both the Username and Password fields.
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Figure 109 Cloudera Manager Login page

| [ ogin - Cloudera Manager (Free Edion)
€ @ 10.29.160.53.7 150/ logrjsessioride LunaSF Turp vl 021597 e | [ 29~ Googe 2l A B-

ClOUderakMﬂNﬂGER {FREE ED'T'ON} SupportFortall Help

Login

Usemarne:
adrnin

Password:

™ Remember me on this computer.

3. Click Just Install the Latest Free Edition.
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Figure 110 Installing Cloudera Manager

L'vl

[ Thank you for choosing Cloudera Manager &... | &

7 — £ & @-

& | @ 10.29.160.53:7180 /e fexgress-wizardwekome e

Upgrade to the full version of Cloudera Manager

You are currently running Cloudera Manager Free Edition. Upgrading to the full version of
Cloudera Manager will allow this wizard to install and configura all features such as:

* Semice status and health summaries

= Activity monitaring

» Log search and managerment

+ Globaltime control for historical diagnosis
« Configuration versioning and history

+ Support for Kerberos

To upgrade now, upload a license below:

Upload a New License

Browse..

Just Install the Latest Free Edition

10,29, 160.53:7 | 80fcrf fexcpress-wizard'welcome &

4. Click Continue in the confirmation page.

5. Specify the hosts that are part of the cluster using their IP addresses or hostname. The figure below
shows use of a pattern to specify ip-address range.

192.168.12.[11-26]
6. After the IP addresses are entered, click Search.

Figure 111 Searching for Cluster Nodes

Specify hosts for your CDH cluster installation.

Hint: Search for h and/or IP add using patterns @.

192.168.12.[11-26]

1. Cloudera Manager will “discover” the nodes in the cluster. Verify that all desired nodes have been
found and selected for installation.
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8. Click Install CDH On Selected Host. CDH is Cloudera Distribution for Apache Hadoop.

Figure 112

Verifying and Selecting the Hosts

€

10.29.160.53:7 180/ cmf /express-wizardfhosts

Bl - cooge Al 8 & B~

Specify hosts for your CDH cluster installation.

Hint: Search for hostnames and/or IP addresses using patterns @ .

16 hosts scanned, 16 running SSH.

¥ Expanded Query Hostname (FODN) IP Address Currently Managed Result
[ 1921881211 rheli 1921681211 No o/ Hostready: 0 ms response time.
W 1921681212 thel2 1921681212 No J Hostready 1 ms response time,
[ 1921681213 rhel3 1921681213 No o/ Hostready 1 ms response time,
2 1921681214 rheld 1921681214 MNo J/ Hostready: 1 ms response time.
F 1921681215 rhel5 192.168.1215 No / Hostready: 1 ms response time,
v 1921681216 rhelé 1921681216 No J/ Hostready: 2 ms response time.
~ 1921681217 rhel? 192.168.1217 No J/ Hostready 1 ms response time.
= 1921681218 rhelg 1921681218 No o Hostready 1 ms response time,
I 192168.12.19 rheld 1921681219 No J/ Hostready: 2 ms response time.
- 1921681220 rhelld 1921681220 MNo / Hostready. 1 ms response time,
~ 1921681221 rhell1 1921681221 No J/ Hostready: 1 ms response time.
~ 1921681222 rhel12 192.168.12.22 No J/ Hostready: 2 ms response time.
v 1921681223 rhell3 1921681223 No o/ Hostready: 1 ms response time.
W 1921681224 thell4 1921681224 No J Hostready 1 ms response time.
v 1921681225 rhell5 1921681225 No /' Hostready: 1 ms response time.
I 1921681226 rhell s 1921681226 MNo J Hostready: 1 ms response time.
M EBack
9. For the method of installation, select the Use Package radio button.
10. For the CDH version, select the CDH4 radio button.
11. For the specific release of CDH you want to install in your hosts, select Custom Repository radio
button.
12. Enter the following URL for the repository within the admin node.
http://10.29.160.53/clouderarepo/cloudera-cdh4/
13. For the specific Impala release, select the Custom Repository radio button.
14. Enter the following URL for the repository within the admin node.
http://10.29.160.53/clouderarepo/cloudera-impala
15. For the specific release of Cloudera Manager, select the Custom Repository radio button.
16. Enter the URL for the repository within the admin node.

http://10.29.160.53/clouderarepo/cloudera-manager/
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Figure 113 Selecting the CDH Version

Choose Method:

& Use Packages @
© Use Parcels (Recommended) @
Select the version of CDH

® CDH4
C CDH3

Select the specific release of CDH you want to install on your hosts.

C Latest Release of CDH4
CDH4.21
CDH4.20
COH4.14
CDOH413
CDH412
CDH4.11
CDH4110
CDH4.0.1
CDH400

o Ie Bie e He e T e NS |

o]

Custom Repository

http:/A10.29 160 .53/clouderarepo/cloudera-cdhd/
Example for SLES, Redhat or other RPM based distributions:
http://archive. cloudera. con/ cdhd/ redhat/ 5/ x86_64/ cdhy 4/
Example for Ubuntu or other Debian based distributions:

deb http://archive.cloudera. com/ cdbdf ubuntuy/ lucid/ amd 64/ cdhy lucid-cdbd
contrib

Select the specific release of Impala you want to install on your hosts.

 Latest Release of Impala
& Custom Repository
 None

http:/#/10.29.160 53/clouderarepolcloudera-impala

Note: Impala is supported onty on CDH 4.1 or |ate

Select the specific release of the Cloudera Manager Agent you want to install on your hosts.

' Matched release for this Cloudera Manager server
@& Custom Repository

hitp:#/10.29.160 53/clouderarepofcloudera-manager/
Example for SLES, Redhat or other RPM based distributions:
http://archive. cloudera. com/ cmi/ redhat/5/ x86_64/ cu/a/
Example for Ubuntu or other Deblan based distributions:

deb http://archive.cloudera. com/ ced/ ubuntu/ lucid/ and64/ cey lucid-cmd
contrib

Enter a custom URL for the location of the GPG signing key (applies to all custom repositories and without
Internet access).

Custom GPG Key URL:

Example for SLES, Redhat or other RPM based distributions:
http://archive. clowdera. con/ redhat/ cdh/RPN-GPG- KEY-c loudera
Example for Ubuntu or ather Debian based distributions:

http://archive. clowdera. com/debian/ archive. key

K Back 088008
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| [ Provide S5 login credantials. - Cloudera Ma... |il

Installing Cloudera Manager W

17. Provide SSH login credentials for the cluster and click Start Installation.

Login Credentials to Start CDH Installation

€ | & 10.25.160.5%: 7180 criéexpeess-wizardsshissh

cloudera MANAGER (FREE EDITION)

Provide SSH lagin credentials.

- Googe 2l & B-

2 admin L

Root access to your hosts is required to install the Cloudera packages. This installer will connect to your hosts via SSH and log in either direcily as root or

a5 another user with passward-less sudo privileges 1o becomes root.

Login to all hosts as

& root
© Another Uger,

You may connect via password or public-key authentication for the user selected above.

Authentication Method

Enter Password

Confirm Password

SSH Port

Mumber of simullaneous
installations

M Back

& All hosts accept same password

Al hosts accept same private key

TTITITYY

18. Make sure the installation across all the hosts is complete.

19. After the installation is complete, click Continue.
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Figure 115 Installation in Progress

I3 custer nstallation - Cloudera Manager (Fre... I + ]

\é._ > ’ & 10.29.160.53: 7180 omf express-wizardfwizard# step=inst alStep e | @ ~ Google Pl ¥+ & E
cloudera MANAGER (FREE EDITION)

Cluster Installation

16 of 16 host{s) completed successfully.

Hostname IP Address Progress Status

thell 1921681211 _ v Detalls @
thel2 1921681212 ([  Installation completed successfully Details @
thel3 1921681213 ([ V' [ fully etails @
theld 1921681214 ([  Installsti d Iy Details @
thels 1921681215 _ v Detalls @
theld 1921681216 ([  Installation completed successiully Details @
thel7 1921681217 ([ V' [ fully etails @
thelg 1921681218 ([N  Installsti d Details @
theld 1921681219 _ v Detalls @
thell0 1921621220 ([  Instaliation completed successfully Details @
rhel1 1921681221 ([ V' [ fully etails @
thell2 1921681222 _ o/ Installati leted Details &
thell3 1921681223 _ v ¥ Detalls @
rhell4 1921681224 (I  Installation completed successiully Details @
thells 1921681225 (I V' [ fully etails @
thell6 19216812.26 _ J/ Installati leted Iy Details &

W Back oe-o8

20. Wait for Cloudera Manager to inspect the hosts on which it has just performed the installation.
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Figure 116 Inspecting Hosts

— Hrefon > M= E3
IE[nmct hosts for correctness - Cloudera Ma... | &

(‘ ¥ 10,29,160.53:71 80fcmf fexpress-wizardfinspector ?submit=Continue [ _-.‘I' »p ‘ﬁ B'
cloudera MANAGER (FREE EDITION)

Help' X admin e

Inspect hosts for correctness

Inspecting hosts...this could take a minute,

&

Skip Host Insgg_lld ar

21. Review and verify the summary. Click Continue.
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Figure 117 Inspecting Hosts for Correctness Part1

€= P @ 10.29.160.53:7160(crF[exprass-wizar djwizard# step=hostInspectorstep c

cloudera MANAGER (FREE EDITION)

Cluster Installation

Inspect hosts for correctness  C Run Again

Validations

LASNSCSALSSANNSSAS

Inspector ran on all 16 hosts

Individual hosts resolved their own hostnames correctly.

Mo errors were found while looking for canflicting init scripts.

Mo errors were found while checking ietc/hosts

All hosts resolved localhostto 127.0.0.1

All hosts checked resolved each other's hostnames correctly.
Huost clocks are approvimately in syne (within ten minutes).
Huosttime zones are consistent across the cluster.

N USErs OF Groups are missing

Mo kernel versions that are known to be bad are running,

0 hosts are running COH3 and 16 hosts are running COH4.

All checked hosts are running the same version of components.
All checked Cloudera Management Daemons versions are consistent with the server.

All checked Cloudera Management Agents versions are consistent with the server.

Version Summary

Group 1(CDH4)
Hosts

rhell, rhel10, rhel11, rhell 2, thel13, thell 4, thel15, thel18, thelZ, rhel3, rheld, rheld, thelg, rhel?, rheld, rheld

Component Version CDH Version

W Back
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Figure 118 Inspecting Hosts for Correctness Part2

€ pF 10.29.160.53:7 180/erfjexpress-wizard wizard# step=hostInspectorStep

Mo kemelversions that are known to be bad are running.
J 0 hosts are running COH3 and 16 hosts are running COHA,

J All checked hosts are running the same version of components.

J  Allchecked Cloudera Management Daemans versions are consistentwith the server.
v

All checked Cloudera Management Agents versions are consistent with the server.

Version Summary

Group 1 (CDH4)
Hosts
rhel, rhel10, rhelt1, rhel12, rhel1 3, rhel14, rhel15, thel16, rhel2, rhel3, rheld, rhels, rhel, rhel?, rhel8, rheld

Component Version CDH Version
Impala o7 Mot applicahle
HDFE (CDH4 anky 2.0.0+960 CDH4

Hue Plugins 220+1894 CDH4
MapReduce 2 (COH4 only) 2.0.0+960 CDH4

HBase 094.2+318 CDH4

Qozie 230479 CDH4

“Yarn (COH4 anly) 2.0.0+860 CDH4
Zookeeper 3.45+16 CDH4

Hue 2204184 COH4
MapReduce 1 (COH4 anly) 0.20.2+1350 CDH4

Pig 010.0+510 CDH4

HitpFS (CDH4 only) 2.0.0+960 CDH4
Hadoop 2.0.0+960 CDH4

Hive 0.10.0+78 CDH4

Flume NG 1.3.0+496 CDH4
Cloudera Manager Management Daemons  4.5.1 Mot applicable
Cloudera Manager Agent 451 Mot applicahle

W Back

22. select services that need to be started on the cluster.
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Figure 119 Selecting CDH Version and Services
Choose the CDH4 services that you want to install on your cluster.

Choose a combination of services ta install
 Core Hadoop
HDFS, MapReduce, Oozie, Hive, and Hue
" Core with Real-Time Delivery
HDFS, MapReduce, Zookeeper, HBase, Oozie, Hive, and Hue
 Core with Real-Time Query (Beta)
DFS, MapReduce, Impala, Oozie, Hive, and Hue

HDF S, MapReduce, Zookeeper, HEase, Impala (Beta), Cozie, Hive, and Hue
The current Impala release is beta software and not recommenced for use in production

" Custom Services
Choose your own services. Services required by chosen services must also be selected. Note that Flume service can be added after your initial cluster has been set up.

Inspect Role Assignments Co

23. This is one of the critical steps in the installation. Inspect and customize the role assignments of all
the nodes based on your requirements and click Continue.
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Figure 120 Reviewing the Role Assignments Part1

30 i e assigriments - Chousora Manags...|

€ @ 10:29,160.59 7180 e esress-

cloudera MANAGER (FREE EDITION)

Inspect role assignments

“fiou can customize the role assignments for your new cluster here, but note that if assignments are made Incomectty, swch as assigning too manmy roles to a single host, this can

significantly impact the performance of your services, Cloudera does not recommend altering assignments undess you have specific requirements, such as having pre-selected a specific

host for a specific role.

The host list presented here is prefitered to remove hosts which are not valid candidates, these inchude hosts that are: unhealthy, members of other clusters, andfor which have an

incampatile varsion of COH installed on them.

ZooHeeper HDFS HBaze MapReduce Hve
s DN oo Socondaeptamotioa WIES  Mislor  RegenSurver Hoase FEST Sorver e ThanSemer TSKITOcker 1y, COOWOY HR Mtz
thetl r r & fal r [u] r r r r & = =
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Figure 121 Reviewing the Role Assignments Part2

[ tnspack rode assigreraets - Clouders Manage. ]l

€ | & 10.29.160,53:7180 ce fexpress-wazardjseiet-hosts

cloudera MANAGER (FREE EDITION)

Inspect role assignments
¥ou can customize the rale 3ssignments for your new cluster here, but note tat If assignments are Mate INCcorectl, Such a5 assigning 1o many ries to a single host, this can
sigrificantty impact the perfarmante of your services. Clougera does not recommend afering assignments unless you have specific requirerents, such as having pre-selected a specific
host for a specific roe.
The host list presented here is prefiltered 1o remave hosts which are not valid candidates; these include hosts that are: unhealthy, members of other clusters, andior which have an
Intompatiole version of COH installed on them.
MapHeuce Hive oozie Impata Hue
llilbnwnl ?Mfa.f:tm Sorvar Tsr_s_g Thelt Server .Ijsﬁ.c[rflc:l(cl T w(‘emlu Hm: Mnt?stmnsuwm HNI!‘.sewz OozieServer MPMADICION L oot torg Daemon Hue Server
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Scaling the Cluster

The role assignment recommendation above is for clusters of up to 16 servers. For clusters of 16 to 64
nodes the recommendation is to dedicate one server for name node and a second server for secondary
name node and job tracker. For larger clusters larger than 64 nodes the recommendation is to dedicate
one server each for name node, secondary name node and job tracker.

1. Select the Use Embedded Database radio button.

2. Click Test Connection and click Continue.

Figure 122 Database Setup

Database Setup

On this page you configure and test database connections. If using custom databases, create the databases first according to the Installing and Configuring an External
Database section of the Installation Guide &

When using the Embedded Database, passwords are auto generated. Please copy them down

& Use Embedded Database

" Use Custom Databases

Hive / Skipped. Will create database in later step.

Database Host Name: Database Type: Database Name : Username: Password:

W Eack Test Connection

3. Review and customize the configuration changes based on your requirements
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Figure 123 Reviewing the Configuration Changes Part1

Review configuration changes

Set the following configuration values for your new role(s). Required values are marked with =.

Group @ Parameter Recommended Value Description
Senice hbhasel
Service-Wide HDFS Root Directory™ Ihhase The HOFS directory shared by HBase RegionServers.
hbase rootdir default value
DataNode (Base) DataNode Data Directony™ camma-delimited list of directories on the lacal file
Show Mermbers & dfs datanode.data.dir ACDH/seh 1dfs/dn o e system where the DataMode stores HDFS block data
Typical values are fdata/Midfsidn for N =1, 2, 3. These
JCDH/sde1/dfs/dn © © directories should be mounted using the noatime
aption and the disks should be conflgured using JBOD,
ICDH/sde 1 fddfsidn oe RAID is not recommended
JCOH/sde 1 /dfs/dn [+ I -}
JCDH/sdf1/dfsfdn [+ I -}
JCOH/sdg 1dfs/dn [+ I -}
JCOH/sdn 1 fdfs/dn [+ I -}
JCDOH/sdil/dfs/dn [+ I -}
JCOH/sdj1/dfs/dn [+ I -}
JCDH/sdk1/dfs/dn [+ I -}
JCOH/sd/dfs/dn [+ I -}
JCDH/sdm1/dfs/dn [+ I -}
W Back
Figure 124 Reviewing the Configuration Changes Part2
FOBEELI BIIDIY UREUIL VI T
DataNode (Base) DataNode Failed Volumes Tolerated 1 The number of valumes that are allowed to fail before a
Show Members & dfs datanode failed volumes tolerated DataMode stops offering service. By default, any valume
T T ] failure will cause a Databode to shutdown
NameNode (Base) NameNode Data Directories™ Determines where on the local file systerm the
Show Members @ dfs.namenode.name.dir fCDH/sdet/drsinn © ©  Namekode should store the name table (fzsimage). For
redundancy, enter a comma-delimited list of directories
FCDH/sd 1/drsinn © @ toreplicate the name table in all of the directories
Typical values are idata/MN/dfsinn where N=1.3.
Resetto emnty default value +
{Base) HDFSCI int Directory™ Determines where an the local file systern the DFS
Show Mermbers & dfs namenaode.checkpoint.dir fCDH/seb 1/dfs/snn ] SecondaryMameMode should stare the temparary
images to merge. For redundancy, enter a caomma-
Reset i pty default value + x i
L oI delimited list of directories to replicate the image in all
ofthe directories. Typical values are /dataiNidfsisnn far
M=1,23.
Service-Wide Hive Warehouse Directory lusenhivelwarehouse Hive warehouse directary is the location in HDFS where
hive metastore warehouse dir default value Hive's tables are stored. Mote that Hive's default value
for its warehouse directary is Yuserhivelarehouse”
Hive Metastore Server (Base) Hive Metastore Server Port 083 Fort on which Hive Metastare Server will listen far
Show Mermbers B hive.metastare port default value connections:

Service mapreduce1

JobTracker {Base) JobTracker Local Data Directorny™ Directory on the local filesystem where the JobTracker
Show Members @ mapred local dir FCDH/sde1/mapred/t [+] stores job configuration data. Directories that do not
e TR AR exist are ignored. A single directary is sufficient; a list of

multiple directories will not cause problems.

TaskTracker (Base) TaskTracker Local Data Directory List af directories on the local filesvstern where a
Show Mermbers & List™ /CDH/seb Tmaprediacal o e TaskTracker stores intermediate data files. To spread
mapred. local.dir disk 10, enter a comma-separated list of directaries on
JCOH/sdot/mapred/ocal © © (differentdevices. Directories that do not exist are
ignored. Typical values are idata/Mimaprediocal far M=
JCOH/sdd 1/maprediacal o e i3
/COH/sde/maprediocal [+ I -}
JCDH/sdf/maprediacal [+ I -}
/COH/fsdo/mapred/ocal oo

W Back
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Figure 125 Reviewing the Configuration Changes Part3
JCOH/sdkimapred/iocal [+ I -]
JCOH/sd/maprediocal [+ -]
JCOH/sdm/mapred/ocal [+ -]
JCOH/sdnmaprediocal [+ -]
/COH/sdo/maprediocal [+ -]
JCOH/sdpt/maprediocal [+ -]
JCDOH/sdgmaprediacal [+ -]
JCOH/sdr/mapred/ocal [+ -]
JCOH/sdsimapred/acal [+ -]
JCDH/sdt/maprediacal [+ -]
JCOH/sdu/maprediacal [+ -]
JCOH/sdvtimapred/ocal [+ -]
JCDH/sdwl/mapredfocal [+ -]
JCOH/sdx 1 imaprediocal [+ -]

Resetto emply default value +

Service oozie1

Oozie Server (Base) Oozie Server Data Directory Natfllibfooziefdata Directory where the Oozie Server will place its data. Only
Show Members B default value applicable when using Derby as the database type

Service zookeeper1

Server {Base) Data Directory Wvarflibizookeeper The disk location that ZooKeeper will use to store its
Show Members B dataDir default value database snapshots.

Server (Base) Transaction Log Directory harllibizookeeper The dizk location that Zookeeper will use to store its
Show Members B datalogDir default value transaction logs

W Eack

4. Click Continue to start running the cluster services.
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Figure 126 Starting the Cluster Services

Starting your cluster services.

Completed 18 of 18 steps

Wyaiting for ZooKeeper Service to initialize
Finished waiting

Starting Zookeeper Service
service started successfully.

Checking ifthe name directories of the NameMode are empty. Farmatting HDFS only if empty.
sucessfully formatted Hamelode.

Starting HDFS Service

Service started successfully.

Creating HDF S ftmp directary

successfully creasted HDFS directory /tmp.
Creating HBase root directary

Successfully created HBase root directory.
Starting HBase Service

serwice started, but only 17/18 roles started
Starting MapReduce Service

service started successfully.

Creating Hive Metastore Database

Created Hive Metastore Database.

Creating Hive Metastore Database Tables

Created Hive Metastore Database Tables successfully.
Creating Hive warehouse directory

Successfully created Hive warshouse directory.

Starting Hive Service
service started successfully.

SIS S S SIS S S S A S A S

Creating Oozie database

5. Hadoop services are installed, configured and now running on all the nodes of the cluster. Click
Continue to complete the installation.

Figure 127 Installation Completion

(— P 10,29,160,53: 7180/ cffexpress-wizard finish

cloudera MANAGER (FREE EDITION)

Congratulations!

The Hadoop services are installed, configured, and running on your cluster.

6. Cloudera Manager will now show the status of all Hadoop services running on the cluster.
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Figure 128 Service Status of the Cluster
I3 4l services - Cloudera Manager (Free Edition) li]
(— @ 10.29.160.53:7180 crof jservices/status c | |E]— Google ,0| 4+ # B-
cloudera MANAGER (FREE EDITION) EEE > = « © cuport Help o £ admin

o

All Services

Cluster 1 - CDH4 [ Actions =
Name =~ Status Health Role Counts
H hbasel ~ o Started f Good 15 RenionServers, 3 Masters & Actions ~
m hdfsi « o Staed Jf Good 1 SecondaryMameMNode, 1 Namelode, 15 DataModes @ Actions =
® hivel ~ J Stated f Good 1 Hive Metastore Sewver, 16 Gateways r—
» huel ~ J Started f Good 1 Beeswax Server, 1 Hue Senver & Actions
& impalat - J Stated / Good 15 Impala Daemons, 1 Impala StateStore Daemon & Actions ~
1 mapreducel - o Staed o Good 1 JobTracker, 15 TaskTrackers & Actions
& ooziel = J Stated f Good 1 Oozie Server BT
iy 0 J Staded / Good 3 Sewers & Actions ~

Conclusion

Cisco UCS Common Platform Architecture for Big Data offers a comprehensive stack for enterprise Big
Data deployments. Together, Cisco and Cloudera are well positioned to help organizations exploit the
valuable business insights found in all their data, regardless of whether it’s structured, semi structured
or unstructured. The solution offers industry-leading performance, scalability and advanced
management capabilities while reducing the risks involved in Big Data deployments.

The rack level configuration detailed in the document can be extended to multiple rack scale. Up to 160
servers (10 racks) can be supported with no additional switching in a single UCS domain. Each
additional rack requires two Cisco Nexus 2232PP 10GigE Fabric Extenders and 16 Cisco UCS C240 M3
Rack-Mount Servers. Scaling beyond 10 racks (160 servers) can be implemented by interconnecting
multiple UCS domains using Nexus 6000/7000 Series switches, scalable to thousands of servers and to
hundreds of petabytes storage, and managed from a single pane using UCS Central.

Bill of Materials

See Table 5 and Table 6 provides BOM for the high performance rack and high capacity rack
configuration respectively, Table 7 provides BOM for rack and PDU. Table 8 and Table 9 provide BOM
for RHEL and Cloudera software components used in the deployment model.
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Bill of Materials

Table 5 BOM for High Performance Rack
Part Number Description Quantity
UCS-EZ-BD-HP High Performance Rack 1
UCS-EZ-INFRA-FI96 UCS 6296 FI w/ 18p LIC, Cables Bundle |2
(included)
N2K-UCS2232PF Nexus 2232PP with 16 FET (2 ACPS, 1 |2
FAN (Std Airflow) (included)
UCS-EZ-C240-2665 UCS C240 M3 SFF w/ 2665, 16x16GB, |16
VIC 1225, 2PS (included)
SFP-H10GB-CU3M= 10GBASE-CU SFP+ Cable 3 Meter 28
(included)
Table 6 BOM for High Capacity Rack
Part Number Description Quantity
UCS-EZ-BD-HC High Capacity Rack 1
UCS-EZ-INFRA-FI96 UCS 6296 FI w/ 18p LIC, Cables Bundle |2
(included)
N2K-UCS2232PF Nexus 2232PP with 16 FET (2 ACPS, 1 |2
FAN (Std Airflow) (included)
UCS-EZ-C240-2640 UCS C240 M3 LFF w/ 2640, 16x16GB, |16
VIC 1225, 2PS (included)
SFP-H10GB-CU3M= 10GBASE-CU SFP+ Cable 3 Meter 28
(included)
Table 7 BOM for Rack and PDUs
Part Number Description Quantity
RACK-UCS2 Cisco R42610 standard rack w/side 1
panels
RP208-30-1P-U-2= Cisco RP208-30-U-2 Single Phase PDU |2
20x C13 4x C19 (Country Specific)
CON-UCW3-RPDUX UC PLUS 24X7X4 Cisco RP208-30-U-X |2

Single Phase PDU 2x (Country Specific)
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Table 8 Red Hat Enterprise Linux License

Red Hat Enterprise Linux Description Quantity
RHEL-2S-1G-3A Red Hat Enterprise Linux 16
CON-ISV1-RH2S1G1A Support for Red Hat Enterprise Linux 16
Table 9 Cloudera Software License

Software Description Quantity
CECO-2407 Cloudera Enterprise Core CDH 16
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