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Tip

Audience

Preface

This preface describes who should read the Catalyst 6500 Series Switch Cisco 10S Software
Configuration Guide, Release 12.2SXF, how it is organized, and its document conventions.

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

This guide is for experienced network administrators who are responsible for configuring and
maintaining Catalyst 6500 series switches.

Related Documentation

The following publications are available for the Catalyst 6500 series switches:

Catalyst 6500 Series Switch Installation Guide

Catalyst 6500 Series Switch Module Installation Guide

Cisco 10S Master Command List, Release 12.2SX

Catalyst 6500 Series Switch Cisco I0S System Message Guide, Release 12.2SX
Release Notes for Cisco 10S Release 12.2SXF and Rebuilds

Cisco 10S Configuration Guides and Command References—Use these publications to help you
configure Cisco IOS software features not described in the Catalyst 6500 series switch publications:

— Configuration Fundamentals Configuration Guide
— Configuration Fundamentals Command Reference
— Bridging and IBM Networking Configuration Guide
— Bridging and IBM Networking Command Reference

— Interface Configuration Guide
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| Preface

Conventions W

— Interface Command Reference
— Network Protocols Configuration Guide, Part 1, 2, and 3

— Network Protocols Command Reference, Part 1, 2, and 3

— Security Configuration Guide

— Security Command Reference

— Switching Services Configuration Guide

— Switching Services Command Reference

— Voice, Video, and Home Applications Configuration Guide

- Voice, Video, and Home Applications Command Reference

— Software Command Summary

— Software System Error Messages

— Debug Command Reference

— Internetwork Design Guide

- Internetwork Troubleshooting Guide

— Configuration Builder Getting Started Guide

The Cisco IOS Configuration Guides and Command References are located at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio

n_guides_list.html

¢ For information about MIBs, go to this URL:

http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml

Conventions

This document uses the following conventions:

Convention

Description

boldface font

Commands, command options, and keywords are in boldface.

italic font

Arguments for which you supply values are in italics.

[ ]

Elements in square brackets are optional.

{xlylz} Alternative keywords are grouped in braces and separated by vertical bars.

[xlylz] Optional alternative keywords are grouped in brackets and separated by
vertical bars.

string A nonquoted set of characters. Do not use quotation marks around the

string or the string will include the quotation marks.

screen font

Terminal sessions and information the system displays are in screen font.

boldface screen
font

Information you must enter is in boldface screen font.

italic screen font

Arguments for which you supply values are in italic screen font.

This pointer highlights an important line of text in an example.
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Il Conventions

Note

A

Convention Description

A The symbol ” represents the key labeled Control—for example, the key
combination ~D in a screen display means hold down the Control key
while you press the D key.

< > Nonprinting characters, such as passwords are in angle brackets.

Notes use the following conventions:

Means reader take note. Notes contain helpful suggestions or references to material not covered in the
publication.

Cautions use the following conventions:

Caution

Means reader be careful. In this situation, you might do something that could result in equipment
damage or loss of data.

Obtaining Documentation and Submitting a Service Request

%o

For information on obtaining documentation, submitting a service request, and gathering additional
information, see the monthly What’s New in Cisco Product Documentation, which also lists all new and
revised Cisco technical documentation, at:

http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html

Subscribe to the What’s New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed
and set content to be delivered directly to your desktop using a reader application. The RSS feeds are a free
service and Cisco currently supports RSS Version 2.0.

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 1

Product Overview

This chapter consists of these sections:
e Supported Hardware and Software, page 1-1
e User Interfaces, page 1-1
e Configuring Embedded CiscoView Support, page 1-2
e Software Features Supported in Hardware by the PFC and DFC, page 1-3

ﬁ For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Supported Hardware and Software

For complete information about the chassis, modules, and software features supported by the
Catalyst 6500 series switches, refer to the Release Notes for Cisco 10S Release 12.2SXF and Rebuilds:

User Interfaces

Release 12.2SX supports configuration using the following interfaces:
e CLI—See Chapter 2, “Command-Line Interfaces.”

e SNMP—Refer to the Release 12.2 10S Configuration Fundamentals Configuration Guide and
Command Reference at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/ffun_c.html

e Cisco IOS web browser interface—Refer to “Using the Cisco Web Browser” in the IOS
Configuration Fundamentals Configuration Guide at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/fcf005.html
¢ Embedded CiscoView—See the “Configuring Embedded CiscoView Support” section on page 1-2.
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M Configuring Embedded CiscoView Support

Configuring Embedded CiscoView Support

These sections describe configuring Embedded CiscoView support:
¢ Understanding Embedded CiscoView, page 1-2
¢ Installing and Configuring Embedded CiscoView, page 1-2
e Displaying Embedded CiscoView Information, page 1-3

Understanding Embedded CiscoView

The Embedded CiscoView network management system is a web-based interface that uses HTTP and
SNMP to provide a graphical representation of the switch and to provide a GUI-based management and
configuration interface.

Installing and Configuring Embedded CiscoView

To install and configure Embedded CiscoView, perform this task:

Command Purpose

Step1  Router# dir device_name Displays the contents of the device.

If you are installing Embedded CiscoView for the first
time, or if the CiscoView directory is empty, skip to

Step 4.
Step2 Router# delete device name:cv/* Removes existing files from the CiscoView directory.
Step3  Router# squeeze device_name: Recovers the space in the file system.
Step4  Router# archive tar /xtract tftp:// Extracts the CiscoView files from the tar file on the TFTP
ip_address_of tftp server/ciscoview.tar server to the CiscoView directory.
device_name:cv
Step5  Router# dir device_name: Displays the contents of the device.

In a redundant configuration, repeat Step 1 through
Step 5 for the file system on the redundant supervisor

engine.
Step6  Router# configure terminal Enters global configuration mode.
Step7  Router (config)# ip http server Enables the HTTP web server.

Step8 Router(config)# snmp-server community string ro Configures the SNMP password for read-only operation.

Step9  Router(config)# snmp-server community string rw Configures the SNMP password for read/write operation.

S

Note  The default password for accessing the switch web page is the enable-level password of the switch.

For more information about web access to the switch, refer to “Using the Cisco Web Browser” in the
10S Configuration Fundamentals Configuration Guide at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/fcf005.html
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Displaying Embedded CiscoView Information

To display the Embedded CiscoView information, enter the following EXEC commands:

Command Purpose
Router# show ciscoview package Displays information about the Embedded CiscoView files.
Router# show ciscoview version Displays the Embedded CiscoView version.

Software Features Supported in Hardware by the PFC and DFC
These sections describe the hardware support provided by Policy Feature Card 3 (PFC3), Policy Feature
Card 2 (PFC2), Distributed Forwarding Card 3 (DFC3) and Distributed Forwarding Card (DFC):
e Software Features Supported in Hardware by the PFC3, PFC2, DFC3, and DFC, page 1-3
e Software Features Supported in Hardware by the PFC3 and DFC3, page 1-4

Software Features Supported in Hardware by the PFC3, PFC2, DFC3, and DFC

The PFC3, PFC2, DFC3, and DFC provide hardware support for these Cisco IOS software features:
e Access Control Lists (ACLs) for Layer 3 ports and VLAN interfaces
— Permit and deny actions of input and output standard and extended ACLs

N

Note  Flows that require ACL logging are processed in software on the MSFC.

- Except on MPLS interfaces, reflexive ACL flows after the first packet in a session is processed
in software on the MSFC

— Dynamic ACL flows

A

Note Idle timeout is processed in software on the MSFC.

For more information about PFC and DFC support for ACLs, see Chapter 34, “Understanding Cisco
10S ACL Support.”

For complete information about configuring ACLs, refer to the Cisco IOS Security Configuration
Guide, Release 12.2, “Traffic Filtering and Firewalls,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/security/configuration/guide/scfacls.html

e VLAN ACLs (VACLs)—To configure VACLs, see Chapter 35, “Configuring VLAN ACLs.”
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Policy-based routing (PBR) for route-map sequences that use the match ip address, set ip
next-hop, and ip default next-hop PBR keywords.

To configure PBR, refer to the Cisco I0S Quality of Service Solutions Configuration Guide, Release
12.2, “Classification,” “Configuring Policy-Based Routing,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/qos/configuration/guide/qcfpbr_ps1835_TSD_Products_C
onfiguration_Guide_Chapter.html

N

Note If the MSFC3 address falls within the range of a PBR ACL, traffic addressed to the MSFC3
is policy routed in hardware instead of being forwarded to the MSFC3. To prevent policy
routing of traffic addressed to the MSFC3, configure PBR ACLs to deny traffic addressed to
the MSFC3.

Except on MPLS interfaces, TCP intercept—To configure TCP intercept, see the “Configuring TCP
Intercept” section on page 33-2.

Firewall feature set images provide these features:

— Context-Based Access Control (CBAC) —The PFC installs entries in the NetFlow table to
direct flows that require CBAC to the MSFC where the CBAC is applied in software on the
MSFC.

— Authentication Proxy—After authentication on the MSFC, the PFC provides TCAM support for
the authentication policy.

— Port-to-Application Mapping (PAM)—PAM is done in software on the MSFC.
To configure firewall features, see Chapter 44, “Configuring the Cisco 10S Firewall Feature Set.”

Hardware-assisted NetFlow Aggregation—See “Understanding NDE” section on page 51-1.

Software Features Supported in Hardware by the PFC3 and DFC3

The PFC3 and DFC3 provide hardware support for these Cisco IOS software features:

Bidirectional Protocol Independent Multicast (PIM) in hardware—See “Understanding How IPv4
Bidirectional PIM Works” section on page 28-7.

Multiple-path Unicast Reverse Path Forwarding (RPF) Check—To configure Unicast RPF Check,
see the “Configuring Unicast Reverse Path Forwarding Check” section on page 33-2.

Except on MPLS interfaces, Network Address Translation (NAT) for IPv4 unicast and multicast
traffic.

Note the following information about hardware-assisted NAT:
— NAT of UDP traffic is supported only in PFC3BXL or PFC3B mode.
— The PFC3 does not support NAT of multicast traffic.
— The PFC3 does not support NAT configured with a route-map that specifies length.

— When you configure NAT and NDE on an interface, the PFC3 sends all traffic in fragmented
packets to the MSFC3 to be processed in software. (CSCdz51590)

To configure NAT, refer to the Cisco IOS IP Configuration Guide, Release 12.2, “IP Addressing and
Services,” “Configuring IP Addressing,” “Configuring Network Address Translation,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/ip/configuration/guide/1cfipadr.html
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To prevent a significant volume of NAT traffic from being sent to the MSFC3, due to either a DoS
attack or a misconfiguration, enter the mls rate-limit unicast acl {ingress | egress} command
described at this URL:

http://www.cisco.com/en/US/docs/ios/security/command/reference/sec_m2.html#mls_rate-limit_u
nicast_acl

(CSCea23296)

With Release 12.2(18)SXE and later releases, IPv4 Multicast over point-to-point generic route
encapsulation (GRE) Tunnels—Refer to the publication at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/interface/configuration/guide/icflogin.html

Releases earlier than Release 12.2(18)SXE support IPv4 multicast over point-to-point GRE tunnels
in software on the MSFC.

The PFC3 does not provide hardware acceleration for tunnels configured with the tunnel key command.

GRE Tunneling and IP in IP Tunneling—The PFC3 and DFC3s support the following tunnel
commands:

— tunnel destination

tunnel mode gre
— tunnel mode ipip
— tunnel source
- tunnel ttl
— tunnel tos
Other supported types of tunneling run in software on the MSFC3.
The tunnel ttl command (default 255) sets the TTL of encapsulated packets.

The tunnel tos command, if present, sets the ToS byte of a packet when it is encapsulated. If the
tunnel tos command is not present and QoS is not enabled, the ToS byte of a packet sets the ToS
byte of the packet when it is encapsulated. If the tunnel tos command is not present and QoS is
enabled, the ToS byte of a packet as modified by PFC QoS sets the ToS byte of the packet when it
is encapsulated.

To configure GRE Tunneling and IP in IP Tunneling, refer to these publications:
http://www.cisco.com/en/US/docs/ios/12_2/interface/configuration/guide/icflogin.html
http://www.cisco.com/en/US/docs/ios/12_2/interface/command/reference/irfshoip.html
To configure the tunnel tos and tunnel ttl commands, refer to this publication:

http://www.cisco.com/en/US/docs/ios/12_0s/feature/guide/12s_tos.html
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Note the following information about tunnels:

— Each hardware-assisted tunnel must have a unique source. Hardware-assisted tunnels cannot
share a source even if the destinations are different. Use secondary addresses on loopback
interfaces or create multiple loopback interfaces. (CSCdy72539)

— Each tunnel interface uses one internal VLAN.

— Each tunnel interface uses one additional router MAC address entry per router MAC address.
— The PFC3A does not support any PFC QoS features on tunnel interfaces.

— The PFC3B and PFC3BXL support PFC QoS features on tunnel interfaces.

— The MSFC3 supports tunnels configured with egress features on the tunnel interface. Examples
of egress features are output Cisco IOS ACLs, NAT (for inside to outside translation), TCP
intercept, CBAC, and encryption.

o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER

Command-Line Interfaces

This chapter describes the command-line interfaces (CLIs) you use to configure the switches supported
by Cisco IOS Release 12.2SX.

~

Note  For complete syntax and usage information for the commands used in this chapter, see these
publications:

e The Cisco 10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
e The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

This chapter consists of these sections:
e Accessing the CLI, page 2-2
e Performing Command Line Processing, page 2-3
e Performing History Substitution, page 2-4
e Cisco IOS Command Modes, page 2-4
e Displaying a List of Cisco IOS Commands and Syntax, page 2-5
e Securing the CLI, page 2-6
¢ ROM-Monitor Command-Line Interface, page 2-7

o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Accessing the CLI

These sections describe accessing the CLI:
e Accessing the CLI through the EIA/TIA-232 Console Interface, page 2-2
e Accessing the CLI through Telnet, page 2-2

Accessing the CLI through the EIA/TIA-232 Console Interface

Step 1
Step 2
Step 3

Step 4

~

Note

EIA/TIA-232 was known as recommended standard 232 (RS-232) before its acceptance as a standard by
the Electronic Industries Alliance (EIA) and Telecommunications Industry Association (TTA).

Perform initial configuration over a connection to the EIA/TIA-232 console interface. See the
Catalyst 6500 Series Switch Module Installation Guide for console interface cable connection
procedures.

To make a console connection, perform this task:

Command

Purpose

Press Return.

Brings up the prompt.

Router> enable Initiates enable mode enable.
Password: password Completes enable mode enable.
Router#

Router# quit

Exits the session when finished.

After making a console connection, you see this display:

Press Return for Console prompt

Router> enable
Password:
Router#

Accessing the CLI through Telnet

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

~

Note

Before you can make a Telnet connection to the switch, you must configure an IP address (see the
“Configuring IPv4 Routing and Addresses” section on page 22-4).

The switch supports up to eight simultaneous Telnet sessions. Telnet sessions disconnect automatically
after remaining idle for the period specified with the exec-timeout command.

To make a Telnet connection to the switch, perform this task:
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Command Purpose
Step1 telnet {hostname | ip_addr} Makes a Telnet connection from the remote host to the
switch you want to access.
Step2 Password: password Initiates authentication.
Routert Note If no password has been configured, press Return.
Step3 Router> enable Initiates enable mode enable.
Step4 Password: password Completes enable mode enable.
Router#
Step5 Router# quit Exits the session when finished.

This example shows how to open a Telnet session to the switch:

unix_host% telnet Router_1
Trying 172.20.52.40...
Connected to 172.20.52.40.
Escape character is '~]'.

User Access Verification

Password:
Router_1> enable
Password:
Router_1#

Performing Command Line Processing

Commands are not case sensitive. You can abbreviate commands and parameters if the abbreviations
contain enough letters to be different from any other currently available commands or parameters. You
can scroll through the last 20 commands stored in the history buffer, and enter or edit the command at
the prompt. Table 2-1 lists the keyboard shortcuts for entering and editing commands.

Table 2-1 Keyboard Shortcuts

Keystrokes Purpose

Press Ctrl-B or Moves the cursor back one character.
press the left arrow key'

Press Ctrl-F or Moves the cursor forward one character.

press the right arrow key!

Press Ctrl-A Moves the cursor to the beginning of the command line.
Press Ctrl-E Moves the cursor to the end of the command line.

Press Esc B Moves the cursor back one word.

Press Esc F Moves the cursor forward one word.

1. The arrow keys function only on ANSI-compatible terminals such as VT100s.
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Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter2  Command-Line Interfaces |

I Performing History Substitution

Performing History Substitution

The history buffer stores the last 20 commands you entered. History substitution allows you to access
these commands without retyping them, by using special abbreviated commands. Table 2-2 lists the
history substitution commands.

Table 2-2  History Substitution Commands

Command Purpose

Ctrl-P or the up arrow key.' Recalls commands in the history buffer, beginning
with the most recent command. Repeat the key
sequence to recall successively older commands.

Ctrl-N or the down arrow key.' Returns to more recent commands in the history
buffer after recalling commands with Ctrl-P or the
up arrow key. Repeat the key sequence to recall
successively more recent commands.

Router# show history While in EXEC mode, lists the last several
commands you have just entered.

1. The arrow keys function only on ANSI-compatible terminals such as VT100s.

Cisco 10S Command Modes
~

Note  For complete information about Cisco IOS command modes, see the Cisco 10S Configuration
Fundamentals Configuration Guide at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/ffun_c.html

The Cisco IOS user interface is divided into many different modes. The commands available to you
depend on which mode you are currently in. To get a list of the commands in a given mode, type a
question mark (?) at the system prompt. See the “Displaying a List of Cisco IOS Commands and Syntax”
section on page 2-5.

When you start a session on the switch, you begin in user mode, often called user EXEC mode. Only a
limited subset of the commands are available in EXEC mode. To have access to all commands, you must
enter privileged EXEC mode. Normally, you must type in a password to access privileged EXEC mode.
From privileged EXEC mode, you can type in any EXEC command or access global configuration mode.

The configuration modes allow you to make changes to the running configuration. If you later save the
configuration, these commands are stored across reboots. You must start at global configuration mode.
From global configuration mode, you can enter interface configuration mode, subinterface configuration
mode, and a variety of protocol-specific modes.

Note  With Release 12.1(11b)E and later, when you are in configuration mode you can enter EXEC mode-level
commands by entering the do keyword before the EXEC mode-level command.
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ROM-monitor mode is a separate mode used when the switch cannot boot properly. For example, the
switch might enter ROM-monitor mode if it does not find a valid system image when it is booting, or if
its configuration file is corrupted at startup. See the “ROM-Monitor Command-Line Interface” section
on page 2-7.

Table 2-3 lists and describes frequently used Cisco IOS modes.

Table 2-3 Frequently Used Cisco I0S Command Modes

Mode Description of Use How to Access Prompt

User EXEC Connect to remote devices, change |Log in. Router>
terminal settings on a temporary
basis, perform basic tests, and
display system information.

Privileged EXEC (enable) |Set operating parameters. The From the user EXEC mode, enter |Router#
privileged command set includes |the enable command and the
the commands in user EXEC enable password.

mode, as well as the configure
command. Use this command to
access the other command modes.

Global configuration Configure features that affect the |From the privileged EXEC mode, |Router(config)#
system as a whole. enter the configure terminal
command.
Interface configuration Many features are enabled for a From global configuration mode, |Router(config-if)#
particular interface. Interface enter the interface type slot/port

commands enable or modify the command.
operation of an interface.

Console configuration From the directly connected From global configuration mode, |Router (config-line)#
console or the virtual terminal enter the line console 0 command.
used with Telnet, use this
configuration mode to configure
the console interface.

The Cisco IOS command interpreter, called the EXEC, interprets and executes the commands you enter.
You can abbreviate commands and keywords by entering just enough characters to make the command
unique from other commands. For example, you can abbreviate the show command to sh and the
configure terminal command to config t.

When you type exit, the switch backs out one level. To exit configuration mode completely and return
to privileged EXEC mode, press Ctrl-Z.

Displaying a List of Cisco I0S Commands and Syntax

In any command mode, you can display a list of available commands by entering a question mark (?).

Router> ?

To display a list of commands that begin with a particular character sequence, type in those characters
followed by the question mark (?). Do not include a space. This form of help is called word help because
it completes a word for you.

Router# co?
collect configure connect copy

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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To display keywords or arguments, enter a question mark in place of a keyword or argument. Include a
space before the question mark. This form of help is called command syntax help because it reminds you
which keywords or arguments are applicable based on the command, keywords, and arguments you have
already entered.

For example:

Router# configure ?

memory Configure from NV memory

network Configure from a TFTP network host
overwrite-network Overwrite NV memory from TFTP network host
terminal Configure from the terminal

<cr>

To redisplay a command you previously entered, press the up arrow key or Ctrl-P. You can continue to
press the up arrow key to see the last 20 commands you entered.

Tip If you are having trouble entering a command, check the system prompt, and enter the question mark (?)
for a list of available commands. You might be in the wrong command mode or using incorrect syntax.

Enter exit to return to the previous mode. Press Ctrl-Z or enter the end command in any mode to
immediately return to privileged EXEC mode.

Securing the CLI

Securing access to the CLI prevents unauthorized users from viewing configuration settings or making
configuration changes that can disrupt the stability of your network or compromise your network
security. You can create a strong and flexible security scheme for your switch by configuring one or more
of these security features:

e Protecting access to privileged EXEC commands

At a minimum, you should configure separate passwords for the user EXEC and privileged EXEC
(enable) IOS command modes. You can further increase the level of security by configuring
username and password pairs to limit access to CLI sessions to specific users. For more information,
see “Configuring Security with Passwords, Privilege Levels, and Login Usernames for CLI Sessions
on Networking Devices” at this URL:

http://www.cisco.com/en/US/docs/ios/security/configuration/guide/sec_cfg_sec_4cli.html
e Controlling switch access with RADIUS, TACACS+, or Kerberos

For a centralized and scalable security scheme, you can require users to be authenticated and
authorized by an external security server running either Remote Authentication Dial-In User Service
(RADIUS), Terminal Access Controller Access-Control System Plus (TACACS+), or Kerberos.

For more information about RADIUS, see “Configuring RADIUS” at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/security/configuration/guide/scfrad.html
For more information about TACACS+, see “Configuring TACACS+” at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/security/configuration/guide/scftplus.html
For more information about Kerberos, see “Configuring Kerberos” at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/security/configuration/guide/scfkerb.html

e Configuring a secure connection with SSH or HTTPS
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To prevent eavesdropping of your configuration session, you can use a Secure Shell (SSH) client or
a browser that supports HTTP over Secure Socket Layer (HTTPS) to make an encrypted connection
to the switch.

For more information about SSH, see “Configuring Secure Shell” at this URL:

http://www.cisco.com/en/US/docs/ios-xml/ios/sec_usr_ssh/configuration/12-2sx/sec-secure-copy.h
tml

For more information about HTTPS, see “HTTPS - HTTP Server and Client with SSL 3.0 at this
URL:

http://www.cisco.com/en/US/docs/ios/sec_user_services/configuration/guide/sec_cfg_sec_4cli.ht
ml

e Copying configuration files securely with SCP

To prevent eavesdropping when copying configuration files or image files to or from the switch, you
can use the Secure Copy Protocol (SCP) to perform an encrypted file transfer. For more information
about SCP, see “Secure Copy” at this URL:

http://www.cisco.com/en/US/docs/ios-xml/ios/sec_usr_ssh/configuration/12-2sx/sec-secure-copy.h
tml

For additional information about securing the CLI, see “Cisco IOS Security Configuration Guide:
Securing User Services, Release 12.25X” at this URL:

http://www.cisco.com/en/US/docs/ios-xml/ios/security/config_library/12-2sx/secuser-12-2sx-library.ht
ml

ROM-Monitor Command-Line Interface

Note

The ROM-monitor is a ROM-based program that executes upon platform power-up, reset, or when a fatal
exception occurs. The switch enters ROM-monitor mode if it does not find a valid software image, if the
NVRAM configuration is corrupted, or if the configuration register is set to enter ROM-monitor mode.
From the ROM-monitor mode, you can load a software image manually from flash memory, from a
network server file, or from bootflash.

You can also enter ROM-monitor mode by restarting and pressing the Break key during the first 60
seconds of startup.

The Break key is always enabled for 60 seconds after rebooting, regardless of whether the Break key is
configured to be off by configuration register settings.

To access the ROM-monitor mode through a terminal server, you can escape to the Telnet prompt and
enter the send break command for your terminal emulation program to break into ROM-monitor mode.

Once you are in ROM-monitor mode, the prompt changes to rommon 1>. Enter a question mark (?) to
see the available ROM-monitor commands.

For more information about the ROM-monitor commands, see the Cisco I0S Master Command List,
Release 12.2SX.
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£
Tip

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Note

CHAPTER

Configuring the Switch for the First Time

This chapter contains information about how to initially configure the Catalyst 6500 series switch, which
supplements the administration information and procedures in these publications:

e Cisco 10S Configuration Fundamentals Configuration Guide, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/ffun_c.html

e Cisco 10S Configuration Fundamentals Configuration Command Reference, Release 12.2, at
this URL:

http://www.cisco.com/en/US/docs/ios/fundamentals/command/reference/cf_book.html

For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

e The Cisco 10S Master Command List, Release 12.2SX at this URL:
e http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
e The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

This chapter consists of these sections:
e Default Configuration, page 3-2
¢ Configuring the Switch, page 3-2
e Protecting Access to Privileged EXEC Commands, page 3-15
e Recovering a Lost Enable Password, page 3-19

e Modifying the Supervisor Engine Startup Configuration, page 3-20

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Default Configuration

Table 3-1 shows the default configuration.

Table 3-1 Default Configuration

Feature Default Value
Administrative connection Normal mode
Global information No value for the following:

e System name

e System contact

e Location
System clock No value for system clock time
Passwords No passwords configured for normal mode or

enable mode (press the Return key)

Prompt Router>

Configuring the Switch

These sections describe how to configure the switch:
e Using the Setup Facility or the setup Command, page 3-2
e Using Configuration Mode, page 3-10
e Checking the Running Configuration Before Saving, page 3-10
e Saving the Running Configuration Settings, page 3-11
e Reviewing the Configuration, page 3-11
e Configuring a Default Gateway, page 3-12
e Configuring a Static Route, page 3-12
¢ Configuring a BOOTP Server, page 3-14

Using the Setup Facility or the setup Command

These sections describe the setup facility and the setup command:
e Setup Overview, page 3-2
e Configuring the Global Parameters, page 3-3
e Configuring Interfaces, page 3-8

Setup Overview

At initial startup, the switch automatically defaults to the setup facility. (The setup command facility
functions exactly the same as a completely unconfigured system functions when you first boot it up.)
You can run the setup facility by entering the setup command at the enable prompt (#).
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Configuring the Switch

When you enter the setup command, current system configuration defaults are displayed in square
brackets [ ] as you move through the setup command process and are queried by the system to make
changes.

For example, you will see this display when you use the setup facility:

Configuring interface FastEtherent3/1:
Is this interface in use?: yes
Configure IP on this interface?: yes

When you use the setup command, you see this display:

Configuring interface FastEthernet4/1:
Is this interface in use?[yes]: yes
Configure IP on this interface?[yes]: yes

Configuring the Global Parameters

Step 1

When you first start the setup facility or enter the setup command, you are queried by the system to
configure the global parameters, which are used for controlling system-wide settings.

To boot the switch and enter the global parameters, follow these steps:

Connect a console terminal to the console interface on the supervisor engine, and then boot the system
to the user EXEC prompt (Router>).

The following display appears after you boot the Catalyst 6500 series switch (depending on your
configuration, your display might not exactly match the example):

System Bootstrap, Version 6.1(2)
Copyright (c) 1994-2000 by cisco Systems, Inc.
cbk_sup2 processor with 131072 Kbytes of main memory

rommon 1 > boot diskO:c6sup22-jsv-mz.121-5c.EX.bin

Self decompressing the image : #####H###HHHHAHHHHHHAHHHAHAHHHHHHAHBHHHHHRHHHSHRH

FHA AR R R R R R R R R R

FHA AR R R R R R R R R R R R R

HHHR SRR R R R R

FHA R R R R R R R R R R R R R
[OK]

Restricted Rights Legend

Use, duplication, or disclosure by the Government is
subject to restrictions as set forth in subparagraph

(c) of the Commercial Computer Software - Restricted
Rights clause at FAR sec. 52.227-19 and subparagraph

(c) (1) (ii) of the Rights in Technical Data and Computer
Software clause at DFARS sec. 252.227-7013.

cisco Systems, Inc.
170 West Tasman Drive
San Jose, California 95134-1706

Cisco Internetwork Operating System Software

I0S (tm) c6sup2_sp Software (c6sup2_sp-SPV-M), Version 12.1(5c)EX, EARLY DEPLOYM
ENT RELEASE SOFTWARE (fcl)

Synced to mainline version: 12.1(5c)

TAC:Home:Software:Ios General:CiscoIOSRoadmap:12.1
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Copyright (c) 1986-2001 by cisco Systems, Inc.
Compiled Wed 28-Mar-01 18:36 by hgluong
Image text-base: 0x30020980, data-base: 0x306B8000

Start as Primary processor

00:00:05: %$SYS-3-LOGGER_FLUSHING: System pausing to ensure console debugging out
put.

00:00:03: Currently running ROMMON from S (Gold) region
00:00:05: $0OIR-6-CONSOLE: Changing console ownership to route processor

System Bootstrap, Version 12.1(3r)E2, RELEASE SOFTWARE (fcl)
Copyright (c) 2000 by cisco Systems, Inc.
Cat6k-MSFC2 platform with 131072 Kbytes of main memory

rommon 1 > boot

Self decompressing the image : #######H####HHHHHHHHHHHHSHHHEHIHHHHAHISBHHHHERRHHS
FHER SRR R R R R
## [OK]

Restricted Rights Legend

Use, duplication, or disclosure by the Government is
subject to restrictions as set forth in subparagraph

(c) of the Commercial Computer Software - Restricted
Rights clause at FAR sec. 52.227-19 and subparagraph

(c) (1) (ii) of the Rights in Technical Data and Computer
Software clause at DFARS sec. 252.227-7013.

cisco Systems, Inc.
170 West Tasman Drive
San Jose, California 95134-1706

Cisco Internetwork Operating System Software

IOS (tm) MSFC2 Software (C6MSFC2-BOOT-M), Version 12.1(3a)E4, EARLY DEPLOYMENT R
ELEASE SOFTWARE (fcl)

Copyright (c) 1986-2000 by cisco Systems, Inc.

Compiled Sat 14-Oct-00 05:33 by eaarmas

Image text-base: 0x30008980, data-base: 0x303B6000

cisco Cat6k-MSFC2 (R7000) processor with 114688K/16384K bytes of memory.
Processor board ID SAD04430J9K

R7000 CPU at 300Mhz, Implementation 39, Rev 2.1, 256KB L2, 1024KB L3 Cache
Last reset from power-on

X.25 software, Version 3.0.0.

509K bytes of non-volatile configuration memory.

16384K bytes of Flash internal SIMM (Sector size 512K).

Press RETURN to get started!

N

Note  The first two sections of the configuration script (the banner and the installed hardware) appear
only at initial system startup. On subsequent uses of the setup command facility, the setup script
begins with the following System Configuration Dialog.
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Configuring the Switch
--- System Configuration Dialog ---
Continue with configuration dialog? [yes/nol: ¥y
At any point you may enter a question mark '?' for help.
Use ctrl-c to abort configuration dialog at any prompt.
Default settings are in square brackets '[]'.
Basic management setup configures only enough connectivity
for management of the system, extended setup will ask you
to configure each interface on the system
S
Note  The examples in this section are intended as examples only. Your configuration might look
differently depending on your system configuration.
Step2  Enter yes or press Return when asked if you want to enter the configuration dialog and if you want to
see the current interface summary. Press Return to accept the default (yes):
Would you like to enter the initial configuration dialog? [yes]:
First, would you like to see the current interface summary? [yes]:
This example of a yes response (displayed during the setup facility) shows a switch at first-time startup;
that is, nothing has been configured:
Current interface summary
Interface IP-Address OK? Method Status Protocol
Vlanl unassigned YES TFTP administratively down down
GigabitEthernetl/1 unassigned YES TFTP administratively down down
GigabitEthernetl/2 unassigned YES TFTP administratively down down
GigabitEthernet3/1 unassigned YES TFTP administratively down down
GigabitEthernet3/2 unassigned YES TFTP administratively down down
GigabitEthernet3/3 unassigned YES TFTP administratively down down
GigabitEthernet3/4 unassigned YES TFTP administratively down down
GigabitEthernet3/5 unassigned YES TFTP administratively down down
GigabitEthernet3/6 unassigned YES TFTP administratively down down
GigabitEthernet3/7 unassigned YES TFTP administratively down down
GigabitEthernet3/8 unassigned YES TFTP administratively down down
(Additional displayed text omitted from this example.)
This example of a yes response (displayed during the setup command facility) shows a switch with some
interfaces already configured:
Current interface summary
Interface IP-Address OK? Method Status Protocol
Vlanl unassigned YES TFTP administratively down down
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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GigabitEthernetl/1 172.20.52.34 YES NVRAM up up

GigabitEthernetl/2 unassigned YES TFTP administratively down down
GigabitEthernet3/1 unassigned YES TFTP administratively down down
GigabitEthernet3/2 unassigned YES TFTP administratively down down
GigabitEthernet3/3 unassigned YES TFTP administratively down down
GigabitEthernet3/4 unassigned YES TFTP administratively down down
GigabitEthernet3/5 unassigned YES TFTP administratively down down
GigabitEthernet3/6 unassigned YES TFTP administratively down down
GigabitEthernet3/7 unassigned YES TFTP administratively down down
GigabitEthernet3/8 unassigned YES TFTP administratively down down

<...output truncated...>

Step3  Choose which protocols to support on your interfaces. On IP installations only, you can accept the
default values for most of the questions.

A typical minimal configuration using IP follows and continues through Step 8:

Configuring global parameters:

Enter host name [Router]:

Router

Step4  Enter the enable secret password when the following is displayed (remember this password for future

reference):

The enable secret is a password used to protect access to

privileged EXEC and configuration modes.

entered, becomes encrypted in the configuration.
Enter enable secret: barney

This password, after

Step5  Enter the enable password when the following is displayed (remember this password for future

reference):

The enable password is used when you do not specify an
enable secret password, with some older software versions, and

some boot images.

Enter enable password: wilma

The commands available at the user EXEC level are a subset of those available at the privileged EXEC
level. Because many privileged EXEC commands are used to set operating parameters, you should
protect these commands with passwords to prevent unauthorized use.

You must enter the correct password to gain access to privileged EXEC commands. When you are
running from the boot ROM monitor, the enable password might be the correct one to use, depending on

your boot ROM level.

The enable and enable secret passwords need to be different for effective security. You can enter the same
password for both enable and enable secret during the setup script, but you receive a warning message

indicating that you should enter a different password.
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Step 6

Step 7

Step 8

Configuring the Switch

Note  An enable secret password can contain from 1 to 25 uppercase and lowercase alphanumeric
characters; an enable password can contain any number of uppercase and lowercase
alphanumeric characters. In both cases, a number cannot be the first character. Spaces are also
valid password characters; for example, “two words” is a valid password. Leading spaces are
ignored; trailing spaces are recognized.

Enter the virtual terminal password when the following is displayed (remember this password for future
reference):

The virtual terminal password is used to protect
access to the router over a network interface.
Enter virtual terminal password: bambam

In most cases you will use IP routing. If so, you must also select an interior routing protocol, for
example, the Enhanced Interior Gateway Routing Protocol (EIGRP).

Enter yes (the default) or press Return to configure IP, and then select EIGRP:

Configure IP? [yes]:
Configure EIGRP routing? [yes]:
Your IGRP autonomous system number [1]: 301

Enter yes or no to accept or refuse SNMP management:

Configure SNMP Network Management? [yes]:
Community string [public]:

For complete SNMP information and procedures, refer to these publications:

e C(Cisco 10S Configuration Fundamentals Configuration Guide, Release 12.2, “Cisco I0S System
Management,” “Configuring SNMP Support,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/fcf014.html

e Cisco 10S Configuration Fundamentals Configuration Command Reference, Release 12.2, at
this URL:

http://www.cisco.com/en/US/docs/ios/fundamentals/command/reference/cf_book.html

To provide a review of what you have done, a display similar to the following appears and lists all of the
configuration parameters you selected in Steps 3 through 8. These parameters and their defaults are
shown in the order in which they appeared on your console terminal:

The following configuration command script was created:

hostname router

enable secret 5 $1$S3LxSuiTYg2UrFK1UOdgWdjvxw.
enable password lab

line vty 0 4

password lab

no snmp-server

1

ip routing eigrp 301

1

interface Vlanl
shutdown
no ip address

1

interface GigabitEthernetl/1
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shutdown

no ip address

!

interface GigabitEthernetl/2
shutdown

no ip address
1

<...output truncated...>
1

end

[0] Go to the IOS command prompt without saving this config.
[1] Return back to the setup without saving this config.
[2] Save this configuration to nvram and exit.

Enter your selection [2]: 2
% You can enter the setup, by typing setup at IOS command prompt
Router#

This completes the procedure on how to configure global parameters. The setup facility continues with
the process to configure interfaces in the next section “Configuring Interfaces.”

Configuring Interfaces

This section provides steps for configuring installed interfaces (using the setup facility or setup
command facility) to allow communication over your external networks. To configure the interface
parameters, you need your interface network addresses, subnet mask information, and which protocols
you want to configure. (For additional interface configuration information on each of the modules
available, refer to the individual configuration notes that shipped with your modules.)

Note  The examples in this section are intended as examples only. Your configuration might look differently
depending on your system configuration.

To configure interfaces, follow these steps:

Step 1 At the prompt for the Gigabit Ethernet interface configuration, enter the appropriate responses for your
requirements, using your own address and subnet mask:

Do you want to configure GigabitEthernetl/l interface? [nol: yes
Configure IP on this interface? [no]: yes
IP address for this interface: 172.20.52.34
Subnet mask for this interface [255.255.0.0] : 255.255.255.224
Class B network is 172.20.0.0, 27 subnet bits; mask is /27

Step2 At the prompt for all other interface types, enter the appropriate responses for your requirements:

Do you want to configure FastEthernet5/1 interface? [nol: ¥y
Configure IP on this interface? [nol: ¥y
IP address for this interface: 172.20.52.98
Subnet mask for this interface [255.255.0.0] : 255.255.255.248
Class B network is 172.20.0.0, 29 subnet bits; mask is /29

Repeat this step for each interface you need to configure. Proceed to Step 3 to check and verify your
configuration parameters.
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Step 3

Configuring the Switch

When you reach and respond to the configuration dialog for the last installed interface, your interface
configuration is complete.

Check and verify the entire list of configuration parameters, which should display on your console
terminal and end with the following query:

Use this configuration? [yes/no]:

A no response returns you to the enable prompt (#). You will need to reenter the setup command to
reenter your configuration. A yes response saves the running configuration to NVRAM as follows:

Use this configuration? [yes/nol: yes

[OK]

Use the enabled mode ‘configure’ command to modify this configuration.
Press RETURN to get started!

After you press the Return key, this prompt appears:

Router>

This completes the procedures for configuring global parameters and interface parameters in your
system. Your interfaces are now available for limited use.

If you want to modify the currently saved configuration parameters after the initial configuration, enter
the setup command. To perform more complex configurations, enter configuration mode and use the
configure command. Check the current state of the switch using the show version command, which
displays the software version and the interfaces, as follows:

Router# show version

Cisco Internetwork Operating System Software

I0S (tm) c6sup2_rp Software (c6sup2_rp-JSV-M), Version 12.1(5c)EX, EARLY DEPLOY)
Synced to mainline version: 12.1(5c)

TAC:Home: Software:Ios General:CiscoIOSRoadmap:12.1

Copyright (c) 1986-2001 by cisco Systems, Inc.

Compiled Wed 28-Mar-01 17:52 by hgluong

Image text-base: 0x30008980, data-base: 0x315D0000

ROM: System Bootstrap, Version 12.1(3r)E2, RELEASE SOFTWARE (fcl)
BOOTFLASH: c6sup2_rp Software (c6sup2_rp-JSV-M), Version 12.1(5c)EX, EARLY DEPL)

Router uptime is 2 hours, 33 minutes
System returned to ROM by power-on (SP by power-on)
Running default software

cisco Catalyst 6000 (R7000) processor with 114688K/16384K bytes of memory.
Processor board ID SAD04430J9K

R7000 CPU at 300Mhz, Implementation 39, Rev 2.1, 256KB L2, 1024KB L3 Cache
Last reset from power-on

Bridging software.

X.25 software, Version 3.0.0.

SuperLAT software (copyright 1990 by Meridian Technology Corp) .

TN3270 Emulation software.

1 Virtual Ethernet/IEEE 802.3 interface(s)

48 FastEthernet/IEEE 802.3 interface(s)

2 Gigabit Ethernet/IEEE 802.3 interface(s)

381K bytes of non-volatile configuration memory.

16384K bytes of Flash internal SIMM (Sector size 512K).
Configuration register is 0x2
Router#
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For detailed interface configuration information, refer to the Cisco I10S Interface Configuration Guide
at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/interface/configuration/guide/finter_c.html

Using Configuration Mode

Step 1
Step 2

Step 3

Step 4

Step 5

If you prefer not to use the setup facility, you can configure the switch from configuration mode as
follows:

Connect a console terminal to the console interface of your supervisor engine.

When you are asked if you want to enter the initial dialog, answer no to enter the normal operating mode
as follows:

Would you like to enter the initial dialog? [yes]: no

After a few seconds you will see the user EXEC prompt (router>). Type enable to enter enable mode:

Router> enable

N

Note Configuration changes can only be made in enable mode.

The prompt will change to the privileged EXEC prompt (#) as follows:

Router#

At the prompt (#), enter the configure terminal command to enter configuration mode as follows:

Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) #

At the prompt, enter the interface type slot/interface command to enter interface configuration mode as
follows:

Router (config)# interface fastethermet 5/1
Router (config-if) #

In either of these configuration modes, you can enter any changes to the configuration. Enter the end
command to exit configuration mode.

Save your settings. (See the “Saving the Running Configuration Settings” section on page 3-11.)

Your switch is now minimally configured and can boot with the configuration you entered. To see a list
of the configuration commands, enter ? at the prompt or press the help key in configuration mode.

Checking the Running Configuration Before Saving

You can check the configuration settings you entered or changes you made by entering the show
running-config command at the privileged EXEC prompt (#) as follows:

Router# show running-config
Building configuration...
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Configuring the Switch

Current configuration:

Current configuration : 3441 bytes

|
version 12.1

service timestamps debug datetime localtime
service timestamps log datetime localtime
no service password-encryption

|

hostname Router

|

boot buffersize 522200
boot system flash diskO:c6sup22-jsv-mz.121-5c.EX.bin
enable password lab

|

redundancy

main-cpu

auto-sync standard

ip subnet-zero

no ip finger

!

cns event-service server

!

<...output truncated...>

|

interface FastEthernet3/3

ip address 172.20.52.19 255.255.255.224
!

<...output truncated...>

|

line con 0

exec-timeout 0 0O

transport input none

line vty 0 4

exec-timeout 0 0O

password lab

login

transport input lat pad mop telnet rlogin udptn nasi
|

end
Router#

Saving the Running Configuration Settings

To store the configuration or changes to your startup configuration in NVRAM, enter the copy
running-config startup-config command at the privileged EXEC prompt (#) as follows:

Router# copy running-config startup-config

This command saves the configuration settings that you created in configuration mode. If you fail to do
this step, your configuration will be lost the next time you reload the system.

Reviewing the Configuration

To display information stored in NVRAM, enter the show startup-config EXEC command. The display
should be similar to the display from the show running-config EXEC command.
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Configuring a Default Gateway

Step 1
Step 2

)

Note  The switch uses the default gateway only when it is not configured to route.

To send data to another subnet when the switch is not configured with a routing protocol, configure a
default gateway. The default gateway must be the IP address of an interface on a router in the same
subnet.
To configure a default gateway, perform this task:

Command Purpose

Router (config)# ip default-gateway A.B.C.D Conﬁgures a default gateway.

Router# show ip route Verifies that the default gateway appears correctly in the

IP routing table.

This example shows how to configure a default gateway and how to verify the configuration:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# ip default-gateway 172.20.52.35

Router (config) # end

3d1l7h: %SYS-5-CONFIG_I: Configured from console by console
Router# show ip route

Default gateway is 172.20.52.35

Host Gateway Last Use Total Uses Interface
ICMP redirect cache is empty
Router#

Configuring a Static Route

Step 1

Step 2

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

If your Telnet station or SNMP network management workstation is on a different network from your
switch and a routing protocol has not been configured, you might need to add a static routing table entry
for the network where your end station is located.

To configure a static route, perform this task:

Command Purpose

Router (config)# ip route dest_IP_address mask Conﬁgures a static route.
{forwarding IP | vlan vlan_ID}

Router# show running-config Verifies the static route configuration.

This example shows how to use the ip route command to configure a static route to a workstation at IP
address 171.10.5.10 on the switch with a subnet mask and IP address 172.20.3.35 of the forwarding
router:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# ip route 171.10.5.10 255.255.255.255 172.20.3.35
Router (config) # end

Router#
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This example shows how to use the show running-config command to confirm the configuration of the
previously configured static route:

Router# show running-config
Building configuration...

<...output truncated...>

ip default-gateway 172.20.52.35

ip classless

ip route 171.10.5.10 255.255.255.255 172.20.3.35
no ip http server

1

line con 0

transport input none

line vty 0 4

exec-timeout 0 0

password lab

login

transport input lat pad dsipcon mop telnet rlogin udptn nasi
|

end

Router#

This example shows how to use the ip route command to configure a static route to a workstation at IP
address 171.20.5.3 on the switch with subnet mask and connected over VLAN 1:

Router# configure terminal

Router (config)# ip route 171.20.5.3 255.255.255.255 vlan 1
Router (config) # end

Router#

This example shows how to use the show running-config command to confirm the configuration of the
previously configured static route:

Router# show running-config
Building configuration...

<...output truncated...>

ip default-gateway 172.20.52.35

ip classless

ip route 171.20.52.3 255.255.255.255 Vlanl
no ip http server

|

!
x25 host z

!

line con 0

transport input none

line vty 0 4

exec-timeout 0 0

password lab

login

transport input lat pad dsipcon mop telnet rlogin udptn nasi
1

end

Router#
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Configuring a

Step 1
Step 2
Step 3

Step 4

BOOTP Server

The Bootstrap Protocol (BOOTP) automatically assigns an IP address by adding the MAC and IP
addresses of the interface to the BOOTP server configuration file. When the switch boots, it
automatically retrieves the IP address from the BOOTP server.

The switch performs a BOOTP request only if the current IP address is set to 0.0.0.0. (This address is
the default address for a new switch or a switch that has had its startup-config file cleared using the erase
command.)

To allow your switch to retrieve its IP address from a BOOTP server, you must first determine the MAC
address of the switch and add that MAC address to the BOOTP configuration file on the BOOTP server.
To create a BOOTP server configuration file, follow these steps:

Install the BOOTP server code on the workstation, if it is not already installed.
Determine the MAC address from the label on the chassis.

Add an entry in the BOOTP configuration file (usually /usr/etc/bootptab) for each switch. Press Return
after each entry to create a blank line between each entry. See the example BOOTP configuration file
that follows in Step 4.

Enter the reload command to reboot and automatically request the IP address from the BOOTP server.
This example BOOTP configuration file shows the added entry:

# /etc/bootptab: database for bootp server (/etc/bootpd)

#

# Blank lines and lines beginning with '#' are ignored.
#

# Legend:

#

# first field -- hostname

# (may be full domain name and probably should be)
#

# hd -- home directory

# bf -- bootfile

# cs -- cookie servers

# ds -- domain name servers

# gw -- gateways

# ha -- hardware address

# ht -- hardware type

# im -- impress servers

# ip -- host IP address

# lg -- log servers

# lp -- LPR servers

# ns -- IEN-116 name servers

# rl -- resource location protocol servers

# sm -- subnet mask

# tc -- template host (points to similar host entry)
# to -- time offset (seconds)

# ts -- time servers

#

<information deleted>

#

B i ki
# Start of individual host entries

B i
Router: tc=netcisco0: ha=0000.0ca7.ce00: ip=172.31.7.97:
dross: tc=netcisco0: ha=00000c000139: ip=172.31.7.26:
<information deleted>
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Protecting Access to Privileged EXEC Commands

The following tasks provide a way to control access to the system configuration file and privileged
EXEC commands:

e Setting or Changing a Static Enable Password, page 3-15

e Using the enable password and enable secret Commands, page 3-15

e Setting or Changing a Line Password, page 3-16

e Setting TACACS+ Password Protection for Privileged EXEC Mode, page 3-16
e Encrypting Passwords, page 3-17

e Configuring Multiple Privilege Levels, page 3-17

Setting or Changing a Static Enable Password

To set or change a static password that controls access to the privileged EXEC mode, perform this task:

Command Purpose
Router (config)# enable password password Sets a new password or changes an existing password for the
privileged EXEC mode.

This example shows how to configure an enable password as “lab” at the privileged EXEC mode:

Router# configure terminal
Router (config) # enable password lab
Router (config) #

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Using the enable password and enable secret Commands

To provide an additional layer of security, particularly for passwords that cross the network or that are
stored on a TFTP server, you can use either the enable password or enable secret commands. Both
commands configure an encrypted password that you must enter to access enable mode (the default) or
to access a specified privilege level. We recommend that you use the enable secret command.

If you configure the enable secret command, it takes precedence over the enable password command;
the two commands cannot be in effect simultaneously.

To configure the switch to require an enable password, perform either of these tasks:

Command

Purpose

Router (config)# enable password [level level] Establishes a password for the privileged EXEC mode.

{password | encryption-type encrypted-password}

Router (config) # enable secret [level level] {password |Specifies a secret password, saved using a nonreversible

\ encryption-type encrypted-password}

encryption method. (If enable password and enable secret
commands are both set, users must enter the enable secret
password.)
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Use either of these commands with the level option to define a password for a specific privilege level.
After you specify the level and set a password, give the password only to users who need to have access
at this level. Use the privilege level configuration command to specify commands accessible at various
levels.

If you enable the service password-encryption command, the password you enter is encrypted. When
you display it with the more system:running-config command, it displays in encrypted form.

If you specify an encryption type, you must provide an encrypted password that you copy from another
Catalyst 6500 series switch configuration.

Note  You cannot recover a lost encrypted password. You must clear NVRAM and set a new password. See the
“Recovering a Lost Enable Password” section on page 3-19 if you lose or forget your password.

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Setting or Changing a Line Password

To set or change a password on a line, perform this task:

Command Purpose

Router (config-line)# password password Sets a new password or change an existing password for the
privileged level.

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Setting TACACS+ Password Protection for Privileged EXEC Mode

For complete information about TACACS+, refer to these publications:

e Cisco 10S Security Configuration Guide, Release 12.2, “Authentication, Authorization, and
Accounting (AAA),” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/security/configuration/guide/scfaaa.html
e Cisco 10S Security Command Reference, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/security/command/reference/fsecur_r.html

To set the TACACS+ protocol to determine whether or not a user can access privileged EXEC mode,
perform this task:

Command Purpose

Router (config)# enable use-tacacs Sets the TACACS-style user ID and password-checking
mechanism for the privileged EXEC mode.
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When you set TACACS password protection at the privileged EXEC mode, the enable EXEC command
prompts for both a new username and a password. This information is then sent to the TACACS+ server
for authentication. If you are using the extended TACACS+, it also sends any existing UNIX user
identification code to the TACACS+ server.

Caution

~

Note

If you enter the enable use-tacacs command, you must also enter tacacs-server authenticate enable,
or you are locked out of the privileged EXEC mode.

When used without extended TACACS, the enable use-tacacs command allows anyone with a valid
username and password to access the privileged EXEC mode, creating a potential security problem. This
problem occurs because the switch cannot tell the difference between a query resulting from entering the
enable command and an attempt to log in without extended TACACS.

Encrypting Passwords

Because protocol analyzers can examine packets (and read passwords), you can increase access security
by configuring the Cisco IOS software to encrypt passwords. Encryption prevents the password from
being readable in the configuration file.

To configure the Cisco IOS software to encrypt passwords, perform this task:

Command

Purpose

Router (config) # service password-encryption Encrypts a password,

A

Encryption occurs when the current configuration is written or when a password is configured. Password
encryption is applied to all passwords, including authentication key passwords, the privileged command
password, console and virtual terminal line access passwords, and Border Gateway Protocol (BGP)
neighbor passwords. The service password-encryption command keeps unauthorized individuals from
viewing your password in your configuration file.

Caution

The service password-encryption command does not provide a high level of network security. If you
use this command, you should also take additional network security measures.

Although you cannot recover a lost encrypted password (that is, you cannot get the original password
back), you can regain control of the switch after you lose or forget the encrypted password. See the
“Recovering a Lost Enable Password” section on page 3-19 if you lose or forget your password.

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Configuring Multiple Privilege Levels

By default, the Cisco IOS software has two modes of password security: user EXEC mode and privileged
EXEC mode. You can configure up to 16 hierarchical levels of commands for each mode. By configuring
multiple passwords, you can allow different sets of users to have access to specified commands.

[ oL-3999-08
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For example, if you want many users to have access to the clear line command, you can assign it level 2
security and distribute the level 2 password widely. If you want more restricted access to the configure
command, you can assign it level 3 security and distribute that password to more restricted users.

These tasks describe how to configure additional levels of security:
e Setting the Privilege Level for a Command, page 3-18
e Changing the Default Privilege Level for Lines, page 3-18
e Logging In to a Privilege Level, page 3-18
e Exiting a Privilege Level, page 3-19
e Displaying the Password, Access Level, and Privilege Level Configuration, page 3-19

Setting the Privilege Level for a Command

To set the privilege level for a command, perform this task:

Command Purpose

Step1 Router(config)# privilege mode level level Sets the privilege level for a command.
command

Step2 Router(config)# enable password level level Specifies the enable password for a privilege level.
[encryption-typel]l password

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Changing the Default Privilege Level for Lines

To change the default privilege level for a given line or a group of lines, perform this task:

Command Purpose

Router (config-line)# privilege level level Changes the default privilege level for the line.

To display the password or access level configuration, see the “Displaying the Password, Access Level,
and Privilege Level Configuration” section on page 3-19.

Logging In to a Privilege Level

To log in at a specified privilege level, perform this task:

Command Purpose

Router# enable level Logs into a specified privilege level.
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Exiting a Privilege Level

To exit to a specified privilege level, perform this task:

Command Purpose

Router# disable Ievel Exits to a specified privilege level.

Displaying the Password, Access Level, and Privilege Level Configuration

To display the password, access level, and privilege level configuration, perform this task:

Command Purpose
Step1 Router# show running-config Displays the password and the access level configuration.
Step2 Router# show privilege Shows the privilege level configuration.

This example shows how to display the password and access level configuration:

Router# show running-config

<...output truncated...>
enable password lab
<...output truncated...>

This example shows how to display the privilege level configuration:

Router# show privilege
Current privilege level is 15
Router#

Recovering a Lost Enable Password

To recover a lost enable password, follow these steps:

Step 1 Connect to the console interface.

Step2  Configure the switch to boot up without reading the configuration memory (NVRAM).
Step3  Reboot the system.

Stepd  Access enable mode (which can be done without a password when one is not configured).
Step5  View or change the password, or erase the configuration.

Step6  Reconfigure the switch to boot up and read the NVRAM as it normally does.

Step7  Reboot the system.

Note  Password recovery requires the Break signal. You must be familiar with how your terminal or PC
terminal emulator issues this signal. For example, in ProComm, the Alt-B keys generate the Break
signal. In a Windows terminal session, you press the Break or Ctrl and Break keys simultaneously.
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Modifying the Supervisor Engine Startup Configuration

These sections describe how the startup configuration on the supervisor engine works and how to modify
the configuration register and BOOT variable:

e Understanding the Supervisor Engine Boot Configuration, page 3-20
¢ Configuring the Software Configuration Register, page 3-21

e Specifying the Startup System Image, page 3-24

¢ Understanding Flash Memory, page 3-24

e CONFIG_FILE Environment Variable, page 3-25

¢ Controlling Environment Variables, page 3-26

Understanding the Supervisor Engine Boot Configuration

These next sections describe how the boot configuration works on the supervisor engine.

Understanding the Supervisor Engine Boot Process

The supervisor engine boot process involves two software images: ROM monitor and supervisor engine
software. When the switch is powered up or reset, the ROM-monitor code is executed. Depending on the
NVRAM configuration, the supervisor engine either stays in ROM-monitor mode or loads the supervisor
engine software.

Two user-configurable parameters determine how the switch boots: the configuration register and the

BOOT environment variable. The configuration register is described in the “Modifying the Boot Field
and Using the boot Command” section on page 3-22. The BOOT environment variable is described in
the “Specifying the Startup System Image” section on page 3-24.

Understanding the ROM Monitor

The ROM monitor executes upon power-up, reset, or when a fatal exception occurs. The switch enters
ROM-monitor mode if the switch does not find a valid software image, if the NVRAM configuration is
corrupted, or if the configuration register is set to enter ROM-monitor mode. From ROM-monitor mode,
you can manually load a software image from bootflash or a Flash PC card.

Note  For complete syntax and usage information for the ROM monitor commands, refer to the Cisco I0S
Master Command List, Release 12.2SX publication.

You can also enter ROM-monitor mode by restarting and then pressing the Break key during the first 60
seconds of startup. If you are connected through a terminal server, you can escape to the Telnet prompt
and enter the send break command to enter ROM-monitor mode.

Note  The Break key is always enabled for 60 seconds after rebooting, regardless of whether the
configuration-register setting has the Break key disabled.
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The ROM monitor has these features:

Power-on confidence test

Hardware initialization

Boot capability (manual boot and autoboot)
Debug utility and crash analysis

Monitor call interface (EMT calls—the ROM monitor provides information and some functionality
to the running software images through EMT calls)

File system (the ROM monitor knows the simple file system and supports the newly developed file
system through the dynamic linked file system library [MONLIB])

Exception handling

Configuring the Software Configuration Register

The switch uses a 16-bit software configuration register, which allows you to set specific system
parameters. Settings for the software configuration register are written into NVRAM.

Following are some reasons for changing the software configuration register settings:

To select a boot source and default boot filename.

To enable or disable the Break function.

To control broadcast addresses.

To set the console terminal baud rate.

To load operating software from flash memory.

To recover a lost password.

To allow you to manually boot the system using the boot command at the bootstrap program prompt.

To force an automatic boot from the system bootstrap software (boot image) or from a default system
image in onboard flash memory, and read any boot system commands that are stored in the
configuration file in NVRAM.

Table 3-2 lists the meaning of each of the software configuration memory bits, and Table 3-3 defines the
boot field.

A

Caution = The recommended configuration register setting is 0x2102. If you configure a setting that leaves break
enabled and you send a break sequence over a console connection, the switch drops into ROMMON.

Table 3-2 Software Configuration Register Bit Meaning

Bit Number' Hexadecimal Meaning

00 to 03 0x0000 to 0x000F |Boot field (see Table 3-3)

06 0x0040 Causes system software to ignore NVRAM contents
07 0x0080 OEM? bit enabled

08 0x0100 Break disabled

09 0x0200 Use secondary bootstrap

10 0x0400 Internet Protocol (IP) broadcast with all zeros
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Table 3-2 Software Configuration Register Bit Meaning (continued)

Bit Number' Hexadecimal Meaning

11to 12 0x0800 to 0x1000 |Console line speed (default is 9600 baud)

13 0x2000 Boot default flash software if network boot fails

14 0x4000 IP broadcasts do not have network numbers

15 0x8000 Enable diagnostic messages and ignore NVRAM contents

1. The factory default value for the configuration register is 0x2102.

2. OEM = original equipment manufacturer.

Table 3-3 Explanation of Boot Field (Configuration Register Bits 00 to 03)

Boot Field |Meaning

00 Stays at the system bootstrap prompt

01 Boots the first system image in onboard flash memory

02 to OF |Specifies a default filename for booting over the network;
enables boot system commands that override the default filename

Modifying the Boot Field and Using the boot Command

Note

The configuration register boot field determines whether or not the switch loads an operating system
image, and if so, where it obtains this system image. The following sections describe using and setting
the configuration register boot field, and the tasks you must perform to modify the configuration register
boot field.

Bits 0 through 3 of the software configuration register form the boot field.

The factory default configuration register setting for systems and spares is 0x2102.

When the boot field is set to either 0 or 1 (0-0-0-0 or 0-0-0-1), the system ignores any boot instructions
in the system configuration file and the following occurs:

e When the boot field is set to 0, you must boot the operating system manually by entering the boot
command to the system bootstrap program or ROM monitor.

e When the boot field is set to 1, the system boots the first image in the onboard bootflash single
in-line memory module (SIMM).

e  When the entire boot field equals a value between 0-0-1-0 and 1-1-1-1, the switch loads the system
image specified by boot system commands in the startup configuration file.

You can enter the boot command only, or enter the command and include additional boot instructions,
such as the name of a file stored in flash memory, or a file that you specify for booting from a network
server. If you use the boot command without specifying a file or any other boot instructions, the system
boots from the default flash image (the first image in onboard flash memory). Otherwise, you can

instruct the system to boot from a specific flash image (using the boot system flash filename command).

You can also use the boot command to boot images stored in the Flash PC cards located in Flash PC card
slot 0 or slot 1 on the supervisor engine. If you set the boot field to any bit pattern other than O or 1, the
system uses the resulting number to form a filename for booting over the network.

You must set the boot field for the boot functions you require.
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Modifying the Boot Field

You modify the boot field from the software configuration register. To modify the software configuration
register boot field, perform this task:

Command Purpose
Step1 Router# show version Determines the current configuration register setting.
Step2 Router# configure terminal Enters configuration mode, selecting the terminal option.
Step3 Router(config)# config-register value Modifies the existing configuration register setting to

reflect the way in which you want the switch to load a
system image.

Step4 Router(config)# end Exits configuration mode.

Step5 Router# reload Reboots to make your changes take effect.

To modify the configuration register while the switch is running Cisco 10S, follow these steps:

Step1  Enter the enable command and your password to enter privileged level as follows:

Router> enable
Password:
Router#

Step2  Enter the configure terminal command at the EXEC mode prompt (#) as follows:
Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) #
Step3  Configure the configuration register toOx2102 as follows:
Router (config)# config-register 0x2102
Set the contents of the configuration register by entering the config-register value configuration

command, where value is a hexadecimal number preceded by Ox (see Table 3-2 on page 3-21).

Step4  Enter the end command to exit configuration mode. The new value settings are saved to memory;
however, the new settings do not take effect until the system software is reloaded by rebooting the
system.

Step5  Enter the show version EXEC command to display the configuration register value currently in effect
and that will be used at the next reload. The value is displayed on the last line of the screen display, as
in this example:

Configuration register is 0x141 (will be 0x2102 at next reload)

Step6  Save your settings.

See the “Saving the Running Configuration Settings” section on page 3-11. However, note that
configuration register changes take effect only after the system reloads, such as when you enter a reload
command from the console.

Step7  Reboot the system.

The new configuration register value takes effect with the next system boot.
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Verifying the Configuration Register Setting

Enter the show version EXEC command to verify the current configuration register setting. In
ROM-monitor mode, enter the o command to verify the value of the configuration register boot field.

To verify the configuration register setting, perform this task:

Command Purpose

Router# show version | include Configuration register |Displays the configuration register setting.

In this example, the show version command indicates that the current configuration register is set so that
the switch does not automatically load an operating system image. Instead, it enters ROM-monitor mode
and waits for user-entered ROM monitor commands. The new setting instructs the switch to load a
system image from commands in the startup configuration file or from a default system image stored on
a network server.

Routerl# show version | include Configuration register

Configuration register is 0x2102
Router#

Specifying the Startup System Image

You can enter multiple boot commands in the startup configuration file or in the BOOT environment
variable to provide backup methods for loading a system image.

~

Note e Store the system software image in the sup-bootflash:, disk0:, or disk1: device (only Supervisor
Engine 720 has disk1:).

¢ A non-ATA Flash PC card in a Supervisor Engine 2 is slot0:. Non-ATA Flash PC cards are too small
for Release 12.2SX images.

¢ Do not store the system software image in the bootflash: device, which is on the MSFC and is not
accessible at boot time.

The BOOT environment variable is also described in the “Specify the Startup System Image in the
Configuration File” section in the “Loading and Maintaining System Images and Microcode” chapter of
the Cisco 10S Configuration Fundamentals Configuration Guide.

Understanding Flash Memory

The following sections describe flash memory:
e Flash Memory Features, page 3-25
e Security Features, page 3-25
e Flash Memory Configuration Process, page 3-25
A

Note  The descriptions in the following sections applies to both the bootflash device and to removable flash
memory cards.
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Flash Memory Features

The flash memory components allow you to do the following:
e Copy the system image to flash memory using TFTP.
e Copy the system image to flash memory using rcp.
e Boot the system from flash memory either automatically or manually.
¢ Copy the flash memory image to a network server using TFTP or rcp.

¢ Boot manually or automatically from a system software image stored in flash memory.

Security Features

The flash memory components support the following security features:

¢ Flash memory cards contain a write-protect switch that you can use to protect data. You must set the
switch to unprotected to write data to the Flash PC card.

e The system image stored in flash memory can be changed only from privileged EXEC level on the
console terminal.

Flash Memory Configuration Process

Step 1

Step 2

Step 3
Step 4

To configure your switch to boot from flash memory, follow these steps:

Copy a system image to flash memory using TFTP or rcp (refer to the Cisco I0S Configuration
Fundamentals Configuration Guide, Release 12.2, “Cisco I10S File Management,” “Loading and
Maintaining System Images,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/fcf008.html

Configure the system to boot automatically from the file in flash memory. You might need to change the
configuration register value. See the “Modifying the Boot Field and Using the boot Command” section
on page 3-22, for more information on modifying the configuration register.

Save your configurations.

Power cycle and reboot your system to ensure that all is working as expected.

CONFIG_FILE Environment Variable

For class A flash file systems, the CONFIG_FILE environment variable specifies the file system and
filename of the configuration file to use for initialization (startup). Valid file systems can include
nvram:, disk0:, and sup-bootflash:.

For detailed file management configuration information, refer to the Cisco I0S Configuration
Fundamentals Configuration Guide at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/configfun/configuration/guide/ffun_c.html

After you save the CONFIG_FILE environment variable to your startup configuration, the switch checks
the variable upon startup to determine the location and filename of the configuration file to use for
initialization.
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The switch uses the NVRAM configuration during initialization when the CONFIG_FILE environment
variable does not exist or when it is null (such as at first-time startup). If the switch detects a problem
with NVRAM or a checksum error, the switch enters setup mode. See the “Using the Setup Facility or
the setup Command” section on page 3-2 for more information on the setup command facility.

Controlling Environment Variables

Note

)o

Although the ROM monitor controls environment variables, you can create, modify, or view them with
certain commands. To create or modify the BOOT environment variable, use the boot system global
configuration command.

Refer to the “Specify the Startup System Image in the Configuration File” section in the “Loading and
Maintaining System Images and Microcode” chapter of the Configuration Fundamentals Configuration
Guide for details on setting the BOOT environment variable. Refer to the “Specify the Startup
Configuration File” section in the “Modifying, Downloading, and Maintaining Configuration Files”
chapter of the Configuration Fundamentals Configuration Guide for details on setting the
CONFIG_FILE variable.

When you use the boot system global configuration command, you affect only the running
configuration. You must save the environment variable setting to your startup configuration to place the
information under ROM monitor control and for the environment variables to function as expected. Enter
the copy system:running-config nvram:startup-config command to save the environment variables
from your running configuration to your startup configuration.

You can view the contents of the BOOT environment variable using the show bootvar command. This
command displays the settings for these variables as they exist in the startup configuration as well as in
the running configuration if a running configuration setting differs from a startup configuration setting.

This example shows how to check the environment variables:

Router# show bootvar

BOOT variable = diskO0:,1;sup-bootflash:,1;
CONFIG_FILE variable =

BOOTLDR variable =

Configuration register is 0x2102

Router#

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER I

Configuring a Supervisor Engine 720

This chapter describes how to configure a Supervisor Engine 720 in a Catalyst 6500 series switch. This
chapter contains these sections:

e Using the Bootflash or Bootdisk on a Supervisor Engine 720, page 4-2
e Using the Slots on a Supervisor Engine 720, page 4-2

e Configuring Supervisor Engine 720 Ports, page 4-2

e Configuring and Monitoring the Switch Fabric Functionality, page 4-2

Note e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
e With a 3-slot chassis, install the Supervisor Engine 720 in either slot 1 or 2.
e With a 6-slot or a 9-slot chassis, install the Supervisor Engine 720 in either slot 5 or 6.

e With a 13-slot chassis, install the Supervisor Engine 720 in either slot 7 or 8.

1? For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Using the Bootflash or Bootdisk on a Supervisor Engine 720

All 12.2SX releases support the Supervisor Engine 720 64-MB bootflash device (sup-bootflash:).
Release 12.2(18)SXES and rebuilds and Release 12.2(18)SXF and rebuilds support WS-CF-UPG=,
which replaces the bootflash device with a CompactFlash adapter and 512 MB CompactFlash card
(sup-bootdisk:). Refer to this publication:

http://www.cisco.com/en/US/docs/switches/lan/catalyst6500/hardware/Config_Notes/78_17277.html

Using the Slots on a Supervisor Engine 720

The Supervisor Engine 720 has two CompactFlash Type II slots. The CompactFlash Type II slots
support CompactFlash Type II Flash PC cards sold by Cisco Systems, Inc. The keywords for the slots on
the active Supervisor Engine 720 are disk0: and disk1:. The keywords for the slots on a redundant
Supervisor Engine 720 are slavedisk0: and slavedisk1:.

Configuring Supervisor Engine 720 Ports

Supervisor Engine 720 port 1 has a small form-factor pluggable (SFP) connector and has no unique
configuration options.

Supervisor Engine 720 port 2 has an RJ-45 connector and an SFP connector (default). To use the RJ-45
connector, you must change the configuration.

To configure port 2 on a Supervisor Engine 720 to use either the RJ-45 connector or the SFP connector,
perform this task:

Command Purpose

Step1 Router(config)# interface gigabitethernet slot/2 Selects the Ethernet port to be configured_

Step2 Router(config-if)# media-type {rj45 | sfp} Selects the connector to use.

Router (config-if)# no media-type Reverts to the default configuration (SFP).

This example shows how to configure port 2 on a Supervisor Engine 720 in slot 5 to use the RJ-45
connector:

Router (config)# interface gigabitethernet 5/2
Router (config-if)# media-type r3j45

Configuring and Monitoring the Switch Fabric Functionality

These sections describe how to configure the switching mode and monitor the switch fabric functionality
that is included on a Supervisor Engine 720:

e Understanding How the Switch Fabric Functionality Works, page 4-3
e Configuring the Switch Fabric Functionality, page 4-4
e Monitoring the Switch Fabric Functionality, page 4-4
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Understanding How the Switch Fabric Functionality Works

These sections describe how the switch fabric functionality works:
e Switch Fabric Functionality Overview, page 4-3
e Forwarding Decisions for Layer 3-Switched Traffic, page 4-3
e Switching Modes, page 4-3

Switch Fabric Functionality Overview

The switch fabric functionality is built into the Supervisor Engine 720 and creates a dedicated
connection between fabric-enabled modules and provides uninterrupted transmission of frames between
these modules. In addition to the direct connection between fabric-enabled modules provided by the
switch fabric funtionality, fabric-enabled modules also have a direct connection to the 32-Gbps
forwarding bus.

Forwarding Decisions for Layer 3-Switched Traffic

Either a PFC3 or a Distributed Feature Card 3 (DFC3) makes the forwarding decision for Layer
3-switched traffic as follows:

¢ A PFC3 makes all forwarding decisions for each packet that enters the switch through a module
without a DFC3.

¢ A DFC3 makes all forwarding decisions for each packet that enters the switch on a DFC3-enabled
module in these situations:

— If the egress port is on the same module as the ingress port, the DFC3 forwards the packet
locally (the packet never leaves the module).

— If the egress port is on a different fabric-enabled module, the DFC3 sends the packet to the
egress module, which sends it out the egress port.

— If the egress port is on a different nonfabric-enabled module, the DFC3 sends the packet to the
Supervisor Engine 720. The Supervisor Engine 720 fabric interface transfers the packet to the
32-Gbps switching bus where it is received by the egress module and is sent out the egress port.

Switching Modes

With a Supervisor Engine 720, traffic is forwarded to and from modules in one of the following modes:

¢ Compact mode—The switch uses this mode for all traffic when only fabric-enabled modules are
installed. In this mode, a compact version of the DBus header is forwarded over the switch fabric
channel, which provides the best possible performance.

e Truncated mode—The switch uses this mode for traffic between fabric-enabled modules when there
are both fabric-enabled and nonfabric-enabled modules installed. In this mode, the switch sends a
truncated version of the traffic (the first 64 bytes of the frame) over the switch fabric channel.

¢ Bus mode (also called flow-through mode)—The switch uses this mode for traffic between
nonfabric-enabled modules and for traffic between a nonfabric-enabled module and a fabric-enabled
module. In this mode, all traffic passes between the local bus and the supervisor engine bus.

Table 4-1 shows the switching modes used with fabric-enabled and nonfabric-enabled modules installed.
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Table 4-1  Switch Fabric Functionality Switching Modes

Modules Switching Modes
Between fabric-enabled modules (when no nonfabric-enabled modules are Compact!
installed)

Between fabric-enabled modules (when nonfabric-enabled modules are also Truncated?
installed)

Between fabric-enabled and nonfabric-enabled modules Bus

Between non-fabric-enabled modules Bus

1.

2.

In show commands, displayed as dcef mode for fabric-enabled modules with DFC3 installed; displayed as fabric mode for
other fabric-enabled modules.

Displayed as fabric mode in show commands.

Configuring the Switch Fabric Functionality

To configure the switching mode, perform this task:

Command Purpose
Router (config)# [no] fabric switching-mode allow Conﬁgures the switching mode.
{bus-mode | {truncated [{threshold [number]}]}

When configuring the switching mode, note the following information:

A

To allow use of nonfabric-enabled modules or to allow fabric-enabled modules to use bus mode,
enter the fabric switching-mode allow bus-mode command.

To prevent use of nonfabric-enabled modules or to prevent fabric-enabled modules from using bus
mode, enter the no fabric switching-mode allow bus-mode command.

Caution  When you enter the no fabric switching-mode allow bus-mode command, power is removed from any
nonfabric-enabled modules installed in the switch.

To allow fabric-enabled modules to use truncated mode, enter the fabric switching-mode allow
truncated command.

To prevent fabric-enabled modules from using truncated mode, enter the no fabric switching-mode
allow truncated command.

To configure how many fabric-enabled modules must be installed before they use truncated mode
instead of bus mode, enter the fabric switching-mode allow truncated threshold number command.

To return to the default truncated-mode threshold, enter the no fabric switching-mode allow
truncated threshold command.

Monitoring the Switch Fabric Functionality

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

The

switch fabric functionality supports a number of show commands for monitoring purposes. A fully

automated startup sequence brings the module online and runs the connectivity diagnostics on the ports.
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Configuring and Monitoring the Switch Fabric Functionality 1l

These sections describe how to monitor the switch fabric functionality:

Displaying the Switch Fabric Redundancy Status, page 4-5
Displaying Fabric Channel Switching Modes, page 4-5
Displaying the Fabric Status, page 4-6

Displaying the Fabric Utilization, page 4-6

Displaying Fabric Errors, page 4-7

Displaying the Switch Fabric Redundancy Status

To display the switch fabric redundancy status, perform this task:

Command

Purpose

Router# show fabric active Displays switch fabric redundancy status.

Router# show fabric active

Active fabric card in slot 5

No backup fabric card in the system
Router#

Displaying Fabric Channel Switching Modes

To display the fabric channel switching mode of one or all modules, perform this task:

Command Purpose
Router# show fabric switching-mode [module Displays fabric channel switching mode of one or all
{slot_number ‘ all] modules.

This example shows how to display the fabric channel switching mode of module 2:

Router# show fabric switching-mode module 2

Module Slot Switching Mode
2 dCEF
Router#

This example shows how to display the fabric channel switching mode of all modules:

Router# show fabric switching-mode

Global switching mode is Compact

dCEF mode is not enforced for system to operate
Fabric module is not required for system to operate
Modules are allowed to operate in bus mode
Truncated mode is allowed

Module Slot Switching Mode

oUW N

Crossbar
dCEF
dCEF
dCEF

Crossbar
dCEF

[ oL-3999-08
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Router#

Displaying the Fabric Status

To display the fabric status of one or all switching modules, perform this task:

Command Purpose

Router# show fabric status [slot_number | all] Displays fabric status

This example shows how to display the fabric status of all modules:

Router# show fabric status

slot channel speed module fabric
status status

1 0 8G OK OK

5 0 8G OK Up- Timeout

6 0 20G OK Up- BufError

8 0 8G OK OK

8 1 8G OK OK

9 0 8G Down- DDRsync OK

Router#

Displaying the Fabric Utilization

To display the fabric utilization of one or all modules, perform this task:

Command Purpose

Router# show fabric utilization [slot_number | all] Displays fabric utilization.

This example shows how to display the fabric utilization of all modules:

Router# show fabric utilization all
Lo% Percentage of Low-priority traffic.
Hi% Percentage of High-priority traffic.

slot channel speed Ingress Lo$% Egress Lo% Ingress Hi% Egress Hi%

5 0 20G 0 0 0 0

9 0 8G 0 0 0 0
Router#
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Displaying Fabric Errors

To display fabric errors of one or all modules, perform this task:

Command Purpose

Router# show fabric errors [slot_number | all] [nsplaysfabrh:error&

This example shows how to display fabric errors on all modules:

Router# show fabric errors

Module errors:

slot channel crc hbeat sync DDR sync
1 0 0 0 0 0
8 0 0 0 0 0
8 1 0 0 0 0
9 0 0 0 0 0

Fabric errors:

slot channel sync buffer timeout
1 0 0 0 0
8 0 0 0 0
8 1 0 0 0
9 0 0 0 0
Router#
je
Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples

and troubleshooting information), see the documents listed on this page:
http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 5

Configuring a Supervisor Engine 32

This chapter describes how to configure a Supervisor Engine 32 in a Catalyst 6500 series switch. This
chapter contains these sections:

Flash Memory on a Supervisor Engine 32, page 5-2
Supervisor Engine 32 Ports, page 5-2

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

With Cisco IOS software, this is the minimum required Supervisor Engine 32 memory:
- 512 MB DRAM on the Supervisor Engine 32
- 512 MB DRAM on the MSFC2A

Supervisor Engine 32 has a PFC3B and operates in PFC3B mode.

The Supervisor Engine 32 is supported in the WS-6503 and WS-6503-E (3-slot) chassis, but not the
CISCO7603 chassis.

With a 3-slot or a 4-slot chassis, install the Supervisor Engine 32 in either slot 1 or 2.
With a 6-slot or a 9-slot chassis, install the Supervisor Engine 32 in either slot 5 or 6.
With a 13-slot chassis, install the Supervisor Engine 32 in either slot 7 or 8.
Supervisor Engine 32 does not support switch fabric connectivity.

For information about the hardware and software features supported by the Supervisor Engine 32,
see the Release Notes for Cisco 10S Release 12.2SXF and Rebuilds.

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Flash Memory on a Supervisor Engine 32

The Supervisor Engine 32 supports the following flash memory:
¢ disk0:—One external CompactFlash Type II slot (supports CompactFlash Type II Flash PC cards)
e sup-bootdisk:—256 MB internal CompactFlash memory (from ROMMON, it is bootdisk:)

Supervisor Engine 32 Ports

The console port for the Supervisor Engine 32 port is an EIA/TTIA-232 (RS-232) port. The
Supervisor Engine 32 also has two Universal Serial Bus (USB) 2.0 ports that are not currently enabled.

WS-SUP32-GE-3B ports 1 through 8 have small form-factor pluggable (SFP) connectors and port 9 is a
10/100/1000 Mbps RJ-45 port.

WS-SUP32-10GE ports 1 and 2 are 10 Gigabit Ethernet ports that accept XENPAKSs and port 3 is a
10/100/1000 Mbps RJ-45 port.

1? For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER

Configuring the Supervisor Engine 2 and the
Switch Fabric Module

This chapter describes how to configure the Supervisor Engine 2 and the Switch Fabric Module (SFM)
for the Catalyst 6500 series switches.

e Release 12.2(18)SXE and rebuilds of Release 12.2(18)SXE do not support Supervisor Engine 2.

¢ For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SXat this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Using the Slots on a Supervisor Engine 2, page 6-1
e Understanding How the Switch Fabric Module Works, page 6-2
e Configuring the Switch Fabric Module, page 6-3
* Monitoring the Switch Fabric Module, page 6-5

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Using the Slots on a Supervisor Engine 2

The Supervisor Engine 2 has one Flash PC card (PCMCIA) slot.

With PCMCIA Advanced Technology Attachment (ATA) FlashDisk devices, the keyword for the slot on
the active Supervisor Engine 2 is disk0: and the keyword for the slot on a redundant Supervisor Engine 2
is slavediskO:.

With non-ATA Flash PC cards, the keyword for the slot on the active Supervisor Engine 2 is slot0: and
the keyword for the slot on a redundant Supervisor Engine 2 is slaveslot0:.

[ oL-3999-08
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Understanding How the Switch Fabric Module Works

These sections describe how the Switch Fabric Module works:
e Switch Fabric Module Overview, page 6-2
e Switch Fabric Module Slots, page 6-2
e Switch Fabric Redundancy, page 6-2
e Forwarding Decisions for Layer 3-Switched Traffic, page 6-2
e Switching Modes, page 6-3

Switch Fabric Module Overview

The Switch Fabric Module creates a dedicated connection between fabric-enabled modules and provides
uninterrupted transmission of frames between these modules. In addition to the direct connection
between fabric-enabled modules provided by the Switch Fabric Module, fabric-enabled modules also
have a direct connection to the 32-Gbps forwarding bus.

The Switch Fabric Module does not have a console. A two-line LCD display on the front panel shows
fabric utilization, software revision, and basic system information.

Switch Fabric Module Slots

With a 13-slot chassis, install the Switch Fabric Modules in either slot 7 or 8.

N

Note Ina 13-slot chassis, only slots 9 through 13 support dual switch fabric interface switching modules (for
example, WS-X6816-GBIC).

With all other chassis, install the Switch Fabric Modules in either slot 5 or 6.

Switch Fabric Redundancy

The Switch Fabric Module first installed functions as the primary module. For redundancy, you can
install a redundant Switch Fabric Module. When two Switch Fabric Modules are installed at the same
time, the module in the upper slot functions as the primary module, and the one in the lower slot
functions as the backup. If you reset the module installed in the upper slot, the one in the lower slot
becomes active.

No configuration is required for Switch Fabric Module redundancy. The module in the upper slot
functions as the primary module and a redundant Switch Fabric Module in the lower slot automatically
takes over if the primary module fails.

Forwarding Decisions for Layer 3-Switched Traffic

Either a PFC2 or a Distributed Feature Card (DFC) makes the forwarding decision for Layer 3-switched
traffic as follows:
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Configuring the Switch Fabric Module

¢ A PFC2 makes all forwarding decisions for each packet that enter the switch through a module
without a DFC.

¢ A DFC makes all forwarding decisions for each packet that enters the switch on a DFC-enabled
module in these situations:

— If the egress port is on the same module as the ingress port, the DFC forwards the packet locally
(the packet never leaves the module).

— If the egress port is on a different fabric-enabled module, the DFC sends the packet across the
SFM to the egress module, which sends it out the egress port.

— If the egress port is on a different nonfabric-enabled module, the DFC sends the packet across
the SFM to the Supervisor Engine 2. The Supervisor Engine 2 fabric interface transfers the
packet to the 32-Gbps switching bus where it is received by the egress module and is sent out
the egress port.

Switching Modes

When you install a Switch Fabric Module, the traffic is forwarded to and from modules in one of the
following modes:

¢ Compact mode—The switch uses this mode for all traffic when only fabric-enabled modules are
installed. In this mode, a compact version of the DBus header is forwarded over the switch fabric
channel, which provides the best possible performance.

e Truncated mode—The switch uses this mode for traffic between fabric-enabled modules when there
are both fabric-enabled and nonfabric-enabled modules installed. In this mode, the switch sends a
truncated version of the traffic (the first 64 bytes of the frame) over the switch fabric channel.

¢ Bus mode (also called flow-through mode)—The switch uses this mode for traffic between
nonfabric-enabled modules and for traffic between a nonfabric-enabled module and a fabric-enabled
module. In this mode, all traffic passes between the local bus and the supervisor engine bus.

Table 6-1 shows the switching modes used with fabric-enabled and nonfabric-enabled modules installed.

Table 6-1 Switching Modes with Switch Fabric Module Installed

Modules Switching Modes
Between fabric-enabled modules (when no nonfabric-enabled modules are Compact!
installed)

Between fabric-enabled modules (when nonfabric-enabled modules are also Truncated?
installed)

Between fabric-enabled and nonfabric-enabled modules Bus

Between non-fabric-enabled modules Bus

1. In show commands, displayed as dcef mode for fabric-enabled modules with DFC installed; displayed as fabric mode for
other fabric-enabled modules.

2. Displayed as fabric mode in show commands.

Configuring the Switch Fabric Module

These section describe configuring the Switch Fabric Module:

e Configuring the Switching Mode, page 6-4
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¢ Configuring Fabric-Required Mode, page 6-4
e Configuring an LCD Message, page 6-5

N

Note  When you are in configuration mode you can enter EXEC mode-level commands by entering the do
keyword before the EXEC mode-level command.

Configuring the Switching Mode

To configure the switching mode, perform this task:

Command Purpose
Router (config)# [no] fabric switching-mode allow Conﬁgures the switching mode.
{bus-mode | {truncated [{threshold [number]}]}

When configuring the switching mode, note the following information:

e To allow use of nonfabric-enabled modules or to allow fabric-enabled modules to use bus mode,
enter the fabric switching-mode allow bus-mode command.

e To prevent use of nonfabric-enabled modules or to prevent fabric-enabled modules from using bus
mode, enter the no fabric switching-mode allow bus-mode command.

A

Caution  When you enter the no fabric switching-mode allow bus-mode command, power is removed from any
nonfabric-enabled modules installed in the switch.

e To allow fabric-enabled modules to use truncated mode, enter the fabric switching-mode allow
truncated command.

e To prevent fabric-enabled modules from using truncated mode, enter the no fabric switching-mode
allow truncated command.

e To configure how many fabric-enabled modules must be installed before they use truncated mode
instead of bus mode, enter the fabric switching-mode allow truncated threshold number command.

e To return to the default truncated-mode threshold, enter the no fabric switching-mode allow
truncated threshold command.

Configuring Fabric-Required Mode

To configure fabric-required mode, which prevents all switching modules from operating unless there is
a Switch Fabric Module installed, perform this task:

Command Purpose

Router (config)# fabric required Configures fabric-required mode, which prevents switching
modules from operating without a switch fabric module.

Router (config) # no fabric required Clears fabric-required mode.
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A

Caution  If you enter the fabric required command on a switch that does not have a Switch Fabric Module
installed, all modules except the supervisor engine turn off.

When configuring fabric-required mode, note the following information:

e If you boot the switch with fabric-required mode configured but without a Switch Fabric Module
installed, only the supervisor engine receives power; no switching modules power up.

e When the switch is operating with fabric-required mode configured and a Switch Fabric Module
installed, if you remove the switch fabric module or if it fails, the switch removes power from all
switching modules; only the supervisor engine remains active.

e When the switch is operating with fabric-required mode configured and with redundant Switch
Fabric Modules installed, if you remove both switch fabric modules or if both fail, the switch
removes power from all switching modules; only the supervisor engine remains active.

Configuring an LCD Message

To configure a message for display on the LCD, perform this task:

Command Purpose
Router (config)# fabric lcd-banner d message d Configures a message for display on the LCD.
Router (config)# no fabric lcd-banner Clears the message displayed on the LCD.

When configuring a message for display on the LCD, note the following information:

e The d parameter is a delimiting character. You cannot use the delimiting character in the message.
The delimiter is a character of your choice—a pound sign (#), for example.

¢ You can use the following tokens, in the form $(token), in the message text:
— $(hostname)—Displays the switch’s host name.

— $(domain)—Displays the switch’s domain name.

Monitoring the Switch Fabric Module

The Switch Fabric Module supports a number of show commands for monitoring purposes. A fully
automated startup sequence brings the module online and runs the connectivity diagnostics on the ports.

These sections describe how to monitor the Switch Fabric Module:
e Displaying the Module Information, page 6-7
e Displaying the Switch Fabric Module Redundancy Status, page 6-7
e Displaying Fabric Channel Switching Modes, page 6-7
e Displaying the Fabric Status, page 6-8
e Displaying the Fabric Utilization, page 6-8
e Displaying Fabric Errors, page 6-8
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)

Note  The Switch Fabric Module does not require any user configuration.
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Displaying the Module Information

To display the module information, perform this task:

Command Purpose

Router# show module {5 | 6 | 7 | 8} Displays module information.

This example shows how to display module information:

Router# show module 5

Mod Ports Card Type Model Serial No.
5 0 Switching Fabric Module WS-C6500-SFM SAD04420R5
Mod MAC addresses Hw Fw Sw Status
5 0001.0002.0003 to 0001.0002.0003 1.0 6.1(3) 6.2(0.97) ok

Displaying the Switch Fabric Module Redundancy Status

To display the switch fabric module redundancy status, perform this task:

Command Purpose

Router# show fabric active Displays switch fabric module redundancy status.

This example shows how to display the switch fabric module redundancy status:

Router# show fabric active

Active fabric card in slot 5

No backup fabric card in the system
Router#

Displaying Fabric Channel Switching Modes

To display the fabric channel switching mode of one or all modules, perform this task:

Command Purpose

Router# show fabric switching-mode [module Displays fabric channel switching mode of one or all
{slot_number ‘ all] modules.

This example shows how to display the fabric channel switching mode of all modules:

Router# show fabric switching-mode all
bus-only mode is allowed

Module Slot Switching Mode
1 Bus

2 Bus

3 DCEF

4 DCEF

5 No Interfaces
6 DCEF
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Displaying the Fabric Status

To display the fabric status of one or all switching modules, perform this task:

Command Purpose

Router# show fabric status [slot_number | alll Displays fabric status.

This example shows how to display the fabric status of all modules:

Router# show fabric status all

slot channel module fabric

status status

1 0 OK OK

3 0 OK OK

3 1 OK OK

4 0 OK OK
Router#

Displaying the Fabric Utilization

To display the fabric utilization of one or all modules, perform this task:

Command Purpose

Router# show fabric utilization [slot_number | all] Displays fabric utilization.

This example shows how to display the fabric utilization of all modules:

Router# show fabric utilization all

slot channel Ingress % Egress %
1 0 0 0
3 0 0 0
3 1 0 0
4 0 0 0
4 1 0 0
6 0 0 0
6 1 0 0
7 0 0 0
7 1 0 0
Router#

Displaying Fabric Errors

To display fabric errors of one or all modules, perform this task:

Command Purpose

Router# show fabric errors [slot_number \ all] Displays fabric errors.
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This example shows how to display fabric errors on all modules:

Router# show fabric errors

slot channel module module module fabric
crc hbeat sync sync
1 0 0 0 0
3 0 0 0 0 0
3 1 0 0 0 0
4 0 0 0 0 0
4 1 0 0 0 0
6 0 0 0 0 0
6 1 0 0 0 0
7 0 0 0 0 0
7 1 0 0 0 0
Router#

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 7

Configuring NSF with SSO
Supervisor Engine Redundancy

This chapter describes how to configure supervisor engine redundancy using Cisco nonstop forwarding
(NSF) with stateful switchover (SSO).

e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

e Release 12.2(18)SXD and later releases support nonstop forwarding (NSF) with stateful switchover
(SSO) on all supervisor engines.

e All releases support RPR and RPR+ (see Chapter 8, “Configuring RPR and RPR+
Supervisor Engine Redundancy”)

e NSF with SSO does not support IPv6 multicast traffic.

This chapter consists of these sections:
¢ Understanding NSF with SSO Supervisor Engine Redundancy, page 7-2
e Supervisor Engine Configuration Synchronization, page 7-9
e NSF Configuration Tasks, page 7-11
e Copying Files to the Redundant Supervisor Engine, page 7-20

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g


http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html
http://www.cisco.com/go/techdocideas

Chapter7  Configuring NSF with SSO Supervisor Engine Redundancy |

I Understanding NSF with SSO Supervisor Engine Redundancy

Understanding NSF with SSO Supervisor Engine Redundancy

These sections describe supervisor engine redundancy using NSF with SSO:
e NSF with SSO Supervisor Engine Redundancy Overview, page 7-2
e SSO Operation, page 7-3
e NSF Operation, page 7-3
e Cisco Express Forwarding, page 7-3
e Multicast MLS NSF with SSO, page 7-4
e Routing Protocols, page 7-4
¢ NSF Benefits and Restrictions, page 7-8

NSF with SSO Supervisor Engine Redundancy Overview
~

Note e With Release 12.2(18)SXD and earlier releases, when a redundant supervisor engine is in standby
mode, the two Gigabit Ethernet interfaces on the redundant supervisor engine are always active.

e With a Supervisor Engine 720 and Release 12.2(18)SXE and later releases, if all the installed
switching modules have DFCs, enter the fabric switching-mode allow dcef-only command to
disable the Ethernet ports on both supervisor engines, which ensures that all modules are operating
in dCEF mode and simplifies switchover to the redundant supervisor engine. (CSCec05612)

e With a Supervisor Engine 2 and Release 12.2(18)SXD1 and later releases, if all the installed
switching modules have DFCs, enter the fabric switching-mode allow dcef-only command to

disable the Ethernet ports on the redundant supervisor engine, which ensures that all modules are
operating in dCEF mode. (CSCec05612)

Catalyst 6500 series switches support fault resistance by allowing a redundant supervisor engine to take
over if the primary supervisor engine fails. Cisco NSF works with SSO to minimize the amount of time
a network is unavailable to its users following a switchover while continuing to forward IP packets.
Catalyst 6500 series switches also support route processor redundancy (RPR), route processor
redundancy plus (RPR+), and single router mode with stateful switchover (SRM with SSO) for
redundancy. For information about these redundancy modes, see Chapter 8, “Configuring RPR and
RPR+ Supervisor Engine Redundancy.”

The following events cause a switchover:
e A hardware failure on the active supervisor engine
¢ Clock synchronization failure between supervisor engines

¢ A manual switchover
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SS0 Operation

SSO establishes one of the supervisor engines as active while the other supervisor engine is designated
as standby, and then SSO synchronizes information between them. A switchover from the active to the
redundant supervisor engine occurs when the active supervisor engine fails, or is removed from the
switch, or is manually shut down for maintenance. This type of switchover ensures that Layer 2 traffic
is not interrupted.

In networking devices running SSO, both supervisor engines must be running the same configuration so
that the redundant supervisor engine is always ready to assume control following a fault on the active
supervisor engine. SSO switchover also preserves FIB and adjacency entries and can forward Layer 3
traffic after a switchover. Configuration information and data structures are synchronized from the active
to the redundant supervisor engine at startup and whenever changes to the active supervisor engine
configuration occur. Following an initial synchronization between the two supervisor engines, SSO
maintains state information between them, including forwarding information.

During switchover, system control and routing protocol execution is transferred from the active
supervisor engine to the redundant supervisor engine. The switch requires between 0 and 3 seconds to
switchover from the active to the redundant supervisor engine.

NSF Operation

Cisco NSF always runs with SSO and provides redundancy for Layer 3 traffic. NSF works with SSO to
minimize the amount of time that a network is unavailable to its users following a switchover. The main
purpose of NSF is to continue forwarding IP packets following a supervisor engine switchover.

Cisco NSF is supported by the BGP, OSPF, and IS-IS protocols for routing and is supported by Cisco
Express Forwarding (CEF) for forwarding. The routing protocols have been enhanced with
NSF-capability and awareness, which means that routers running these protocols can detect a switchover
and take the necessary actions to continue forwarding network traffic and to recover route information
from the peer devices. The IS-IS protocol can be configured to use state information that has been
synchronized between the active and the redundant supervisor engine to recover route information
following a switchover instead of information received from peer devices.

A networking device is NSF-aware if it is running NSF-compatible software. A device is NSF-capable
if it has been configured to support NSF; it will rebuild routing information from NSF-aware or
NSF-capable neighbors.

Each protocol depends on CEF to continue forwarding packets during switchover while the routing
protocols rebuild the Routing Information Base (RIB) tables. After the routing protocols have converged,
CEF updates the FIB table and removes stale route entries. CEF then updates the line cards with the new
FIB information.

Cisco Express Forwarding

A key element of NSF is packet forwarding. In a Cisco networking device, packet forwarding is provided
by Cisco Express Forwarding (CEF). CEF maintains the FIB, and uses the FIB information that was
current at the time of the switchover to continue forwarding packets during a switchover. This feature
reduces traffic interruption during the switchover.

During normal NSF operation, CEF on the active supervisor engine synchronizes its current FIB and
adjacency databases with the FIB and adjacency databases on the redundant supervisor engine. Upon
switchover of the active supervisor engine, the redundant supervisor engine initially has FIB and

adjacency databases that are mirror images of those that were current on the active supervisor engine.
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For platforms with intelligent line cards, the line cards will maintain the current forwarding information
over a switchover. For platforms with forwarding engines, CEF will keep the forwarding engine on the
redundant supervisor engine current with changes that are sent to it by CEF on the active supervisor
engine. The line cards or forwarding engines will be able to continue forwarding after a switchover as
soon as the interfaces and a data path are available.

As the routing protocols start to repopulate the RIB on a prefix-by-prefix basis, the updates will cause
prefix-by-prefix updates to CEF, which it uses to update the FIB and adjacency databases. Existing and
new entries will receive the new version (“epoch”) number, indicating that they have been refreshed. The
forwarding information is updated on the line cards or forwarding engine during convergence. The
supervisor engine signals when the RIB has converged. The software removes all FIB and adjacency
entries that have an epoch older than the current switchover epoch. The FIB now represents the newest
routing protocol forwarding information.

Multicast MLS NSF with SSO
~

Note  NSF with SSO does not support IPv6 multicast traffic. If you configure support for IPv6 multicast traffic,
configure RPR or RPR+ redundancy.

Multicast multilayer switching (MMLS) NSF with SSO is required so that Layer 3 multicast traffic that
is switched by the router is not dropped during switchover. Without MMLS NSF with SSO, the Layer 3
multicast traffic is dropped until the multicast protocols converge.

During the switchover process, traffic is forwarded using the old database (from the previously active
supervisor engine). After multicast routing protocol convergence has taken place, the shortcuts
downloaded by the newly active MSFC will be merged with the existing flows and marked as new
shortcuts. Stale entries will slowly be purged from the database allowing NSF to function during the
switchover while ensuring a smooth transition to the new cache.

Because multicast routing protocols such as Protocol Independent Multicast (PIM) sparse mode and PIM
dense mode are data driven, multicast packets are leaked to the router during switchover so that the
protocols can converge.

Because the traffic does not need to be forwarded by software for control-driven protocols such as
bidirectional PIM, the switch will continue to leak packets using the old cache for these protocols. The
router builds the mroute cache and installs the shortcuts in hardware. After the new routes are learned,
a timer is triggered to go through the database and purge the old flows.

~

Note  Multicast MLS NSF with SSO requires NSF support in the unicast protocols.

Routing Protocols

The routing protocols run only on the MSFC of the active supervisor engine, and they receive routing
updates from their neighbor routers. Routing protocols do not run on the MSFC of the redundant
supervisor engine. Following a switchover, the routing protocols request that the NSF-aware neighbor
devices send state information to help rebuild the routing tables. Alternately, the IS-IS protocol can be
configured to synchronize state information from the active to the redundant supervisor engine to help
rebuild the routing table on the NSF-capable device in environments where neighbor devices are not
NSF-aware. Cisco NSF supports the BGP, OSPF, IS-IS, and EIGRP protocols
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Note

OSPF Operation
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For NSF operation, the routing protocols depend on CEF to continue forwarding packets while the
routing protocols rebuild the routing information.

When an NSF-capable router begins a BGP session with a BGP peer, it sends an OPEN message to the
peer. Included in the message is a statement that the NSF-capable device has “graceful” restart
capability. Graceful restart is the mechanism by which BGP routing peers avoid a routing flap following
a switchover. If the BGP peer has received this capability, it is aware that the device sending the message
is NSF-capable. Both the NSF-capable router and its BGP peers need to exchange the graceful restart
capability in their OPEN messages at the time of session establishment. If both the peers do not exchange
the graceful restart capability, the session will not be graceful restart capable.

If the BGP session is lost during the supervisor engine switchover, the NSF-aware BGP peer marks all
the routes associated with the NSF-capable router as stale; however, it continues to use these routes to
make forwarding decisions for a set period of time. This functionality prevents packets from being lost
while the newly active supervisor engine is waiting for convergence of the routing information with the
BGP peers.

After a supervisor engine switchover occurs, the NSF-capable router reestablishes the session with the
BGP peer. In establishing the new session, it sends a new graceful restart message that identifies the
NSF-capable router as having restarted.

At this point, the routing information is exchanged between the two BGP peers. After this exchange is
complete, the NSF-capable device uses the routing information to update the RIB and the FIB with the
new forwarding information. The NSF-aware device uses the network information to remove stale routes
from its BGP table; the BGP protocol then is fully converged.

If a BGP peer does not support the graceful restart capability, it will ignore the graceful restart capability
in an OPEN message but will establish a BGP session with the NSF-capable device. This function will
allow interoperability with non-NSF-aware BGP peers (and without NSF functionality), but the BGP
session with non-NSF-aware BGP peers will not be graceful restart capable.

BGP support in NSF requires that neighbor networking devices be NSF-aware; that is, the devices must
have the graceful restart capability and advertise that capability in their OPEN message during session
establishment. If an NSF-capable router discovers that a particular BGP neighbor does not have graceful
restart capability, it will not establish an NSF-capable session with that neighbor. All other neighbors
that have graceful restart capability will continue to have NSF-capable sessions with this NSF-capable
networking device.

When an OSPF NSF-capable router performs a supervisor engine switchover, it must perform the
following tasks in order to resynchronize its link state database with its OSPF neighbors:

e Relearn the available OSPF neighbors on the network without causing a reset of the neighbor
relationship

e Reacquire the contents of the link state database for the network
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Note

IS-IS Operation

Note

As quickly as possible after a supervisor engine switchover, the NSF-capable router sends an OSPF NSF
signal to neighboring NSF-aware devices. Neighbor networking devices recognize this signal as an
indicator that the neighbor relationship with this router should not be reset. As the NSF-capable router
receives signals from other routers on the network, it can begin to rebuild its neighbor list.

After neighbor relationships are reestablished, the NSF-capable router begins to resynchronize its
database with all of its NSF-aware neighbors. At this point, the routing information is exchanged
between the OSPF neighbors. Once this exchange is complete, the NSF-capable device uses the routing
information to remove stale routes, update the RIB, and update the FIB with the new forwarding
information. The OSPF protocols are then fully converged.

OSPF NSF requires that all neighbor networking devices be NSF-aware. If an NSF-capable router
discovers that it has non-NSF-aware neighbors on a particular network segment, it will disable NSF
capabilities for that segment. Other network segments composed entirely of NSF-capable or NSF-aware
routers will continue to provide NSF capabilities.

When an IS-IS NSF-capable router performs a supervisor engine switchover, it must perform the
following tasks in order to resynchronize its link state database with its IS-IS neighbors:

e Relearn the available IS-IS neighbors on the network without causing a reset of the neighbor
relationship

e Reacquire the contents of the link state database for the network
The IS-IS NSF feature offers two options when you configure NSF:

¢ Internet Engineering Task Force (IETF) IS-IS

e Cisco IS-IS

If neighbor routers on a network segment are running a software version that supports the IETF Internet
draft for router restartability, they will assist an IETF NSF router that is restarting. With IETF, neighbor
routers provide adjacency and link-state information to help rebuild the routing information following a
switchover. A benefit of IETF IS-IS configuration is operation between peer devices based on a proposed
standard.

If you configure IETF on the networking device, but neighbor routers are not IETF-compatible, NSF will
abort following a switchover.

If the neighbor routers on a network segment are not NSF-aware, you must use the Cisco configuration
option. The Cisco IS-IS configuration transfers both protocol adjacency and link-state information from
the active to the redundant supervisor engine. An advantage of Cisco configuration is that it does not rely
on NSF-aware neighbors.

IETF IS-IS Configuration

As quickly as possible after a supervisor engine switchover, the NSF-capable router sends IS-IS NSF
restart requests to neighboring NSF-aware devices using the IETF IS-IS configuration. Neighbor
networking devices recognize this restart request as an indicator that the neighbor relationship with this
router should not be reset, but that they should initiate database resynchronization with the restarting
router. As the restarting router receives restart request responses from routers on the network, it can
begin to rebuild its neighbor list.
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After this exchange is complete, the NSF-capable device uses the link-state information to remove stale
routes, update the RIB, and update the FIB with the new forwarding information; IS-IS is then fully
converged.

The switchover from one supervisor engine to the other happens within seconds. IS-IS reestablishes its
routing table and resynchronizes with the network within a few additional seconds. At this point, IS-IS
waits for a specified interval before it will attempt a second NSF restart. During this time, the new
redundant supervisor engine will boot up and synchronize its configuration with the active supervisor
engine. The IS-IS NSF operation waits for a specified interval to ensure that connections are stable
before attempting another restart of IS-IS NSF. This functionality prevents IS-IS from attempting
back-to-back NSF restarts with stale information.

Cisco IS-IS Configuration

Note

EIGRP Operation

Using the Cisco configuration option, full adjacency and LSP information is saved, or checkpointed, to
the redundant supervisor engine. Following a switchover, the newly active supervisor engine maintains
its adjacencies using the check-pointed data, and can quickly rebuild its routing tables.

Following a switchover, Cisco IS-IS NSF has complete neighbor adjacency and LSP information;
however, it must wait for all interfaces to come on line that had adjacencies prior to the switchover. If
an interface does not come on line within the allocated interface wait time, the routes learned from these
neighbor devices are not considered in routing table recalculation. IS-IS NSF provides a command to
extend the wait time for interfaces that, for whatever reason, do not come on line in a timely fashion.

The switchover from one supervisor engine to the other happens within seconds. IS-IS reestablishes its
routing table and resynchronizes with the network within a few additional seconds. At this point, IS-IS
waits for a specified interval before it will attempt a second NSF restart. During this time, the new
redundant supervisor engine will boot up and synchronize its configuration with the active supervisor
engine. After this synchronization is completed, IS-IS adjacency and LSP data is check-pointed to the
redundant supervisor engine; however, a new NSF restart will not be attempted by IS-IS until the interval
time expires. This functionality prevents IS-IS from attempting back-to-back NSF restarts.

When an EIGRP NSF-capable router initially comes back up from an NSF restart, it has no neighbor and
its topology table is empty. The router is notified by the redundant (now active) supervisor engine when
it needs to bring up the interfaces, reacquire neighbors, and rebuild the topology and routing tables. The
restarting router and its peers must accomplish these tasks without interrupting the data traffic directed
toward the restarting router. EIGRP peer routers maintain the routes learned from the restarting router
and continue forwarding traffic through the NSF restart process.

To prevent an adjacency reset by the neighbors, the restarting router will use a new Restart (RS) bit in
the EIGRP packet header to indicate a restart. The RS bit will be set in the hello packets and in the initial
INIT update packets during the NSF restart period. The RS bit in the hello packets allows the neighbors
to be quickly notified of the NSF restart. Without seeing the RS bit, the neighbor can only detect an
adjacency reset by receiving an INIT update or by the expiration of the hello hold timer. Without the RS
bit, a neighbor does not know if the adjacency reset should be handled using NSF or the normal startup
method.

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter7  Configuring NSF with SSO Supervisor Engine Redundancy |

I Understanding NSF with SSO Supervisor Engine Redundancy

When the neighbor receives the restart indication, either by receiving the hello packet or the INIT packet,
it will recognize the restarting peer in its peer list and will maintain the adjacency with the restarting
router. The neighbor then sends it topology table to the restarting router with the RS bit set in the first
update packet indicating that it is NSF-aware and is helping out the restarting router. The neighbor does
not set the RS bit in their hello packets, unless it is also a NSF restarting neighbor.

Note A router may be NSF-aware but may not be participating in helping out the NSF restarting neighbor
because it is coming up from a cold start.

If at least one of the peer routers is NSF-aware, the restarting router would then receive updates and
rebuild its database. The restarting router must then find out if it had converged so that it can notify the
routing information base (RIB). Each NSF-aware router is required to send an end of table (EOT) marker
in the last update packet to indicate the end of the table content. The restarting router knows it has
converged when it receives the EOT marker. The restarting router can then begin sending updates.

An NSF-aware peer would know when the restarting router had converged when it receives an EOT
indication from the restarting router. The peer then scans its topology table to search for the routes with
the restarted neighbor as the source. The peer compares the route timestamp with the restart event
timestamp to determine if the route is still available. The peer then goes active to find alternate paths for
the routes that are no longer available through the restarted router.

When the restarting router has received all EOT indications from its neighbors or when the NSF converge
timer expires, EIGRP will notify the RIB of convergence. EIGRP waits for the RIB convergence signal
and then floods its topology table to all awaiting NSF-aware peers.

NSF Benefits and Restrictions

Cisco NSF provides these benefits:
e Improved network availability

NSF continues forwarding network traffic and application state information so that user session
information is maintained after a switchover.

e Opverall network stability

Network stability may be improved with the reduction in the number of route flaps that had been
created when routers in the network failed and lost their routing tables.

¢ Neighboring routers do not detect a link flap

Because the interfaces remain up throughout a switchover, neighboring routers do not detect a link
flap (the link does not go down and come back up).

e Prevents routing flaps

Because SSO continues forwarding network traffic in the event of a switchover, routing flaps are
avoided.

e No loss of user sessions
User sessions established before the switchover are maintained.
Cisco NSF with SSO has these restrictions:
e For NSF operation, you must have SSO configured on the device.

e NSF with SSO supports IP Version 4 traffic and protocols only.
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Enhanced Object Tracking is not SSO-aware and cannot be used with Hot Standby Routing Protocol
(HSRP), Virtual Router Redundancy Protocol (VRRP), or Gateway Load Balancing Protocol
(GLBP) in SSO mode.

The HSRP is not SSO-aware, meaning state information is not maintained between the active and
standby supervisor engine during normal operation. HSRP and SSO can coexist but both features
work independently. Traffic that relies on HSRP may switch to the HSRP standby in the event of a
supervisor switchover.

The Gateway Load Balancing Protocol (GLBP) is not SSO-aware, meaning state information is not
maintained between the active and standby supervisor engine during normal operation. GLBP and
SSO can coexist but both features work independently. Traffic that relies on GLBP may switch to

the GLBP standby in the event of a Supervisor switchover.

The Virtual Redundancy Routing Protocols (VRRP) is not SSO-aware, meaning state information is
not maintained between the active and standby supervisor engine during normal operation. VRRP
and SSO can coexist but both features work independently. Traffic that relies on VRRP may switch
to the VRRP standby in the event of a supervisor switchover.

Multiprotocol Label Switching (MPLS) is not suported with Cisco NSF with SSO; however, MPLS
and NSF with SSO can coexist. If NSF with SSO is configured in the same chassis with MPLS, the
failover performance of MPLS protocols will be at least equivalent to RPR+ while the supported
NSF with SSO protocols still retain the additional benefits of NSF with SSO.

All neighboring devices participating in BGP NSF must be NSF-capable and configured for BGP
graceful restart.

OSPF NSF for virtual links is not supported.

All OSPF networking devices on the same network segment must be NSF-aware (running an NSF
software image).

For IETF IS-IS, all neighboring devices must be running an NSF-aware software image.
IPv4 Multicast NSF with SSO is supported by the PFC3 only.
The underlying unicast protocols must be NSF-aware in order to use multicast NSF with SSO.

Bidirectional forwarding detection (BFD) is not SSO-aware and is not supported by NSF with SSO.

Supervisor Engine Configuration Synchronization

~

Note

These sections describe supervisor engine configuration synchronization:

Supervisor Engine Redundancy Guidelines and Restrictions, page 7-10

Redundancy Configuration Guidelines and Restrictions, page 7-10

Configuration changes made through SNMP are not synchronized to the redundant supervisor engine.
After you configure the switch through SNMP, copy the running-config file to the startup-config file on
the active supervisor engine to trigger synchronization of the startup-config file on the redundant
supervisor engine.
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Supervisor Engine Redundancy Guidelines and Restrictions

These sections describe supervisor engine redundancy guidelines and restrictions:

Redundancy Configuration Guidelines and Restrictions, page 7-10
Hardware Configuration Guidelines and Restrictions, page 7-10

Configuration Mode Restrictions, page 7-11

Redundancy Configuration Guidelines and Restrictions

These guidelines and restrictions apply to all redundancy modes:

With Release 12.2(18)SXD and earlier releases, when a redundant supervisor engine is in standby
mode, the two Gigabit Ethernet interfaces on the redundant supervisor engine are always active.

With a Supervisor Engine 720 and Release 12.2(18)SXE and later releases, if all the installed
switching modules have DFCs, enter the fabric switching-mode allow dcef-only command to
disable the Ethernet ports on both supervisor engines, which ensures that all modules are operating
in dCEF mode and simplifies switchover to the redundant supervisor engine.

With a Supervisor Engine 2 and Release 12.2(18)SXD1 and later releases, if all the installed
switching modules have DFCs, enter the fabric switching-mode allow dcef-only command to
disable the Ethernet ports on the redundant supervisor engine, which ensures that all modules are
operating in dCEF mode.

Supervisor engine redundancy does not provide supervisor engine mirroring or supervisor engine
load balancing. Only one supervisor engine is active.

Configuration changes made through SNMP are not synchronized to the redundant supervisor
engine. After you configure the switch through SNMP, copy the running-config file to the
startup-config file on the active supervisor engine to trigger synchronization of the startup-config
file on the redundant supervisor engine.

Supervisor engine switchover takes place after the failed supervisor engine completes a core dump.
A core dump can take up to 15 minutes. To get faster switchover time, disable core dump on the
supervisor engines.

With a Supervisor Engine 720 and Release 12.2(18)SXF and later releases, if a fabric
synchronization error occurs, the default behavior is to switchover to the redundant supervisor
engine. In some cases, a switchover to the redundant supervisor engine is more disruptive than
powering down the module that caused the fabric synchronization error. Enter the no fabric
error-recovery fabric-switchover command to disable the switchover and power down the module
with the fabric synchronization error.

Hardware Configuration Guidelines and Restrictions

For redundant operation, the following guidelines and restrictions must be met:

Cisco IOS running on the supervisor engine and the MSFC supports redundant configurations where
the supervisor engines and MSFC routers are identical. If they are not identical, one will boot first
and become active and hold the other supervisor engine and MSFC in a reset condition.

Each supervisor engine must have the resources to run the switch on its own, which means all
supervisor engine resources are duplicated, including all flash devices.
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NSF Configuration Tasks

Make separate console connections to each supervisor engine. Do not connect a Y cable to the

console ports.

Both supervisor engines must have the same system image (see the “Copying Files to the Redundant

Supervisor Engine” section on page 7-20).

A

Note If a newly installed redundant supervisor engine has the Catalyst operating system installed,
remove the active supervisor engine and boot the switch with only the redundant supervisor
engine installed. Follow the procedures in the current release notes to convert the redundant

supervisor engine from the Catalyst operating system.

The configuration register in the startup-config must be set to autoboot.

Note  There is no support for booting from the network.

Configuration Mode Restrictions

The following configuration restrictions apply during the startup synchronization process:

You cannot perform configuration changes during the startup (bulk) synchronization. If you attempt
to make configuration changes during this process, the following message is generated:

Config mode locked out till standby initializes

If configuration changes occur at the same time as a supervisor engine switchover, these

configuration changes are lost.

NSF Configuration Tasks

The following sections describe the configuration tasks for the NSF feature:

Configuring SSO, page 7-12

Configuring Multicast MLS NSF with SSO, page 7-12
Verifying Multicast NSF with SSO, page 7-13
Configuring CEF NSF, page 7-13

Verifying CEF NSF, page 7-13

Configuring BGP NSF, page 7-14

Verifying BGP NSF, page 7-14

Configuring OSPF NSF, page 7-15

Verifying OSPF NSF, page 7-15

Configuring IS-IS NSF, page 7-16

Verifying IS-IS NSF, page 7-17
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Configuring SSO

Step 1
Step 2

Step 3
Step 4

Configuring Multicast MLS NSF with SSO

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

You must configure SSO in order to use NSF with any supported protocol. To configure SSO, perform

this task:

Command

Purpose

Router (config) # redundancy

Enters redundancy configuration mode.

Router (config-red) # mode sso

Configures SSO. When this command is entered, the
redundant supervisor engine is reloaded and begins to
work in SSO mode.

Router# show running-config

Verifies that SSO is enabled.

Router# show redundancy states

Displays the operating redundancy mode.

~

Note  The sso keyword is supported in Release 12.2(17b)SXA and later releases.

This example shows how to configure the system for SSO and display the redundancy state:

Router> enable
Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Router (config) # redundancy
Router (config-red) # mode sso
Router (config-red) # end
Router# show redundancy states
my state = 13 -ACTIVE
peer state = 8 -STANDBY HOT
Mode = Duplex
Unit = Primary
Unit ID = 5

Redundancy Mode (Operational) = sso
Redundancy Mode (Configured) = sso
Split Mode = Disabled

Manual Swact = Enabled
Communications = Up

client count = 29

client_notification_TMR = 30000 milliseconds
keep_alive TMR = 9000 milliseconds

keep_alive count = 1
keep_alive threshold = 18
RF debug mask = 0x0
Router#

~

Note  The commands in this section are optional and can be used to customize your configuration. For most

users, the default settings are adequate.
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NSF Configuration Tasks

Multicast MLS NSF with SSO is on by default when SSO is selected as the redundancy mode. To
configure multicast NSF with SSO parameters, perform this task:

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2  Router(config)# mls ip multicast sso convergence-time |Specifies the maximum time to wait for protocol
time convergence; valid values are from 0 to 3600
seconds.
Step3  Router(config)# mls ip multicast sso leak interval Specifies the packet leak interval; valid values are
from 0 to 3600 seconds. For PIM sparse mode and
PIM dense mode this is the period of time after
which packet leaking for existing PIM sparse mode
and PIM dense mode mutlitcast forwarding entries
should be completed.
Step4  Router(config)# mls ip multicast sso leak percentage Specifies the percentage of multicast flows; valid

values are from 1 to 100 percent. The value
represents the percentage of the total number of
existing PIM sparse mode and PIM dense mode
multicast flows that should be flagged for packet
leaking.

Verifying Multicast NSF with SSO

To verify the multicast NSF with SSO settings, enter the show mls ip multicast sso command:

router# show mls ip multicast sso
Multicast SSO is enabled
Multicast HA Parameters

protocol convergence timeout
flow leak percent
flow leak interval

Configuring CEF NSF

———————— +o—————+
120 secs
10
60 secs

The CEF NSF feature operates by default while the networking device is running in SSO mode. No

configuration is necessary.

Verifying CEF NSF

To verify that CEF is NSF-capable, enter the show cef state command:

router# show cef state

CEF Status [RP]

CEF enabled/running

dCEF enabled/running

CEF switching enabled/running
CEF default capabilities:
Always FIB switching: ves
Default CEF switching: ves
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Default dCEF switching: ves
Update HWIDB counters: no
Drop multicast packets: no
CEF NSF capable: ves
IPC delayed func on SSO: no
RRP state:

I am standby RRP: no
My logical slot: 0
RF PeerComm: no

Configuring BGP NSF

~

Note  You must configure BGP graceful restart on all peer devices participating in BGP NSF.

To configure BGP for NSF, perform this task (repeat this procedure on each of the BGP NSF peer

devices):

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2  Router(config)# router bgp as-number Enables a BGP routing process, which places the
router in router configuration mode.
Step3  Router(config-router)# bgp graceful-restart Enables the BGP graceful restart capability,

Configuring NSF with SSO Supervisor Engine Redundancy |

starting BGP NSF.

If you enter this command after the BGP session
has been established, you must restart the session
for the capability to be exchanged with the BGP
neighbor.

Use this command on the restarting router and all
of its peers.

Verifying BGP NSF

To verify BGP NSF, you must check that the graceful restart function is configured on the SSO-enabled
networking device and on the neighbor devices. To verify, follow these steps:

Step1  Verify that “bgp graceful-restart” appears in the BGP configuration of the SSO-enabled router by
entering the show running-config command:

Router# show running-config

router bgp 120
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Step 2
Step 3

NSF Configuration Tasks

bgp graceful-restart

neighbor 10.2.2.2 remote-as 300

Repeat step 1 on each of the BGP neighbors.

On the SSO device and the neighbor device, verify that the graceful restart function is shown as both
advertised and received, and confirm the address families that have the graceful restart capability. If no
address families are listed, then BGP NSF also will not occur:

router# show ip bgp neighbors x.x.x.x

BGP neighbor is 192.168.2.2, remote AS YY, external link

BGP version 4, remote router ID 192.168.2.2
BGP state = Established, up for 00:01:18
Last read 00:00:17, hold time is 180, keepalive interval is 60 seconds
Neighbor capabilities:
Route refresh:advertised and received (new)
Address family IPv4 Unicast:advertised and received
Address famiiy IPv4 Multicast:advertised and received
Graceful Restart Capabilty:advertised and received
Remote Restart timer is 120 seconds
Address families preserved by peer:
IPv4 Unicast, IPv4 Multicast
Received 1539 messages, 0 notifications, 0 in gqueue
Sent 1544 messages, 0 notifications, 0 in queue
Default minimum time between advertisement runs is 30 seconds

Configuring OSPF NSF

~

Note  All peer devices participating in OSPF NSF must be made OSPF NSF-aware, which happens
automatically once you install an NSF software image on the device.
To configure OSPF NSF, perform this task:
Command Purpose
Step1 Router# configure terminal Enters global configuration mode.
Step2  Router(config)# router ospf processID Enables an OSPF routing process, which places the
router in router configuration mode.
Step3  Router (config-router)# nsf Enables NSF operations for OSPF.

Verifying OSPF NSF

Step 1

To verify OSPF NSF, you must check that the NSF function is configured on the SSO-enabled
networking device. To verify OSPF NSF, follow these steps:

Verify that ‘nsf’ appears in the OSPF configuration of the SSO-enabled device by entering the show
running-config command:
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Router# show running-config

router ospf 120
log-adjacency-changes

nsf

network 192.168.20.0 0.0.0.255 area 0
network 192.168.30.0 0.0.0.255 area 1
network 192.168.40.0 0.0.0.255 area 2

Step2  Enter the show ip ospf command to verify that NSF is enabled on the device:

router> show ip ospf

Routing Process

Supports only single TOS(TOS0) routes
Supports opagque LSA

SPF schedule delay 5 secs,
Minimum LSA interval 5 secs.

Number
Number
Number
Number
Number

Non-Stop Forwarding enabled,

of
of
of
of
of

external LSA 0. Checksum Sum 0x0
opagque AS LSA 0. Checksum Sum 0x0

"ospf 1" with ID 192.168.2.1 and Domain ID 0.0.0.1

Hold time between two SPFs 10 secs
Minimum LSA arrival 1 secs

DCbhitless external and opaque AS LSA 0
DoNotAge external and opaque AS LSA 0
areas in this router is 1. 1 normal 0 stub 0 nssa
External flood list length 0

Area BACKBONE (0)

last NSF restart 00:02:06 ago (took 44 secs)

Number of interfaces in this area is 1 (0 loopback)
Area has no authentication
SPF algorithm executed 3 times
To configure IS-IS NSF, perform this task:
Command Purpose
Step1  Router# configure terminal Enters global configuration mode.

Step2 Router(config)# router isis [tag]

Enables an IS-IS routing process, which places the
router in router configuration mode.

Step 3 Router (config-router)# nsf [cisco | ietf]

Enables NSF operation for IS-IS.

Enter the ietf keyword to enable IS-IS in a
homogeneous network where adjacencies with
networking devices supporting IETF draft-based
restartability is guaranteed.

Enter the cisco keyword to run IS-IS in
heterogeneous networks that might not have
adjacencies with NSF-aware networking devices.

Step4 Router (config-router)# nsf interval [minutes]

(Optional) Specifies the minimum time between
NSF restart attempts. The default time between
consecutive NSF restart attempts is 5 minutes.
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Command

Purpose

Step5 Router(config-router)# nsf t3 {manual [seconds] | (Optional) Specifies the time IS-IS will wait for the

adjacency}

IS-IS database to synchronize before generating
overloaded link-state information for itself and
flooding that information out to its neighbors.

The t3 keyword applies only if you selected IETF
operation. When you specify adjacency, the router
that is restarting obtains its wait time from
neighboring devices.

Step6  Router(config-router)# nsf interface wait seconds (Optional) Specifies how long an IS-IS NSF restart

will wait for all interfaces with IS-IS adjacencies to
come up before completing the restart. The default
is 10 seconds.

Verifying IS-IS NSF

Step 1

Step 2

To verify IS-IS NSF, you must check that the NSF function is configured on the SSO-enabled
networking device. To verify IS-IS NSF, follow these steps:

Verify that “nsf” appears in the IS-IS configuration of the SSO-enabled device by entering the show
running-config command. The display will show either the Cisco IS-IS or the IETF IS-IS configuration.
The following display indicates that the device uses the Cisco implementation of IS-IS NSF:

Router# show running-config
<...Output Truncated...>
router isis

nsf cisco

<...Output Truncated...>

If the NSF configuration is set to cisco, enter the show isis nsf command to verify that NSF is enabled
on the device. Using the Cisco configuration, the display output will be different on the active and
redundant RPs. The following display shows sample output for the Cisco configuration on the active
RP. In this example, note the presence of “NSF restart enabled”:

router# show isis nsf
NSF is ENABLED, mode 'cisco'

RP is ACTIVE, standby ready, bulk sync complete

NSF interval timer expired (NSF restart enabled)
Checkpointing enabled, no errors

Local state:ACTIVE, Peer state:STANDBY HOT, Mode:SSO

The following display shows sample output for the Cisco configuration on the standby RP. In this
example, note the presence of “NSF restart enabled”:

router# show isis nsf

NSF enabled, mode 'cisco'

RP is STANDBY, chkpt msg receive count:ADJ 2, LSP 7

NSF interval timer notification received (NSF restart enabled)
Checkpointing enabled, no errors

Local state:STANDBY HOT, Peer state:ACTIVE, Mode:SSO
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Step3  If the NSF configuration is set to ietf, enter the show isis nsf command to verify that NSF is enabled on
the device. The following display shows sample output for the IETF IS-IS configuration on the
networking device:

router# show isis nsf

NSF
NSF
NSF
NSF
NSF

is ENABLED, mode IETF

pdb state:Inactive

Ll active interfaces:0

Ll active LSPs:0

interfaces awaiting L1 CSNP:0

Awaiting L1 LSPs:

NSF
NSF
NSF

L2 active interfaces:0
L2 active LSPs:0
interfaces awaiting L2 CSNP:0

Awaiting L2 LSPs:
Interface:Serial3/0/2

NSF L1 Restart state:Running
NSF p2p Restart retransmissions:0

Maximum L1 NSF Restart retransmissions:

L1 NSF ACK requested:FALSE

L1 NSF CSNP requested:FALSE

NSF L2 Restart state:Running

NSF p2p Restart retransmissions:0

Maximum L2 NSF Restart retransmissions:

L2 NSF ACK requested:FALSE

Interface:GigabitEthernet2/0/0

NSF L1 Restart state:Running
NSF L1 Restart retransmissions:0

Maximum L1 NSF Restart retransmissions:

L1 NSF ACK requested:FALSE

L1 NSF CSNP requested:FALSE

NSF L2 Restart state:Running
NSF L2 Restart retransmissions:0

Maximum L2 NSF Restart retransmissions:

L2 NSF ACK requested:FALSE
L2 NSF CSNP requested:FALSE

Interface:Loopbackl

NSF L1 Restart state:Running
NSF L1 Restart retransmissions:0

Maximum L1 NSF Restart retransmissions:

L1 NSF ACK requested:FALSE

L1 NSF CSNP requested:FALSE

NSF L2 Restart state:Running
NSF L2 Restart retransmissions:0

Maximum L2 NSF Restart retransmissions:

L2 NSF ACK requested:FALSE
L2 NSF CSNP requested:FALSE
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Configuring EIGRP NSF

To configure EIGRP NSF, perform this task:

Command Purpose
Step1 Router# configure terminal Enters global configuration mode.
Step2  Router(config)# router eigrp as-number Enables an EIGRP routing process, which places
the router in router configuration mode.
Step3  Router(config-router)# nsf Enables EIGRP NSF.
Use this command on the restarting router and all
of its peers.

Verifying EIGRP NSF

Step 1

Step 2

To verify EIGRP NSF, you must check that the NSF function is configured on the SSO-enabled
networking device. To verify EIGRP NSF, follow these steps:

Verify that “nsf” appears in the EIGRP configuration of the SSO-enabled device by entering the show
running-config command:

Router# show running-config

router eigrp 100
auto-summary
nsf

Enter the show ip protocols command to verify that NSF is enabled on the device:

Router# show ip protocols
*** TP Routing is NSF aware ***
Routing Protocol is "eigrp 100"
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Default networks flagged in outgoing updates
Default networks accepted from incoming updates
EIGRP metric weight Kl=1, K2=0, K3=1, K4=0, K5=0
EIGRP maximum hopcount 100
EIGRP maximum metric variance 1
Redistributing: eigrp 100
EIGRP NSF-aware route hold timer is 240s
EIGRP NSF enabled
NSF signal timer is 20s
NSF converge timer is 120s
Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:
Routing Information Sources:
Gateway Distance Last Update
Distance: internal 90 external 170
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Synchronizing the Supervisor Engine Configurations

During normal operation, the startup-config and config-registers configurations are synchronized by
default between the two supervisor engines. In a switchover, the new active supervisor engine uses the
current configuration.

Copying Files to the Redundant Supervisor Engine

Enter this command to copy a file to the disk0: device on a redundant supervisor engine:

Router# copy source_device:source_filename slavediskO0:target_filename

Enter this command to copy a file to the bootflash: device on a redundant supervisor engine:

Router# copy source_device:source_filename slavesup-bootflash:target_filename

Enter this command to copy a file to the bootflash: device on a redundant MSFC:

Router# copy source_device:source_filename slavebootflash:target_filename

)o

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Note

Tip

CHAPTER

Configuring RPR and RPR+
Supervisor Engine Redundancy

This chapter describes how to configure supervisor engine redundancy using route processor redundancy
(RPR) and RPR+.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
All releases support RPR and RPR+.
With Release 12.2(18)SXE and later releases, RPR and RPR+ support IPv6 multicast traffic.

Release 12.2(18)SXD and later releases support nonstop forwarding (NSF) with stateful switchover
(SSO) on all supervisor engines (see Chapter 7, “Configuring NSF with SSO
Supervisor Engine Redundancy”).

This chapter consists of these sections:

Understanding RPR and RPR+, page 8-2

Supervisor Engine Redundancy Guidelines and Restrictions, page 8-4
Configuring Supervisor Engine Redundancy, page 8-6

Performing a Fast Software Upgrade, page 8-8

Copying Files to an MSFC, page 8-9

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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I  Understanding RPR and RPR+

Understanding RPR and RPR+

These sections describe supervisor engine redundancy using RPR and RPR+:
e Supervisor Engine Redundancy Overview, page 8-2
e RPR Operation, page 8-2
e RPR+ Operation, page 8-3

e Supervisor Engine Configuration Synchronization, page 8-3

Supervisor Engine Redundancy Overview

Catalyst 6500 series switches support fault resistance by allowing a redundant supervisor engine to take
over if the primary supervisor engine fails. Catalyst 6500 series switches support these redundancy
modes:

e RPR—Supports a switchover time of 2 or more minutes.

¢ Route processor redundancy plus (RPR+)—Supports a switchover time of 30 or more seconds.
The following events cause a switchover:

e A hardware failure on the active supervisor engine

¢ Clock synchronization failure between supervisor engines

e A manual switchover

RPR Operation

RPR supports the following features:
¢ Auto-startup and bootvar synchronization between active and redundant supervisor engines
e Hardware signals that detect and decide the active or redundant status of supervisor engines
¢ Clock synchronization every 60 seconds from the active to the redundant supervisor engine

¢ A redundant supervisor engine that is booted but not all subsystems are up: if the active supervisor
engine fails, the redundant supervisor engine become fully operational

e An operational supervisor engine present in place of the failed unit becomes the redundant
supervisor engine

e Support for fast software upgrade (FSU) (See the “Performing a Fast Software Upgrade” section on
page 8-8.)

When the switch is powered on, RPR runs between the two supervisor engines. The supervisor engine
that boots first becomes the RPR active supervisor engine. The Multilayer Switch Feature Card and
Policy Feature Card become fully operational. The MSFC and PFC on the redundant supervisor engine
come out of reset but are not operational.

In a switchover, the redundant supervisor engine become fully operational and the following occurs:
e All switching modules power up again
e Remaining subsystems on the MSFC (including Layer 2 and Layer 3 protocols) are brought up

e Access control lists (ACLs) are reprogrammed into supervisor engine hardware
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Note

Understanding RPR and RPR+ W

In a switchover, there is a disruption of traffic because some address states are lost and then restored after
they are dynamically redetermined.

RPR+ Operation

When RPR+ mode is used, the redundant supervisor engine is fully initialized and configured, which

shortens the switchover time. The active supervisor engine checks the image version of the redundant
supervisor engine when the redundant supervisor engine comes online. If the image on the redundant

supervisor engine does not match the image on the active supervisor engine, RPR redundancy mode is
used.

With RPR+, the redundant supervisor engine is fully initialized and configured, which shortens the
switchover time if the active supervisor engine fails or if a manual switchover is performed.

When the switch is powered on, RPR+ runs between the two supervisor engines. The supervisor engine
that boots first becomes the active supervisor engine. The Multilayer Switch Feature Card and Policy
Feature Card become fully operational. The MSFC and PFC on the redundant supervisor engine come
out of reset but are not operational.

RPR+ enhances RPR by providing the following additional benefits:
¢ Reduced switchover time
Depending on the configuration, the switchover time is 30 or more seconds.
e Installed modules are not reloaded

Because both the startup configuration and the running configuration are continually synchronized
from the active to the redundant supervisor engine, installed modules are not reloaded during a
switchover.

¢ Online insertion and removal (OIR) of the redundant supervisor engine

RPR+ allows OIR of the redundant supervisor engine for maintenance. When the redundant
supervisor engine is inserted, the active supervisor engine detects its presence and begins to
transition the redundant supervisor engine to fully initialized state.

e Synchronization of OIR events

e Manual user-initiated switchover using the redundancy force-switchover command

Supervisor Engine Configuration Synchronization

)

Note

These sections describe supervisor engine configuration synchronization:
e RPR Supervisor Engine Configuration Synchronization, page §-4

¢ RPR+ Supervisor Engine Configuration Synchronization, page 8-4

Configuration changes made through SNMP are not synchronized to the redundant supervisor engine.
After you configure the switch through SNMP, copy the running-config file to the startup-config file on
the active supervisor engine to trigger synchronization of the startup-config file on the redundant
supervisor engine and with RPR+, reload the redundant supervisor engine and MSFC.
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RPR Supervisor Engine Configuration Synchronization

During RPR mode operation, the startup-config files and the config-register configurations are
synchronized by default between the two supervisor engines. In a switchover, the new active supervisor
engine uses the current configuration.

RPR+ Supervisor Engine Configuration Synchronization

With RPR+ mode, the following operations trigger configuration synchronization:

e When a redundant supervisor engine first comes online, the startup-config file is copied from the
active supervisor engine to the redundant supervisor engine. This synchronization overwrites any
existing startup configuration file on the redundant supervisor engine.

e When configuration changes occur during normal operation, redundancy performs an incremental
synchronization from the active supervisor engine to the redundant supervisor engine. Redundancy
synchronizes user-entered CLI commands incrementally line-by-line from the active supervisor
engine to the redundant supervisor engine.

Even though the redundant supervisor engine is fully initialized, it only interacts with the active
supervisor engine to receive incremental changes to the configuration files as they occur. You cannot
enter CLI commands on the redundant supervisor engine.

Supervisor Engine Redundancy Guidelines and Restrictions

These sections describe supervisor engine redundancy guidelines and restrictions:
e Redundancy Guidelines and Restrictions, page 8-4
¢ RPR+ Guidelines and Restrictions, page 8-5
e Hardware Configuration Guidelines and Restrictions, page 8-5

e Configuration Mode Restrictions, page 8-6

Redundancy Guidelines and Restrictions

These guidelines and restrictions apply to RPR and RPR+ redundancy modes:
e The two Gigabit Ethernet interfaces on the redundant supervisor engine are always active.

e Supervisor engine redundancy does not provide supervisor engine mirroring or supervisor engine
load balancing. Only one supervisor engine is active.

¢ Configuration changes made through SNMP are not synchronized to the redundant supervisor
engine. After you configure the switch through SNMP, copy the running-config file to the
startup-config file on the active supervisor engine to trigger synchronization of the startup-config
file on the redundant supervisor engine and with RPR+, reload the redundant supervisor engine and
MSFC.

e Supervisor engine switchover takes place after the failed supervisor engine completes a core dump.
A core dump can take up to 15 minutes. To get faster switchover time, disable core dump on the
supervisor engines.
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RPR+ Guidelines and Restrictions

These guidelines and restrictions apply to RPR+:

Network services are disrupted until the redundant supervisor engine takes over and the switch
recovers.

The Forwarding Information Base (FIB) tables are cleared on a switchover. As a result, routed traffic
is interrupted until route tables reconverge.

Static IP routes are maintained across a switchover because they are configured from entries in the
configuration file.

Information about dynamic states maintained on the active supervisor engine is not synchronized to
the redundant supervisor engine and is lost on switchover.

These are examples of dynamic state information that is lost at switchover:

— Frame Relay Switched Virtual Circuits (SVCs)

N

Note Frame Relay-switched DLCI information is maintained across a switchover because Frame
Relay-switched DLCI configuration is in the configuration file.

— All terminated PPP sessions

- All ATM SVC information

— All terminated TCP and other connection-oriented Layer 3 and Layer 4 sessions
— BGP sessions

— All Automatic Protection System (APS) state information

Both supervisor engines must run the same version of Cisco IOS software. If the supervisor engines
are not running the same version of Cisco IOS software, the redundant supervisor engine comes
online in RPR mode.

Supervisor engine redundancy does not support nondefault VLAN data file names or locations. Do
not enter the vtp file file_name command on a switch that has a redundant supervisor engine.

Before installing a redundant supervisor engine, enter the no vtp file command to return to the
default configuration.

Supervisor engine redundancy does not support configuration entered in VLAN database mode. Use
global configuration mode with RPR+ redundancy (see Chapter 14, “Configuring VLANSs”).

Hardware Configuration Guidelines and Restrictions

For redundant operation, the following guidelines and restrictions must be met:

Cisco IOS running on the supervisor engine and the MSFC supports redundant configurations where
the supervisor engines and MSFC routers are identical. If they are not identical, one will boot first
and become active and hold the other supervisor engine and MSFC in a reset condition.

Each supervisor engine must have the resources to run the switch on its own, which means all
supervisor engine resources are duplicated, including all flash devices.

Make separate console connections to each supervisor engine. Do not connect a Y cable to the
console ports.
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e Both supervisor engines must have the same system image (see the “Copying Files to an MSFC”
section on page 8-9).

N

Note If a newly installed redundant supervisor engine has the Catalyst operating system installed,
remove the active supervisor engine and boot the switch with only the redundant supervisor
engine installed. Follow the procedures in the current release notes to convert the redundant
supervisor engine from the Catalyst operating system.

e The configuration register in the startup-config must be set to autoboot (see the “Modifying the Boot
Field” section on page 3-23).

~

Note  There is no support for booting from the network.

With releases earlier than Release 12.2(17b)SXA, if these requirements are met, the switch functions in
RPR+ mode by default.

Configuration Mode Restrictions

The following configuration restrictions apply during the startup synchronization process:

* You cannot perform configuration changes during the startup (bulk) synchronization. If you attempt
to make configuration changes during this process, the following message is generated:

Config mode locked out till standby initializes

e If configuration changes occur at the same time as a supervisor engine switchover, these
configuration changes are lost.

Configuring Supervisor Engine Redundancy

These sections describe how to configure supervisor engine redundancy:
e Configuring Redundancy, page 8-6
e Synchronizing the Supervisor Engine Configurations, page 8-7

e Displaying the Redundancy States, page 8-7

Configuring Redundancy

To configure redundancy, perform this task:

Command Purpose
Step1 Router (config)# redundancy Enters redundancy configuration mode.
Step2 Router (config-red)# mode { rpr | rpr-plus} Configures RPR or RPR+. When this command is

entered, the redundant supervisor engine is reloaded and
begins to work in RPR or RPR+ mode.
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Command Purpose
Step3 Router# show running-config Verifies that RPR or RPR+ is enabled.
Step4 Router# show redundancy states Displays the operating redundancy mode.

This example shows how to configure the system for RPR+ and display the redundancy state:

Router> enable
Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # redundancy
Router (config-red)# mode rpr-plus
Router (config-red) # end
Router# show redundancy states
my state = 13 -ACTIVE
peer state = 1 -DISABLED
Mode = Simplex
Unit = Primary
Unit ID = 1

Redundancy Mode (Operational) = Route Processor Redundancy Plus
Redundancy Mode (Configured) = Route Processor Redundancy Plus
Split Mode = Disabled
Manual Swact = Disabled Reason: Simplex mode
Communications = Down Reason: Simplex mode

client count = 11
client_notification_TMR = 30000 milliseconds
keep_alive TMR = 4000 milliseconds
keep_alive count = 0
keep_alive threshold = 7
RF debug mask = 0x0

Router#

Synchronizing the Supervisor Engine Configurations

During normal operation, the startup-config and config-registers configuration are synchronized by
default between the two supervisor engines. In a switchover, the new active supervisor engine uses the
current configuration.

~

Note Do not change the default auto-sync configuration.

Displaying the Redundancy States

To display the redundancy states, perform this task:

Command Purpose

Router# show redundancy states Displays the redundancy states.

This example shows how to display the redundancy states:

Router# show redundancy states
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my state = 13 -ACTIVE
peer state = 8 -STANDBY HOT
Mode = Duplex
Unit = Primary

Unit ID =1

Redundancy Mode (Operational) =
Redundancy Mode (Configured) =
Split Mode = Disabled

Manual Swact = Enabled

Communications = Up

client count = 11
client_notification_TMR =
keep_alive TMR =
keep_alive count = 0
keep_alive threshold = 18
RF debug mask = 0x0

Router#

Route Processor Redundancy Plus
Route Processor Redundancy Plus

30000 milliseconds
9000 milliseconds

Performing a Fast Software Upgrade

The fast software upgrade (FSU) procedure supported by RPR allows you to upgrade the Cisco IOS
image on the supervisor engines without reloading the system.

~

Note  If you are performing a first-time upgrade to RPR from EHSA, you must reload both supervisor engines.
FSU from EHSA is not supported.
To perform an FSU, perform this task:
Command Purpose
Step1 |Router# copy source_device:source_filename {disk0 |Copies the new Cisco IOS image to the disk0: device or
| diskl}:target_filename the disk1: device on the active supervisor engine.
Or:
Router# copy source_device:source_ filename Copies the new Cisco I0S image to the bootflash:
sup-bootflash: target_filename device on the active supervisor engine.
Or:
Router# copy source_device:source_filename Copies the new Cisco I0S image to the disk0: device or
{slavedisk0 | slavediskl}:target_filename the disk1: device on the redundant supervisor engine.
Or:
Router# copy source_device:source filename Copies the new Cisco IOS image to the bootflash:
slavesup-bootflash: target filename device on the redundant supervisor engine.
Step2 |Router# config terminal Configures the supervisor engines to boot the new image.
Router (config)# config-register 0x2102
Router (config) # boot system flash
device:file name
Step3 |Router# copy running-config start-config Saves the configuration.
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Command Purpose

Step1 Router# copy source device:source filename {disk0 Copies the new Cisco IOS image to the disk0: device or
| diskl}:target filename the disk1: device on the active supervisor engine.
Or:
Router# copy source device:source filename Copies the new Cisco IOS image to the bootflash:
sup-bootflash: target_filename device on the active supervisor engine.
Or:
Router# copy source_device:source filename Copies the new Cisco IOS image to the disk0: device or
{slavedisk0 | slavediskl}:target_filename the disk1: device on the redundant supervisor engine.
Or:
Router# copy source device:source filename Copies the new Cisco IOS image to the bootflash:
slavesup-bootflash: target_filename device on the redundant supervisor engine.

Step4 |Router# hw-module {module num} reset Reloads the redundant supervisor engine and brings it
back online (running the new version of the Cisco I0S
software).

Note  Before reloading the redundant supervisor
engine, make sure you wait long enough to ensure
that all configuration synchronization changes
have completed.

Step5 |Router# redundancy force-switchover Conducts a manual switchover to the redundant

supervisor engine. The redundant supervisor engine
becomes the new active supervisor engine running the
new Cisco IOS image. The modules are reloaded and the
module software is downloaded from the new active
supervisor engine.

The old active supervisor engine reboots with the new
image and becomes the redundant supervisor engine.

To perform an EHSA to RPR FSU, use the reload
command in Step 5.

Note

This example shows how to perform an FSU:

Router# config terminal

Router (config)# config-register 0x2102

Router (config) # boot system flash diskO0:image_ name
Router# copy running-config start-config

Router# hw-module reset
Router# redundancy force-switchover
Router#

Copying Files to an MSFC

Use the following command to copy a file to the bootflash: device on an active MSFC:

Router# copy source_device:source_filename bootflash: target_filename

Use the following command to copy a file to the bootflash: device on a redundant MSFC:

Router# copy source_device:source_filename slavebootflash:target_ filename

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Tip

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note

o

CHAPTER

Configuring Interfaces

This chapter describes how to configure interfaces on the Catalyst 6500 series switches. This chapter
consists of these sections:

Understanding Interface Configuration, page 9-2

Using the Interface Command, page 9-2

Configuring a Range of Interfaces, page 9-4

Defining and Using Interface-Range Macros, page 9-6
Configuring Optional Interface Features, page 9-6
Understanding Online Insertion and Removal, page 9-16
Monitoring and Maintaining Interfaces, page 9-17

Checking the Cable Status Using the TDR, page 9-19

For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

The Cisco 10S Master Command List, Release 12.2SX at this URL:
http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

[ oL-3999-08
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I Understanding Interface Configuration

Understanding Interface Configuration

Many features in the software are enabled on a per-interface basis. When you enter the interface
command, you must specify the following information:

e Interface type:
— Ethernet (use the ethernet keyword)
— Fast Ethernet (use the fastethernet keyword)
— Gigabit Ethernet (use the gigabitethernet keyword)
— 10-Gigabit Ethernet (use the tengigabitethernet keyword)

~

Note For WAN interfaces, refer to the configuration note for the WAN module.

¢ Slot number—The slot in which the module is installed. On the Catalyst 6500 series switch, slots
are numbered starting with 1, from top to bottom.

¢ Port number—The physical port number on the module. On the Catalyst 6500 series switch, the port
numbers always begin with 1. When facing the rear of the switch, ports are numbered from the left
to the right.

You can identify ports from the physical location. You also can use show commands to display
information about a specific port, or all the ports.

Using the Interface Command

~

Note

Step 1

Step 2

Step 3

You use the commands described in this section to configure both physical ports and logical interfaces.

These procedures apply to all interface configuration processes. Begin the interface configuration
process in global configuration mode. To use the interface command, follow these steps:

Enter the configure terminal command at the privileged EXEC prompt to enter global configuration
mode:
Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config) #

In the global configuration mode, enter the interfaces command. Identify the interface type and the
number of the connector or interface card.

The following example shows how to select Fast Ethernet, slot 5, interface 1:

Router (config)# interfaces fastethernet 5/1
Router (config-if) #

Enter the show interfaces EXEC command to see a list of all interfaces that are installed. A report is
provided for each interface that the device supports, as shown in this display:

Router# show interfaces fastethernet 5/48

FastEthernet5/48 is up, line protocol is up
Hardware is C6k 100Mb 802.3, address is 0050.f0ac.3083 (bia 0050.f0ac.3083)
Internet address is 172.20.52.18/27

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Step 4

Step 5

Using the Interface Command

MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Half-duplex, 100Mb/s
ARP type: ARPA, ARP Timeout 04:00:00
Last clearing of "show interface" counters never
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo
Output queue :0/40 (size/max)
5 minute input rate 1000 bits/sec, 1 packets/sec
5 minute output rate 1000 bits/sec, 1 packets/sec
4834677 packets input, 329545368 bytes, 0 no buffer
Received 4796465 broadcasts, 0 runts, 0 giants, 0 throttles
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored
0 input packets with dribble condition detected
51926 packets output, 15070051 bytes, 0 underruns
0 output errors, 2 collisions, 2 interface resets
0 babbles, 0 late collision, 0 deferred
0 lost carrier, 0 no carrier
0 output buffer failures, 0 output buffers swapped out
Router#

Enter the show hardware EXEC command to see a list of the system software and hardware:

Router# show hardware

Cisco Internetwork Operating System Software

I0S (tm) c6sup2_rp Software (c6sup2_rp-JSV-M), Version 12.1(5c)EX, EARLY DEPLOY)
Synced to mainline version: 12.1(5c)

TAC :Home: Software:Ios General:CiscoIOSRoadmap:12.1

Copyright (c) 1986-2001 by cisco Systems, Inc.

Compiled Wed 28-Mar-01 17:52 by hgluong

Image text-base: 0x30008980, data-base: 0x315D0000

ROM: System Bootstrap, Version 12.1(3r)E2, RELEASE SOFTWARE (fcl)
BOOTFLASH: c6sup2_rp Software (c6sup2_rp-JSV-M), Version 12.1(5c)EX, EARLY DEPL)

Router uptime is 2 hours, 55 minutes
System returned to ROM by power-on (SP by power-on)
Running default software

cisco Catalyst 6000 (R7000) processor with 114688K/16384K bytes of memory.
Processor board ID SAD04430J9K

R7000 CPU at 300Mhz, Implementation 39, Rev 2.1, 256KB L2, 1024KB L3 Cache
Last reset from power-on

Bridging software.

X.25 software, Version 3.0.0.

SuperLAT software (copyright 1990 by Meridian Technology Corp) .

TN3270 Emulation software.

1 Virtual Ethernet/IEEE 802.3 interface(s)

48 FastEthernet/IEEE 802.3 interface(s)

2 Gigabit Ethernet/IEEE 802.3 interface(s)

381K bytes of non-volatile configuration memory.

16384K bytes of Flash internal SIMM (Sector size 512K).
Configuration register is 0x2

Router#

To begin configuring Fast Ethernet port 5/5, enter the interface keyword, interface type, and slot

number/port number at the privileged EXEC prompt, as shown in the following example:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface fastethermet 5/5

Router (config-if) #

[ oL-3999-08
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~
Note  You do not need to add a space between the interface type and interface number. For example,
in the preceding line you can specify either fastethernet 5/5 or fastethernet5/5.

Step6  After each interface command, enter the interface configuration commands your particular interface
requires.

The commands you enter define the protocols and applications that will run on the interface. The
commands are collected and applied to the interface command until you enter another interface
command or press Ctrl-Z to get out of interface configuration mode and return to privileged EXEC
mode.

Step7  After you configure an interface, check its status by using the EXEC show commands listed in
“Monitoring and Maintaining Interfaces” section on page 9-17.

Configuring a Range of Interfaces

The interface-range configuration mode allows you to configure multiple interfaces with the same
configuration parameters. After you enter the interface-range configuration mode, all command
parameters you enter are attributed to all interfaces within that range until you exit out of the
interface-range configuration mode.

To configure a range of interfaces with the same configuration, perform this task:

Command Purpose

Router (config)# [no] interface range Selects the range of interfaces to be configured.
{{vlan vlan ID - vlan ID [, vlan vlan ID - vlan_ID]}

| {type' slot/port - port [, type' slot/port - port]}
| {macro_name [, macro_name]l}}

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When configuring a range of interfaces, note the following information:

¢ For information about macros, see the “Defining and Using Interface-Range Macros” section on
page 9-6.

e You can enter up to five comma-separated ranges.
¢ You are not required to enter spaces before or after the comma.

e With releases earlier than Release 12.2(18)SXE, you must add a space between the interface
numbers and the dash when using the interface range command. For example, interface range
fastethernet 1 - 5 is valid syntax; interface range fastethernet 1-5 is invalid.

e With Release 12.2(18)SXE and later releases, you do not need to add a space between the interface
numbers and the dash when using the interface range command.

e With releases earlier than Release 12.2(18)SXD, the no interface range command does not support
VLAN interfaces.

e With Release 12.2(18)SXD and later releases, the no interface range command supports VLAN
interfaces.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note

Configuring a Range of Interfaces 1l

e With releases earlier than Release 12.2(18)SXD, for VLAN interfaces, the interface range
command supports only those VLAN interfaces for which Layer 2 VLANSs have been created with
the interface vlan command (the show running-configuration command displays the configured
VLAN interfaces). The interface range command does not support VLAN interfaces that are not
displayed by the show running-configuration command.

e With Release 12.2(18)SXD and later releases, the interface range command supports VLAN
interfaces for which Layer 2 VLANSs have not been created with the interface vlan command.

The link state messages (LINK-3-UPDOWN and LINEPROTO-5-UPDOWN) are disabled by default.
Enter the logging event link status command on each interface where you want the messages enabled.

This example shows how to reenable all Fast Ethernet ports 5/1 to 5/5:

Router
Router

config)# interface range fastethernet 5/1 - 5
config-if)# no shutdown

Router (config-if) #

(

(

(
*Oct 6 08:24:35: $LINK-3-UPDOWN: Interface FastEthernet5/1, changed state to up
*Oct 6 08:24:35: 3LINK-3-UPDOWN: Interface FastEthernet5/2, changed state to up
*Oct 6 08:24:35: 3LINK-3-UPDOWN: Interface FastEthernet5/3, changed state to up
*Oct 6 08:24:35: $LINK-3-UPDOWN: Interface FastEthernet5/4, changed state to up
*Oct 6 08:24:35: 3LINK-3-UPDOWN: Interface FastEthernet5/5, changed state to up

*Oct 6 08:24:36: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
5, changed state to up

*Oct 6 08:24:36: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
3, changed state to up

*Oct 6 08:24:36: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
4, changed state to up

Router (config-if)#

This example shows how to use a comma to add different interface type strings to the range to reenable
all Fast Ethernet ports in the range 5/1 to 5/5 and both Gigabit Ethernet ports (1/1 and 1/2):

Router (config-if)# interface range fastethernet 5/1 - 5, gigabitethernet 1/1 - 2
Router (config-if)# no shutdown

Router (config-if) #

*Oct 6 08:29:28: SLINK-3-UPDOWN: Interface FastEthernet5/1, changed state to up
*Oct 6 08:29:28: $LINK-3-UPDOWN: Interface FastEthernet5/2, changed state to up
*Oct 6 08:29:28: $LINK-3-UPDOWN: Interface FastEthernet5/3, changed state to up
*Oct 6 08:29:28: SLINK-3-UPDOWN: Interface FastEthernet5/4, changed state to up
*Oct 6 08:29:28: $LINK-3-UPDOWN: Interface FastEthernet5/5, changed state to up
*Oct 6 08:29:28: SLINK-3-UPDOWN: Interface GigabitEthernetl/1l, changed state to
up

*Oct 6 08:29:28: SLINK-3-UPDOWN: Interface GigabitEthernetl/2, changed state to
up

*Oct 6 08:29:29: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
5, changed state to up

*Oct 6 08:29:29: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
3, changed state to up

*Oct 6 08:29:29: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet5/
4, changed state to up

Router (config-if) #

If you enter multiple configuration commands while you are in interface-range configuration mode, each
command is executed as it is entered (they are not batched together and executed after you exit
interface-range configuration mode).

If you exit interface-range configuration mode while the commands are being executed, some commands
may not be executed on all interfaces in the range. Wait until the command prompt reappears before
exiting interface-range configuration mode.

[ oL-3999-08
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Defining and Using Interface-Range Macros

You can define an interface-range macro to automatically select a range of interfaces for configuration.
Before you can use the macro keyword in the interface range macro command string, you must define
the macro.

To define an interface-range macro, perform this task:

Command Purpose

Router (config)# define interface-range macro_name Defines the interface-range macro and save it in NVRAM.
{vlan vlan_ID - vlan_ID} | {type' slot/port - port}
[, {type' slot/port - port}]

Router (config)# no define interface-range macro_name Deletes a macro.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to define an interface-range macro named enet_list to select Fast Ethernet ports
5/1 through 5/4:

Router (config)# define interface-range enet_list fastethernet 5/1 - 4

To show the defined interface-range macro configuration, perform this task:

Command Purpose

Router# show running-config Shows the defined interface-range macro configuration.

This example shows how to display the defined interface-range macro named enet_list:

Router# show running-config | include define
define interface-range enet_list FastEthernet5/1 - 4
Router#

To use an interface-range macro in the interface range command, perform this task:

Command Purpose

Router (config)# interface range macro macro_name Selects the interface range to be configured using the values
saved in a named interface-range macro.

This example shows how to change to the interface-range configuration mode using the interface-range
macro enet_list:

Router (config)# interface range macro enet_list
Router (config-if)#

Configuring Optional Interface Features

These sections describe optional interface features:
e Configuring Ethernet Interface Speed and Duplex Mode, page 9-7
e Configuring Jumbo Frame Support, page 9-10
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e Configuring IEEE 802.3x Flow Control, page 9-13
e Configuring the Port Debounce Timer, page 9-15
e Adding a Description for an Interface, page 9-16

Configuring Ethernet Interface Speed and Duplex Mode

These sections describe how to configure Ethernet port speed and duplex mode:
¢ Speed and Duplex Mode Configuration Guidelines, page 9-7
e Configuring the Ethernet Interface Speed, page 9-7
e Setting the Interface Duplex Mode, page 9-8
e Configuring Link Negotiation on Gigabit Ethernet Ports, page 9-8
e Displaying the Speed and Duplex Mode Configuration, page 9-9

Speed and Duplex Mode Configuration Guidelines

You usually configure Ethernet port speed and duplex mode parameters to auto and allow the
Catalyst 6500 series switch to negotiate the speed and duplex mode between ports. If you decide to
configure the port speed and duplex modes manually, consider the following information:

e If you set the Ethernet port speed to auto, the switch automatically sets the duplex mode to auto.

e If you enter the no speed command, the switch automatically configures both speed and duplex to
auto.

e If you configure an Ethernet port speed to a value other than auto (for example, 10, 100, or
1000 Mbps), configure the connecting port to match. Do not configure the connecting port to
negotiate the speed.

e If you manually configure the Ethernet port speed to either 10 Mbps or 100 Mbps, the switch
prompts you to also configure the duplex mode on the port.

~

Note  Catalyst 6500 series switches cannot automatically negotiate Ethernet port speed and duplex mode if the
connecting port is configured to a value other than auto.

A

Caution  Changing the Ethernet port speed and duplex mode configuration might shut down and reenable the
interface during the reconfiguration.

Configuring the Ethernet Interface Speed
~

Note  If you configure the Ethernet port speed to auto on a 10/100-Mbps or 10/100/1000-Mbps Ethernet port,
both speed and duplex are autonegotiated.
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Step 1
Step 2

To configure the port speed for a 10/100 or a 10/100/1000-Mbps Ethernet port, perform this task:

Command

Purpose

Router (config)# interface fastethernet slot/port

Selects the Ethernet port to be configured.

Router (config-if)# speed {10 | 100 | 1000 |
{auto [10 100 [1000]]}}

Router (config-if)# no speed

Configures the speed of the Ethernet interface.

Reverts to the default configuration (speed auto).

Release 12.2(17a)SX and later releases support the 10 100 1000 keywords after the auto keyword. When
configuring the port speed for a 10/100/1000-Mbps Ethernet port with Release 12.2(17a)SX and later

releases, note the following:

e Enter the auto 10 100 keywords to restrict the negotiated speed to 10-Mbps or 100-Mbps.

e The auto 10 100 1000 keywords have the same effect as the auto keyword by itself.

This example shows how to configure the speed to 100 Mbps on the Fast Ethernet port 5/4:

Router (config) # interface fastethernet 5/4

Router (config-if)# speed 100

Setting the Interface Duplex Mode

Step 1
Step 2

~

Note .

10-Gigabit Ethernet and Gigabit Ethernet are full duplex only. You cannot change the duplex mode

on 10-Gigabit Ethernet or Gigabit Ethernet ports or on a 10/100/1000-Mps port configured for

Gigabit Ethernet.

e Ifyou set the port speed to auto on a 10/100-Mbps or a 10/100/1000-Mbps Ethernet port, both speed
and duplex are autonegotiated. You cannot change the duplex mode of autonegotiation ports.

To set the duplex mode of an Ethernet or Fast Ethernet port, perform this task:

Command

Purpose

Router (config)# interface fastethernet slot/port

Selects the Ethernet port to be configured.

Router (config-if)# duplex [auto | full | half]

Router (config-if)# no duplex

Sets the duplex mode of the Ethernet port.

Reverts to the default configuration (duplex auto).

This example shows how to set the duplex mode to full on Fast Ethernet port 5/4:

Router (config)# interface fastethermet 5/4

Router (config-if)# duplex full

Configuring Link Negotiation on Gigabit Ethernet Ports

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note

Link negotiation does not negotiate port speed.

On Gigabit Ethernet ports, link negotiation exchanges flow-control parameters, remote fault
information, and duplex information. Link negotiation is enabled by default.
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The ports on both ends of a link must have the same setting. The link will not come up if the ports at

Configuring Optional Interface Features

each end of the link are set inconsistently (link negotiation enabled on one port and disabled on the other

port).

Table 9-1 shows the four possible link negotiation configurations and the resulting link status for each
configuration.

Table 9-1 Link Negotiation Configuration and Possible Link Status

Link Negotiation State Link Status

Local Port Remote Port Local Port Remote Port

Off Off Up Up

On On Up Up

Off On Up Down

On Off Down Up

To configure link negotiation on a port, perform this task:

Command Purpose

Step1 Router(config)# interface gigabitethernet Selects the port to be configured.
slot/port

Step2 Router(config-if)# speed nonegotiate Disables link negotiation.

Router (config-if)# no speed nonegotiate

Reverts to the default configuration (link negotiation
enabled).

This example shows how to enable link negotiation on Gigabit Ethernet port 5/4:

Router (config) # interface gigabitethernet 5/4
Router (config-if)# no speed nonegotiate

Displaying the Speed and Duplex Mode Configuration

To display the speed and duplex mode configuration for a port, perform this task:

Command

Purpose

Router# show interfaces type' slot/port

Displays the speed and duplex mode configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to display the speed and duplex mode of Fast Ethernet port 5/4:

Router# show interfaces fastethernet 5/4

FastEthernet5/4 is up,

MTU 1500 bytes, BW 100000 Kbit,
reliability 255/255,
Encapsulation ARPA,
(10 sec)
100Mb/s

Keepalive set
Full-duplex,

ARP type:
Last input 00:00:33,

output never,

line protocol is up
Hardware is Cat6K 100Mb Ethernet,

address is 0050.f0ac.3058 (bia 0050.f0ac.3058)

DLY 100 usec,
txload 1/255,
loopback not set

rxload 1/255

ARPA, ARP Timeout 04:00:00

output hang never

[ oL-3999-08
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Last clearing of "show interface" counters never
Queueing strategy: fifo
Output queue 0/40, 0 drops; input queue 0/75, 0 drops
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
1238 packets input, 273598 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored
0 input packets with dribble condition detected
1380 packets output, 514382 bytes, 0 underruns
0 output errors, 0 collisions, 2 interface resets
0 babbles, 0 late collision, 0 deferred
0 lost carrier, 0 no carrier
0 output buffer failures, 0 output buffers swapped out
Router#

Configuring Jumbo Frame Support

These sections describe jumbo frame support:
¢ Understanding Jumbo Frame Support, page 9-10
e Configuring MTU Sizes, page 9-12

A

Caution  The following switching modules support a maximum ingress frame size of 8,092 bytes:

*  WS-X6516-GE-TX when operating at 100 Mbps

* WS-X6148-RJ-45, WS-X6148-RJ-45V and WS-X6148-RJ21, WS-X6148-RJ21V
*  WS-X6248-RJ-45 and WS-X6248-TEL

*  WS-X6248A-RJ-45 and WS-X6248A-TEL

*  WS-X6348-RJ-45, WS-X6348-RJ45V and WS-X6348-RJ-21, WX-X6348-RJ21V

When jumbo frame support is configured, these modules drop ingress frames larger than 8092 bytes.

Note  The WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6148-GE-TX, and WS-X6148V-GE-TX do not
support jumbo frames.

Understanding Jumbo Frame Support

These sections describe jumbo frame support:
e Jumbo Frame Support Overview, page 9-10
e Ethernet Ports, page 9-11
¢ VLAN Interfaces, page 9-12

Jumbo Frame Support Overview

A jumbo frame is a frame larger than the default Ethernet size. You enable jumbo frame support by
configuring a larger-than-default maximum transmission unit (MTU) size on a port or VLAN interface
and configuring the global LAN port MTU size.
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Ethernet Ports

)

Note

Configuring Optional Interface Features ||

e Jumbo frame support fragments routed traffic in software on the MSFC.

e Jumbo frame support does not fragment bridged traffic.

Bridged and Routed Traffic Size Check at Ingress 10, 10/100, and 100 Mbps Ethernet and 10-Gigabit Ethernet Ports

Jumbo frame support compares ingress traffic size with the global LAN port MTU size at ingress 10,
10/100, and 100 Mbps Ethernet and 10-Gigabit Ethernet LAN ports that have a nondefault MTU size
configured. The port drops traffic that is oversized. You can configure the global LAN port MTU size
(see the “Configuring the Global Egress LAN Port MTU Size” section on page 9-13).

Bridged and Routed Traffic Size Check at Ingress Gigabit Ethernet Ports

Gigabit Ethernet LAN ports configured with a nondefault MTU size accept frames containing packets
of any size larger than 64 bytes. With a nondefault MTU size configured, Gigabit Ethernet LAN ports
do not check for oversize ingress frames.

Routed Traffic Size Check on the PFC

For traffic that needs to be routed, Jumbo frame support on the PFC compares traffic sizes to the
configured MTU sizes and provides Layer 3 switching for jumbo traffic between interfaces configured
with MTU sizes large enough to accommodate the traffic. Between interfaces that are not configured
with large enough MTU sizes, if the “do not fragment bit” is not set, the PFC sends the traffic to the
MSEFC to be fragmented and routed in software. If the “do not fragment bit” is set, the PFC drops the
traffic.

Bridged and Routed Traffic Size Check at Egress 10, 10/100, and 100 Mbps Ethernet Ports

10, 10/100, and 100 Mbps Ethernet LAN ports configured with a nondefault MTU size transmit frames
containing packets of any size larger than 64 bytes. With a nondefault MTU size configured, 10, 10/100,
and 100 Mbps Ethernet LAN ports do not check for oversize egress frames.

Bridged and Routed Traffic Size Check at Egress Gigabit Ethernet and 10-Gigabit Ethernet Ports

Jumbo frame support compares egress traffic size with the global egress LAN port MTU size at egress
Gigabit Ethernet and 10-Gigabit Ethernet LAN ports that have a nondefault MTU size configured. The
port drops traffic that is oversized. You can configure the global LAN port MTU size (see the
“Configuring the Global Egress LAN Port MTU Size” section on page 9-13).

These sections describe configuring nondefault MTU sizes on Ethernet ports:
e Ethernet Port Overview, page 9-11
e Layer 3 Ethernet Ports, page 9-12
e Layer 2 Ethernet Ports, page 9-12

Ethernet Port Overview
Configuring a nondefault MTU size on a 10, 10/100, or 100 Mbps Ethernet port limits ingress packets
to the global LAN port MTU size and permits egress traffic of any size larger than 64 bytes.

Configuring a nondefault MTU size on a Gigabit Ethernet port permits ingress packets of any size larger
than 64 bytes and limits egress traffic to the global LAN port MTU size.

[ oL-3999-08
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Configuring a nondefault MTU size on a 10-Gigabit Ethernet port limits ingress and egress packets to

the global LAN port MTU size.

Configuring a nondefault MTU size on an Ethernet port limits routed traffic to the configured MTU size.

You can configure the MTU size on any Ethernet port.

Layer 3 Ethernet Ports

On a Layer 3 port, you can configure an MTU size on each Layer 3 Ethernet port that is different than

the global LAN port MTU size.

Note Traffic through a Layer 3 Ethernet LAN port that is configured with a nondefault MTU size is also
subject to the global LAN port MTU size (see the “Configuring the Global Egress LAN Port MTU Size”

section on page 9-13).

Layer 2 Ethernet Ports

On a Layer 2 port, you can only configure an MTU size that matches the global LAN port MTU size (see
the “Configuring the Global Egress LAN Port MTU Size” section on page 9-13).

VLAN Interfaces

You can configure a different MTU size on each Layer 3 VLAN interface. Configuring a nondefault
MTU size on a VLAN interface limits traffic to the nondefault MTU size. You can configure the MTU
size on VLAN interfaces to support jumbo frames.

Configuring MTU Sizes

These sections describe how to configure MTU sizes:

e Configuring MTU Sizes, page 9-12

e Configuring the Global Egress LAN Port MTU Size, page 9-13

Configuring the MTU Size

Step 1

Step 2

Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

To configure the MTU size, perform this task:

Command

Purpose

Router (config)# interface {{vlan vlan_ID}
{{type' slot/port} | {port-channel
port_channel_number} slot/port}}

Selects the interface to configure.

Router (config-if)# mtu mtu_size

Router (config-if)# no mtu

Configures the MTU size.
Reverts to the default MTU size (1500 bytes).

Router (config-if)# end

Exits configuration mode.

Router# show running-config interface
[{gigabitethernet | tengigabitethernet}
slot/port]

Displays the running configuration.

1. type = ethernet, fastethernet, gigabitethernet, tengigabitethernet, or ge-wan

When configuring the MTU size, note the following information:
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e For VLAN interfaces and Layer 3 Ethernet ports, supported MTU values are from 64 to 9216 bytes.

e For Layer 2 Ethernet ports, you can configure only the global egress LAN port MTU size (see the
“Configuring the Global Egress LAN Port MTU Size” section on page 9-13).

This example shows how to configure the MTU size on Gigabit Ethernet port 1/2:

Router# configure terminal

Router (config)# interface gigabitethernet 1/2
Router (config-if)# mtu 9216

Router (config-if)# end

This example shows how to verify the configuration:

Router# show interface gigabitethernet 1/2

GigabitEthernetl/2 is administratively down, line protocol is down
Hardware is C6k 1000Mb 802.3, address is 0030.9629.9£f88 (bia 0030.9629.9£88)
MTU 9216 bytes, BW 1000000 Kbit, DLY 10 usec,

<...Output Truncated...>

Router#

Configuring the Global Egress LAN Port MTU Size

To configure the global egress LAN port MTU size, perform this task:

Command Purpose
Step1 Router(config)# system jumbomtu mtu_size Configures the global egress LAN port MTU size.

Note  Because it would change all the interface MTU
sizes to the default (1500), rather than to any
configured nondefault interface MTU size, do not
use the system jumbomtu command to set the
MTU size to 1500. (CSCtq52016)

Step2 Router (config)# end Exits configuration mode.

Configuring IEEE 802.3x Flow Control

Gigabit Ethernet and 10-Gigabit Ethernet ports on the Catalyst 6500 series switches use flow control to
stop the transmission of frames to the port for a specified time; other Ethernet ports use flow control to
respond to flow-control requests.

If a Gigabit Ethernet or 10-Gigabit Ethernet port receive buffer becomes full, the port transmits an
IEEE 802.3x pause frame that requests remote ports to delay sending frames for a specified time. All
Ethernet ports (10 Gbps, 1 Gbps, 100 Mbps, and 10 Mbps) can receive and respond to IEEE 802.3x
pause frames from other devices.

To configure flow control on an Ethernet port, perform this task:

Command Purpose
Step1 Router(config)# interface type' slot/port Selects the port to configure.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Step 2

Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

Command

Purpose

Router (config-if)# flowcontrol {receive | send}
{desired | off | on}

Router (config-if)# no flowcontrol {receive |
send}

Configures a port to send or respond to pause frames.

Reverts to the default flow control settings.

Router# show interfaces [type®' slot/port]
flowcontrol

Displays the flow-control configuration for all ports.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When configuring flow control, note the following information:

¢ Because auto negotiation does not work on 10 Gigbit Ethernet fiber optic ports, they respond to
pause frames by default. On 10 Gigbit Ethernet fiber optic ports, the flow-control operational mode
is always the same as administrative mode.

¢ You cannot configure how WS-X6502-10GE 10-Gigabit Ethernet ports respond to pause frames.
WS-X6502-10GE 10-Gigabit Ethernet ports are permanently configured to respond to pause frames.

e  When configuring how a port responds to pause frames, note the following information:

- For a Gigabit Ethernet port, when the configuration of a remote port is unknown, you can use
the receive desired keywords to configure the Gigabit Ethernet port to respond to received
pause frames. (Supported only on Gigabit Ethernet ports.)

— Use the receive on keywords to configure a port to respond to received pause frames.

— Use the receive off keywords to configure a port to ignore received pause frames.

e When configuring transmission of pause frames on a port, note the following information:

- For a Gigabit Ethernet port, when the configuration of the remote ports is unknown, you can use
the send desired keywords to configure the Gigabit Ethernet port to send pause frames.
(Supported only on Gigabit Ethernet ports.)

— Use the send on keywords to configure a port to send pause frames.

— Use the send off keywords to configure a port not to send pause frames.

This example shows how to turn on receive flow control and how to verify the flow-control

configuration:

Router# configure terminal

Router (config)# interface gigabitethernet 1/2
Router (config-if)# flowcontrol receive on

Router (config-if)# end

Router# show interfaces flowcontrol

Interface Send Receive
Gil/1 Desired OFF
Gil/2 Desired ON
Fa5/1 Not capable OFF

<output truncated>
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Configuring the Port Debounce Timer

The port debounce timer delays notification of a link change, which can decrease traffic loss due to
network reconfiguration. The delay in notification allows a quick port status change and recovery to
occur without triggering any of the STP topology changes that are necessary when a port goes down.
You can configure the port debounce timer separately on each LAN port.

Caution  Enabling the port debounce timer causes link down detections to be delayed, resulting in loss of traffic
during the debouncing period. This situation might affect the convergence and reconvergence of some
Layer 2 and Layer 3 protocols.

To configure the debounce timer on a port, perform this task:

Command Purpose
Step1 Router(config)# interface type' slot/port Selects the port to configure.
Step2 Router (config-if)# link debounce Configures the debounce timer.

[time debounce_time]

Router (config-if)# no link debounce Reverts to the default setting.
Step3 Router# show interfaces debounce Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When configuring the debounce timer on a port, note the following information:
e The time keyword is supported only on fiber Gigabit Ethernet ports.

* You can increase the port debounce timer value in increments of 100 milliseconds up to
5000 milliseconds on ports operating at 1000 Mpbs over copper media.

¢ Only releases earlier than Release 12.2(17a)SX support WS-X6502-10GE.

e Releases earlier than Release 12.2(18)SXD assume that 10 Gbps ports use fiber media.
e Release 12.2(18)SXD and later releases recognize 10 Gbps copper media.

¢ Releases earlier than Release 12.2(18)SXD do not detect media-only changes.

e Release 12.2(18)SXD and later releases detect media-only changes.

Table 9-2 lists the time delay that occurs before notification of a link change.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Table 9-2 Default Port Debounce Timer Delay Times

Port Type Debounce Timer Disabled |Debounce Timer Enabled
Ports operating at 10 Mpbs or 100 Mbps 300 milliseconds 3100 milliseconds

Ports operating at 1000 Mpbs or 10 Gbps over copper media 300 milliseconds 3100 milliseconds

Ports operating at 1000 Mpbs or 10 Gbps over fiber media 10 milliseconds’ 100 milliseconds
WS-X6502-10GE 10-Gigabit ports 1000 milliseconds 3100 milliseconds

1. 10 milliseconds with Release 12.2(18)SXF13 and later releases.

N

Note

On all 10-Gigabit Ethernet ports, the Debounce Timer Disabled is 10 milliseconds and the Debounce
Timer Enabled is 1 second.

This example shows how to enable the port debounce timer on Fast Ethernet port 5/12:

Router (config)# interface fastethernet 5/12
Router (config-if)# link debounce
Router (config-if)# end

This example shows how to display the port debounce timer settings:

Router# show interfaces debounce | include enable
Fa5/12 enable 3100

Adding a Description for an Interface

You can add a description about an interface to help you remember its function. The description appears

in the output of the following commands: show configuration, show running-config, and show
interfaces.

To add a description for an interface, perform this task:

Command Purpose
Router (config-if)# description string Adds a description for an interface.
Router (config-if)# no description Deletes a description from an interface.

This example shows how to add a description on Fast Ethernet port 5/5:

Router (config)# interface fastethermet 5/5
Router (config-if)# description Channel-group to "Marketing"

Understanding Online Insertion and Removal

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

The online insertion and removal (OIR) feature supported on the Catalyst 6500 series switches allows
you to remove and replace modules while the system is online. You can shut down the modules before
removal and restart it after insertion without causing other software or interfaces to shut down.
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Do not remove or install more than one module at a time. After you remove or install a module, check
the LEDs before continuing. For module LED descriptions, refer to the Catalyst 6500 Series Switch
Installation Guide.

When a module has been removed or installed, the Catalyst 6500 series switch stops processing traffic
for the module and scans the system for a configuration change. Each interface type is verified against
the system configuration, and then the system runs diagnostics on the new module. There is no disruption
to normal operation during module insertion or removal.

The switch can bring only an identical replacement module online. To support OIR of an identical
module, the module configuration is not removed from the running-config file when you remove a
module.

If the replacement module is different from the removed module, you must configure it before the switch
can bring it online.

Layer 2 MAC addresses are stored in an EEPROM, which allows modules to be replaced online without
requiring the system to update switching tables and data structures. Regardless of the types of modules
installed, the Layer 2 MAC addresses do not change unless you replace the supervisor engine. If you do
replace the supervisor engine, the Layer 2 MAC addresses of all ports change to those specified in the
address allocator on the new supervisor engine.

Monitoring and Maintaining Interfaces

You can perform the tasks in the following sections to monitor and maintain interfaces:
e Monitoring Interface Status, page 9-17
¢ C(Clearing Counters on an Interface, page 9-18
e Resetting an Interface, page 9-18

¢ Shutting Down and Restarting an Interface, page 9-19

Monitoring Interface Status

The software contains commands that you can enter at the EXEC prompt to display information about
the interface including the version of the software and the hardware and statistics about interfaces. The
following table lists some of the interface monitoring commands. (You can display the complete list of
show commands by using the show ? command at the EXEC prompt.) These commands are described
in the Cisco 10S Interface Command Reference publication.

To display information about the interface, perform these tasks:

Command Purpose

Router# show ibc Displays current internal status information.

Router# show eobc Displays current internal out-of-band information.

Router# show interfaces [type slot/port] Displays the status and configuration of all or a specific
interface.

Router# show running-config Displays the currently running configuration.

[ oL-3999-08
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Command

Purpose

Router# show rif

Displays the current contents of the routing information field
(RIF) cache.

Router# show protocols [type slot/port]

Displays the global (system-wide) and interface-specific
status of any configured protocol.

Router# show version

Displays the hardware configuration, software version, the
names and sources of configuration files, and the boot images.

This example shows how to display the status of Fast Ethernet port 5/5:

Router# show protocols fastethernet 5/5

FastEthernet5/5 is up,
Router#

Clearing Counters on an Interface

line protocol is up

To clear the interface counters shown with the show interfaces command, perform this task:

Command

Purpose

Router# clear counters {{vlan vlan_ ID} |
{type' slot/port} | {port-channel channel_ID}}

Clears interface counters.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to clear and reset the counters on Fast Ethernet port 5/5:

Router# clear counters fastethernet 5/5

Clear "show interface"
Router#
*Sep 30 08:42:55:

counters on this interface

%CLEAR-5-COUNTERS :

[confirm] ¥y

Clear counter on interface FastEthernet5/5

The clear counters command clears all the current counters from the interface unless the optional

arguments specify a specific interface.

Note
counters retrieved using SNMP.

The clear counters command clears counters displayed with the EXEC show interfaces command, not

Resetting an Interface

To reset an interface, perform this task:

Command

Purpose

Router# clear interface type1 slot/port

Resets an interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to reset Fast Ethernet port 5/5:

Router# clear interface fastethernet 5/5

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Router#

Shutting Down and Restarting an Interface

You can shut down an interface, which disables all functions on the specified interface and shows the
interface as unavailable on all monitoring command displays. This information is communicated to other
network servers through all dynamic routing protocols. The interface is not included in any routing
updates.

To shut down an interface and then restart it, perform this task:

Command Purpose

Step1 Router(config)# interface {{vlan vlan ID} | Selects the interface to be configured.
{typel slot/port} \ {port-channel channel_ID}}

Step2 Router(config-if)# shutdown Shuts down the interface.

Step3 Router (config-if)# no shutdown Reenables the interface.

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to shut down Fast Ethernet port 5/5:

Router (config) # interface fastethernet 5/5

Router (config-if)# shutdown

Router (config-if) #

*Sep 30 08:33:47: SLINK-5-CHANGED: Interface FastEthernet5/5, changed state to
administratively down

This example shows how to reenable Fast Ethernet port 5/5:

Router (config-if)# no shutdown
Router (config-if) #
*Sep 30 08:36:00: 3LINK-3-UPDOWN: Interface FastEthernet5/5, changed state to up

To check if an interface is disabled, enter the EXEC show interfaces command. An interface that has
been shut down is shown as administratively down in the show interfaces command display.

Checking the Cable Status Using the TDR

~

Note

You can check the status of copper cables using the time domain reflectometer (TDR). The TDR detects
a cable fault by sending a signal through the cable and reading the signal that is reflected back to it. All
or part of the signal can be reflected back by any number of cable defects or by the end of the cable itself.

Use the TDR to determine if the cabling is at fault if you cannot establish a link. This test is especially
important when replacing an existing switch, upgrading to Gigabit Ethernet, or installing new cables.

The port must be up before running the TDR test. If the port is down, you cannot enter the test
cable-diagnostics tdr command successfully, and the following message is displayed:
Router# test cable-diagnostics tdr interface gigabitethernet2/12

% Interface Gi2/12 is administratively down
Use 'no shutdown' to enable interface before TDR test start.

o°

e TDR can test cables up to a maximum length of 115 meters.

[ oL-3999-08
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e See the Release Notes for Cisco 10S Release 12.2SXF and Rebuilds for information about which
modules support the TDR.

To start or stop the TDR test, perform this task:

Command Purpose
test cable-diagnostics tdr interface {interface Starts or stops the TDR test.
interface-number}

This example shows how to run the TDR-cable diagnostics:

Router # test cable-diagnostics tdr interface gigabitethernet2/1
TDR test started on interface Gi2/1

A TDR test can take a few seconds to run on an interface

Use 'show cable-diagnostics tdr' to read the TDR results.

Router #

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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. .. 10

Configuring LAN Ports for Layer 2 Switching

This chapter describes how to use the command-line interface (CLI) to configure Ethernet, Fast Ethernet,
Gigabit Ethernet, and 10-Gigabit Ethernet LAN ports for Layer 2 switching on the Catalyst 6500 series
switches. The configuration tasks in this chapter apply to LAN ports on LAN switching modules and to
the LAN ports on the supervisor engine.

e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

e To configure Layer 3 interfaces, see Chapter 22, “Configuring Layer 3 Interfaces.”

This chapter consists of these sections:
e Understanding How Layer 2 Switching Works, page 10-1
e Default Layer 2 LAN Interface Configuration, page 10-5
e Layer 2 LAN Interface Configuration Guidelines and Restrictions, page 10-5
e Configuring LAN Interfaces for Layer 2 Switching, page 10-6

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How Layer 2 Switching Works

These sections describe how Layer 2 switching works on the Catalyst 6500 series switches:
e Understanding Layer 2 Ethernet Switching, page 10-2
¢ Understanding VLAN Trunks, page 10-3
e Layer 2 LAN Port Modes, page 10-4

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g


http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html
http://www.cisco.com/go/techdocideas

Chapter 10  Configuring LAN Ports for Layer 2 Switching |

I Understanding How Layer 2 Switching Works

Understanding Layer 2 Ethernet Switching

These sections describe Layer 2 Ethernet switching:
e Layer 2 Ethernet Switching Overview, page 10-2
e Switching Frames Between Segments, page 10-2

¢ Building the Address Table, page 10-2

Layer 2 Ethernet Switching Overview

Catalyst 6500 series switches support simultaneous, parallel connections between Layer 2 Ethernet
segments. Switched connections between Ethernet segments last only for the duration of the packet. New
connections can be made between different segments for the next packet.

Catalyst 6500 series switches solve congestion problems caused by high-bandwidth devices and by a
large number of users by assigning each device (for example, a server) to its own 10-, 100-, or
1000-Mbps collision domain. Because each LAN port connects to a separate Ethernet collision domain,
servers in a properly configured switched environment achieve full access to the bandwidth.

Because collisions cause significant congestion in Ethernet networks, an effective solution is full-duplex
communication. Normally, Ethernet operates in half-duplex mode, which means that stations can either
receive or transmit. In full-duplex mode, two stations can transmit and receive at the same time. When
packets can flow in both directions simultaneously, the effective Ethernet bandwidth doubles.

Switching Frames Between Segments

Each LAN port on a Catalyst 6500 series switch can connect to a single workstation or server, or to a
hub through which workstations or servers connect to the network.

On a typical Ethernet hub, all ports connect to a common backplane within the hub, and the bandwidth
of the network is shared by all devices attached to the hub. If two stations establish a session that uses a
significant level of bandwidth, the network performance of all other stations attached to the hub is
degraded.

To reduce degradation, the switch considers each LAN port to be an individual segment. When stations
connected to different LAN ports need to communicate, the switch forwards frames from one LAN port
to the other at wire speed to ensure that each session receives full bandwidth.

To switch frames between LAN ports efficiently, the switch maintains an address table. When a frame
enters the switch, it associates the MAC address of the sending network device with the LAN port on
which it was received.

Building the Address Table

Catalyst 6500 series switches build the address table by using the source address of the frames received.
When the switch receives a frame for a destination address not listed in its address table, it floods the
frame to all LAN ports of the same VLAN except the port that received the frame. When the destination
station replies, the switch adds its relevant source address and port ID to the address table. The switch
then forwards subsequent frames to a single LAN port without flooding to all LAN ports.

The address table can store at least 32,000 address entries without flooding any entries. The switch uses
an aging mechanism, defined by a configurable aging timer, so if an address remains inactive for a
specified number of seconds, it is removed from the address table.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Understanding VLAN Trunks

These sections describe VLAN trunks on the Catalyst 6500 series switches:
¢ Trunking Overview, page 10-3
e Encapsulation Types, page 10-3

Trunking Overview

N

Note

Note

For information about VLANSs, see Chapter 14, “Configuring VLANSs.”

A trunk is a point-to-point link between the switch and another networking device. Trunks carry the
traffic of multiple VLANS over a single link and allow you to extend VLANSs across an entire network.

Two trunking encapsulations are available on all Ethernet ports:

¢ Inter-Switch Link (ISL)—ISL is a Cisco-proprietary trunking encapsulation.

N

Note The following switching modules do not support ISL encapsulation:

* WS-X6502-10GE
* WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6548-GE-45AF
* WS-X6148-GE-TX, WS-X6148V-GE-TX, WS-X6148-GE-45AF

e 802.1Q—802.1Q is an industry-standard trunking encapsulation.

You can configure a trunk on a single Ethernet port or on an EtherChannel. For more information about
EtherChannel, see Chapter 12, “Configuring EtherChannels.”

Ethernet trunk ports support several trunking modes (see Table 10-2 on page 10-4). You can specify
whether the trunk uses ISL or 802.1Q encapsulation, and if the encapsulation type is autonegotiated.

You can configure LAN ports to negotiate the encapsulation type. You cannot configure WAN interfaces
to negotiate the encapsulation type.

The Dynamic Trunking Protocol (DTP) manages trunk autonegotiation on LAN ports. DTP supports
autonegotiation of both ISL and 802.1Q trunks within a VTP domain.

To autonegotiate trunking, the LAN ports must be in the same VTP domain. Use the trunk or
nonegotiate keywords to force LAN ports in different domains to trunk. For more information on VTP
domains, see Chapter 13, “Configuring VTP.”

Encapsulation Types

Table 10-1 lists the Ethernet trunk encapsulation types.

[ oL-3999-08
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Table 10-1 Ethernet Trunk Encapsulation Types

Encapsulation

Function

switchport trunk encapsulation isl

Specifies ISL encapsulation on the trunk link.

Note  Some modules do not support ISL
encapsulation (see the “Trunking

Overview” section on page 10-3).

switchport trunk encapsulation dotlq

Specifies 802.1Q encapsulation on the trunk link.

switchport trunk encapsulation negotiate

Specifies that the LAN port negotiate with the

neighboring LAN port to become an ISL
(preferred) or 802.1Q trunk, depending on the
configuration and capabilities of the neighboring
LAN port.

The trunking mode, the trunk encapsulation type, and the hardware capabilities of the two connected
LAN ports determine whether a link becomes an ISL or 802.1Q trunk.

Layer 2 LAN Port Modes

Table 10-2 lists the Layer 2 LAN port modes and describes how they function on LAN ports.

Table 10-2 Layer 2 LAN Port Modes

Mode

Function

switchport mode access

Puts the LAN port into permanent nontrunking mode and negotiates to convert the
link into a nontrunk link. The LAN port becomes a nontrunk port even if the
neighboring LAN port does not agree to the change.

switchport mode dynamic desirable

Makes the LAN port actively attempt to convert the link to a trunk link. The LAN
port becomes a trunk port if the neighboring LAN port is set to trunk, desirable, or
auto mode. This is the default mode for all LAN ports.

switchport mode dynamic auto

Makes the LAN port willing to convert the link to a trunk link. The LAN port
becomes a trunk port if the neighboring LAN port is set to trunk or desirable mode.

switchport mode trunk

Puts the LAN port into permanent trunking mode and negotiates to convert the link
into a trunk link. The LAN port becomes a trunk port even if the neighboring port
does not agree to the change.

switchport nonegotiate

Puts the LAN port into permanent trunking mode but prevents the port from
generating DTP frames. You must configure the neighboring port manually as a
trunk port to establish a trunk link.

S

Note

DTP is a point-to-point protocol. However, some internetworking devices might forward DTP frames

improperly. To avoid this problem, ensure that LAN ports connected to devices that do not support DTP
are configured with the access keyword if you do not intend to trunk across those links. To enable
trunking to a device that does not support DTP, use the nonegotiate keyword to cause the LAN port to
become a trunk but not generate DTP frames.
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Default Layer 2 LAN Interface Configuration

Table 10-3 shows the Layer 2 LAN port default configuration.

Table 10-3 Layer 2 LAN Interface Default Configuration

Feature

Default

Interface mode:
e Before entering the switchport command

e After entering the switchport command

Layer 3 (unconfigured)

switchport mode dynamic desirable

Trunk encapsulation

switchport trunk encapsulation negotiate

Allowed VLAN range

VLANS 1 to 4094, except reserved VLANS (see
Table 14-1 on page 14-2)

VLAN range eligible for pruning

VLANSs 2 to 1001

Default access VLAN VLAN 1

Native VLAN (for 802.1Q trunks) VLAN 1

Spanning Tree Protocol (STP) Enabled for all VLANSs
STP port priority 128

STP port cost

e 100 for 10-Mbps Ethernet LAN ports

e 19 for 10/100-Mbps Fast Ethernet LAN ports
e 19 for 100-Mbps Fast Ethernet LAN ports

e 4 for 1,000-Mbps Gigabit Ethernet LAN ports

e 2 for 10,000-Mbps 10-Gigabit Ethernet LAN
ports

Layer 2 LAN Interface Configuration Guidelines and Restrictions

When configuring Layer 2 LAN ports, follow these guidelines and restrictions:

e The following switching modules do not support ISL encapsulation:

- WS-X6502-10GE

- WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6548-GE-45AF
- WS-X6148-GE-TX, WS-X6148V-GE-TX, WS-X6148-GE-45AF
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The following configuration guidelines and restrictions apply when using 802.1Q trunks and impose
some limitations on the trunking strategy for a network. Note these restrictions when using 802.1Q
trunks:

When connecting Cisco switches through an 802.1q trunk, make sure the native VLAN for an
802.1Q trunk is the same on both ends of the trunk link. If the native VLAN on one end of the
trunk is different from the native VLAN on the other end, spanning tree loops might result.

Disabling spanning tree on the native VLAN of an 802.1Q trunk without disabling spanning tree
on every VLAN in the network can cause spanning tree loops. We recommend that you leave
spanning tree enabled on the native VLAN of an 802.1Q trunk. If this is not possible, disable
spanning tree on every VLAN in the network. Make sure your network is free of physical loops
before disabling spanning tree.

When you connect two Cisco switches through 802.1Q trunks, the switches exchange spanning
tree BPDUs on each VLAN allowed on the trunks. The BPDUs on the native VLAN of the trunk
are sent untagged to the reserved IEEE 802.1d spanning tree multicast MAC address
(01-80-C2-00-00-00). The BPDUs on all other VLANS on the trunk are sent tagged to the
reserved Cisco Shared Spanning Tree (SSTP) multicast MAC address (01-00-Oc-cc-cc-cd).

Non-Cisco 802.1Q switches maintain only a single instance of spanning tree that defines the
spanning tree topology for all VLANs. When you connect a Cisco switch to a non-Cisco switch
through an 802.1Q trunk, the MST of the non-Cisco switch and the native VLAN spanning tree
of the Cisco switch combine to form a single spanning tree topology known as the Common
Spanning Tree (CST).

Because Cisco switches transmit BPDUs to the SSTP multicast MAC address on VLANS other
than the native VLAN of the trunk, non-Cisco switches do not recognize these frames as BPDUs
and flood them on all ports in the corresponding VLAN. Other Cisco switches connected to the
non-Cisco 802.1q cloud receive these flooded BPDUs. This allows Cisco switches to maintain
a per-VLAN spanning tree topology across a cloud of non-Cisco 802.1Q switches. The
non-Cisco 802.1Q cloud separating the Cisco switches is treated as a single broadcast segment
between all switches connected to the non-Cisco 802.1q cloud through 802.1q trunks.

Make certain that the native VLAN is the same on all of the 802.1q trunks connecting the Cisco
switches to the non-Cisco 802.1q cloud.

If you are connecting multiple Cisco switches to a non-Cisco 802.1q cloud, all of the
connections must be through 802.1q trunks. You cannot connect Cisco switches to a non-Cisco
802.1q cloud through ISL trunks or through access ports. Doing so causes the switch to place
the ISL trunk port or access port into the spanning tree “port inconsistent” state and no traffic
will pass through the port.

Configuring LAN Interfaces for Layer 2 Switching

These sections describe how to configure Layer 2 switching on the Catalyst 6500 series switches:

Configuring a LAN Port for Layer 2 Switching, page 10-7

Configuring a Layer 2 Switching Port as a Trunk, page 10-8

Configuring a LAN Interface as a Layer 2 Access Port, page 10-14
Configuring a Custom IEEE 802.1Q EtherType Field Value, page 10-15
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Use the default interface {ethernet | fastethernet | gigabitethernet | tengigabitethernet} slot/port
command to revert an interface to its default configuration.

Configuring a LAN Port for Layer 2 Switching

To configure a LAN port for Layer 2 switching, perform this task:

Command Purpose
Step1 Router(config)# interface type' slot/port Selects the LAN port to configure.
Step2 Router(config-if)# shutdown (Optional) Shuts down the interface to prevent traffic flow

until configuration is complete.

Step3 Router(config-if)# switchport

Configures the LAN port for Layer 2 switching.

Note  You must enter the switchport command once
without any keywords to configure the LAN port
as a Layer 2 port before you can enter additional
switchport commands with keywords.

Router (config-if)# no switchport Clears Layer 2 LAN port configuration.

Step4 Router(config-if)# no shutdown

Activates the interface. (Required only if you shut down
the interface.)

Step5 Router(config-if)# end Exits configuration mode.

Step6 Router# show running-config interface Displays the running configuration of the interface.
[type' slot/port]

Step7 Router# show interfaces [type' slot/port] Displays the switch port configuration of the interface.
switchport

Step8 Router# show interfaces [type' slot/port] trunk Displays the trunk configuration of the interface.

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

Note

After you enter the switchport command, the default mode is switchport mode dynamic desirable. If
the neighboring port supports trunking and is configured to allow trunking, the link becomes a Layer 2
trunk when you enter the switchport command. By default, LAN trunk ports negotiate encapsulation. If
the neighboring port supports ISL and 802.1Q encapsulation and both ports are set to negotiate the
encapsulation type, the trunk uses ISL encapsulation (10-Gigabit Ethernet ports do not support ISL
encapsulation).

When using the switchport command, if a port configured for Layer 3 is now configured for Layer 2,
the configuration for Layer 3 is retained in the memory but not in the running configuration and is
applied to the port whenever the port switches back to Layer 3. Also, if a port configured for Layer 2 is
now configured for Layer 3, the configuration for Layer 2 is retained in the memory but not in the
running configuration and is applied to the port whenever the port switches back to Layer 2. To restore
the default configuration of the port in the memory and in the running configuration, use the default
interface command. To avoid potential issues while changing the role of a port using the switchport
command, shut down the interface before applying the switchport command.
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Configuring a Layer 2 Switching Port as a Trunk

These section describe configuring a Layer 2 switching port as a trunk:
e Configuring the Layer 2 Switching Port as an ISL or 802.1Q Trunk, page 10-8
¢ Configuring the Layer 2 Trunk to Use DTP, page 10-9
e Configuring the Layer 2 Trunk Not to Use DTP, page 10-9
e Configuring the Access VLAN, page 10-10
e Configuring the 802.1Q Native VLAN, page 10-10
e Configuring the List of VLANs Allowed on a Trunk, page 10-11
e Configuring the List of Prune-Eligible VLANS, page 10-11
e Completing Trunk Configuration, page 10-12
e Verifying Layer 2 Trunk Configuration, page 10-12

e Configuration and Verification Examples, page 10-13

Configuring the Layer 2 Switching Port as an ISL or 802.1Q Trunk

~

Note e Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7
before performing the tasks in this section.

e When you enter the switchport command with no other keywords (Step 3 in the previous section),
the default mode is switchport mode dynamic desirable and switchport trunk encapsulation
negotiate.

To configure the Layer 2 switching port as an ISL or 802.1Q trunk, perform this task:

Command Purpose

Router (config-if)# switchport trunk encapsulation (Optional) Configures the encapsulation, which configures
{isl | dotlq | negotiate} the Layer 2 switching port as either an ISL or 802.1Q trunk.
Router (config-if)# no switchport trunk encapsulation | Reverts to the default trunk encapsulation mode (negotiate).

When configuring the Layer 2 switching port as an ISL or 802.1Q trunk, note the following information:

e The switchport mode trunk command (see the “Configuring the Layer 2 Trunk Not to Use DTP”
section on page 10-9) is not compatible with the switchport trunk encapsulation negotiate
command.

e To support the switchport mode trunk command, you must configure the encapsulation as either
ISL or 802.1Q.

¢ The following switching modules do not support ISL encapsulation:
- WS-X6502-10GE
- WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6548-GE-45AF
- WS-X6148-GE-TX, WS-X6148V-GE-TX, WS-X6148-GE-45AF
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~
Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the
tasks in this section.

Configuring the Layer 2 Trunk to Use DTP
~

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before
performing the tasks in this section.

To configure the Layer 2 trunk to use DTP, perform this task:

Command Purpose

Router (config-if)# switchport mode dynamic {auto | (Optional) Configures the trunk to use DTP.

desirable}

Router (config-if)# no switchport mode Reverts to the default trunk trunking mode (switchport mode
dynamic desirable).

When configuring the Layer 2 trunk to use DTP, note the following information:
e Required only if the interface is a Layer 2 access port or to specify the trunking mode.
e See Table 10-2 on page 10-4 for information about trunking modes.
~

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the
tasks in this section.

Configuring the Layer 2 Trunk Not to Use DTP
N

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before
performing the tasks in this section.

To configure the Layer 2 trunk not to use DTP, perform this task:

Command Purpose
Step1 Router (config-if)# switchport mode trunk (Optional) Configures the port to trunk unconditionally.
Router (config-if)# no switchport mode Reverts to the default trunk trunking mode (switchport
mode dynamic desirable).
Step2 Router (config-if)# switchport nonegotiate (Optional) Configures the trunk not to use DTP.
Router (config-if)# no switchport nonegotiate Enables DTP on the port.

When configuring the Layer 2 trunk not to use DTP, note the following information:

e Before entering the switchport mode trunk command, you must configure the encapsulation (see
the “Configuring the Layer 2 Switching Port as an ISL or 802.1Q Trunk” section on page 10-8).
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e To support the switchport nonegotiate command, you must enter the switchport mode trunk

command.

¢ Enter the switchport mode dynamic trunk command. See Table 10-2 on page 10-4 for information

about trunking modes.

e Before entering the switchport nonegotiate command, you must configure the encapsulation (see
the “Configuring the Layer 2 Switching Port as an ISL or 802.1Q Trunk” section on page 10-8) and
configure the port to trunk unconditionally with the switchport mode trunk command (see the
“Configuring the Layer 2 Trunk to Use DTP” section on page 10-9).

N

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the

tasks in this section.

Configuring the Access VLAN
A

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before

performing the tasks in this section.

To configure the access VLAN, perform this task:

Command

Purpose

Router (config-if)# switchport access vlan vlan ID

Router (config-if)# no switchport access vlan

(Optional) Configures the access VLAN, which is used if the
interface stops trunking. The vian_ID value can be 1 through
4094, except reserved VLANS (see Table 14-1 on page 14-2).

Reverts to the default value (VLAN 1).

S

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the

tasks in this section.

Configuring the 802.1Q Native VLAN
A

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before

performing the tasks in this section.

To configure the 802.1Q native VLAN, perform this task:

Command

Purpose

Router (config-if)# switchport trunk native vlan
vlan_ID

Router (config-if)# no switchport trunk native vlan

(Optional) Configures the 802.1Q native VLAN.

Reverts to the default value (VLAN 1).
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When configuring the native VLAN, note the following information:
e The vian_ID value can be 1 through 4094, except reserved VLANSs (see Table 14-1 on page 14-2).
e The access VLAN is not automatically used as the native VLAN.

S

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the
tasks in this section.

Configuring the List of VLANs Allowed on a Trunk
N

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before
performing the tasks in this section.

To configure the list of VLANs allowed on a trunk, perform this task:

Command Purpose

Router (config-if)# switchport trunk allowed vlan {add |(Optional) Configures the list of VLANSs allowed on the
| except | none | remove} vlan [,vlanl[,vlan[,...]] trunk.

Router (config-if)# no switchport trunk allowed vlan Reverts to the default value (all VLANSs allowed).

When configuring the list of VLANSs allowed on a trunk, note the following information:

e The vian parameter is either a single VLAN number from 1 through 4094, or a range of VLANs
described by two VLAN numbers, the lesser one first, separated by a dash. Do not enter any spaces
between comma-separated vian parameters or in dash-specified ranges.

e All VLANSs are allowed by default.

¢ Youcanremove VLAN 1. If you remove VLAN 1 from a trunk, the trunk interface continues to send
and receive management traffic, for example, Cisco Discovery Protocol (CDP), VLAN Trunking
Protocol (VTP), Port Aggregation Protocol (PAgP), and DTP in VLAN 1.

~

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the
tasks in this section.

Configuring the List of Prune-Eligible VLANs
N

Note  Complete the steps in the “Configuring a LAN Port for Layer 2 Switching” section on page 10-7 before
performing the tasks in this section.
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To configure the list of prune-eligible VLANSs on the Layer 2 trunk, perform this task:

Command Purpose
Router (config-if)# switchport trunk pruning vlan (Optional) Configures the list of prune-eligible VLANSs on the
{none |{{add | except | remove) trunk (see the “Understanding VTP Pruning” section on
vlan[,vlan[,vlan[,...11}}

page 13-4).
Router (config-if)# no switchport trunk pruning vlan Reverts to the default value (all VLANSs prune-eligible).

When configuring the list of prune-eligible VLANSs on a trunk, note the following information:

e The vian parameter is either a single VLAN number from 1 through 4094, except reserved VLANs
(see Table 14-1 on page 14-2), or a range of VLANSs described by two VLAN numbers, the lesser
one first, separated by a dash. Do not enter any spaces between comma-separated vlan parameters
or in dash-specified ranges.

e The default list of VLANSs allowed to be pruned contains all VLANs.

e Network devices in VTP transparent mode do not send VTP Join messages. On Catalyst 6500 series
switches with trunk connections to network devices in VTP transparent mode, configure the VLANSs used
by the transparent-mode network devices or that need to be carried across the transparent-mode network
devices as pruning ineligible.

N

Note  Complete the steps in the “Completing Trunk Configuration” section on page 10-12 after performing the
tasks in this section.

Completing Trunk Configuration

To complete Layer 2 trunk configuration, perform this task:

Command Purpose

Step1 Router(config-if)# no shutdown Activates the interface. (Required only if you shut down
the interface.)

Step2 Router(config-if)# end Exits configuration mode.

Verifying Layer 2 Trunk Configuration

To verify Layer 2 trunk configuration, perform this task:

Command Purpose

Step1 Router# show running-config interface type' Displays the running configuration of the interface.
slot/port

Step2 Router# show interfaces [type' slot/port] Displays the switch port configuration of the interface.
switchport

Step3 Router# show interfaces [type' slot/port] trunk Displays the trunk configuration of the interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet
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Configuration and Verification Examples

This example shows how to configure the Fast Ethernet port 5/8 as an 802.1Q trunk. This example
assumes that the neighbor port is configured to support 802.1Q trunking:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # interface fastethernet 5/8

Router (config-if)# shutdown
Router (config-if)# switchport
Router (config-if
(
(

)

)# switchport mode dynamic desirable
Router (config-if)# switchport trunk encapsulation dotlg
Router (config-if)# no shutdown
Router (config-if)# end

Router# exit

This example shows how to verify the configuration:

Router# show running-config interface fastethernet 5/8
Building configuration...
Current configuration:

|

interface FastEthernet5/8

no ip address

switchport

switchport trunk encapsulation dotlg
end

Router# show interfaces fastethernet 5/8 switchport
Name: Fab5/8

Switchport: Enabled

Administrative Mode: dynamic desirable
Operational Mode: trunk

Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: dotlg
Negotiation of Trunking: Enabled

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: ALL

Router# show interfaces fastethernet 5/8 trunk

Port Mode Encapsulation Status Native vlan
Fa5/8 desirable n-802.1qg trunking 1
Port Vlans allowed on trunk

Fa5/8 1-1005

Port Vlans allowed and active in management domain
Fa5/8 1-6,10,20,50,100,152,200,300,303-305,349-351,400,500,521,524,570,801-8
02,850,917,999,1002-1005

Port Vlans in spanning tree forwarding state and not pruned
Fa5/8 1-6,10,20,50,100,152,200,300,303-305,349-351,400,500,521,524,570,801-8
02,850,917,999,1002-1005

Router#
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Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter 10  Configuring LAN Ports for Layer 2 Switching |

I Configuring LAN Interfaces for Layer 2 Switching

Configuring a LAN Interface as a Layer 2 Access Port

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Step 8
Step 9

Step 10
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Note  If you assign a LAN portto a VLAN that does not exist, the port is shut down until you create the VLAN
in the VLAN database (see the “Creating or Modifying an Ethernet VLAN” section on page 14-10).
To configure a LAN port as a Layer 2 access port, perform this task:
Command Purpose

Router (config) # interface type' slot/port

Selects the LAN port to configure.

Router (config-if)# shutdown

(Optional) Shuts down the interface to prevent traffic flow
until configuration is complete.

Router (config-if)# switchport

Router (config-if)# no switchport

Configures the LAN port for Layer 2 switching.

Note  You must enter the switchport command once
without any keywords to configure the LAN port
as a Layer 2 port before you can enter additional

switchport commands with keywords.

Clears Layer 2 LAN port configuration.

Router (config-if)# switchport mode access

Router (config-if)# no switchport mode

Configures the LAN port as a Layer 2 access port.

Reverts to the default switchport mode (switchport mode
dynamic desirable).

Router (config-if)# switchport access vlan vlan ID

Router (config-if)# no switchport access vlan

Places the LAN port in a VLAN. The vlan_ID value can
be 1 through 4094, except reserved VLANS (see
Table 14-1 on page 14-2).

Reverts to the default access VLAN (VLAN 1).

Router (config-if)# no shutdown

Activates the interface. (Required only if you shut down
the interface.)

Router (config-if)# end

Exits configuration mode.

Router# show running-config interface
[type' slot/port]

Displays the running configuration of the interface.

Router# show interfaces [type’ slot/port]
switchport

Displays the switch port configuration of the interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to configure the Fast Ethernet port 5/6 as an access port in VLAN 200:

Router# configure terminal
Enter configuration commands,

one per line.

End with CNTL/Z.

Router (config) # interface fastethernet 5/6

shutdown
switchport

Router (config-if) #
Router (config-if) #
Router (config-if
(
(

)

) # switchport mode access
Router (config-if)# switchport access vlan 200
Router (config-if)# no shutdown
Router (config-if)# end

Router# exit
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This example shows how to verify the configuration:

Router# show running-config interface fastethernet 5/6
Building configuration...

|
Current configuration:

interface FastEthernet5/6

no ip address

switchport access vlan 200

switchport mode access
end

Router# show interfaces fastethernet 5/6 switchport
Name: Fab5/6

Switchport: Enabled

Administrative Mode: static access

Operational Mode: static access

Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: native
Negotiation of Trunking: Enabled

Access Mode VLAN: 200 (VLANO0200)

Trunking Native Mode VLAN: 1 (default)

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: ALL

Router#

Configuring a Custom IEEE 802.1Q EtherType Field Value

With Release 12.2(17a)SX and later releases, you can configure a custom EtherType field value on a port
to support network devices that do not use the standard 0x8100 EtherType field value on 802.1Q-tagged
or 802.1p-tagged frames.

To configure a custom value for the EtherType field, perform this task:

Command Purpose

Router (config-if)# switchport dotlq ethertype value Configures the 802.1Q EtherType field value for the port.

Router (config-if)# no switchport dotlq ethertype Reverts to the default 802.1Q EtherType field value (0x8100).

When configuring a custom EtherType field value, note the following information:

¢ To use a custom EtherType field value, all network devices in the traffic path across the network
must support the custom EtherType field value.

* You can configure a custom EtherType field value on trunk ports, access ports, and tunnel ports.
¢ You can configure a custom EtherType field value on the member ports of an EtherChannel.
* You cannot configure a custom EtherType field value on a port-channel interface.

e Each port supports only one EtherType field value. A port that is configured with a custom
EtherType field value does not recognize frames that have any other EtherType field value as tagged
frames. For example, a trunk port that is configured with a custom EtherType field value does not
recognize the standard 0x8100 EtherType field value on 802.1Q-tagged frames and cannot put the
frames into the VLAN to which they belong.
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A

Caution

o

A port that is configured with a custom EtherType field value considers frames that have any other
EtherType field value to be untagged frames. A trunk port with a custom EtherType field value places
frames with any other EtherType field value into the native VLAN. An access port or tunnel port with a
custom EtherType field value places frames that are tagged with any other EtherType field value into the
access VLAN. If you misconfigure a custom EtherType field value, frames might be placed into the
wrong VLAN.

e See the Release Notes for Cisco I0S Release 12.2SXF and Rebuilds for a list of the modules that
support custom IEEE 802.1Q EtherType field values.

This example shows how to configure the EtherType field value to 0x1234:

Router (config-if)# switchport dotlqg ethertype 1234
Router (config-if)#

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring Flex Links

This chapter describes how to configure Flex Links on the Catalyst 6500 series switch.
Release 12.2(18)SXF and later releases support Flex Links.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX, at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

The chapter consists of these sections:
e Understanding Flex Links, page 11-1
e Configuring Flex Links, page 11-2
e Monitoring Flex Links, page 11-4

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding Flex Links

Flex Links are a pair of a Layer 2 interfaces (switchports or port channels), where one interface is
configured to act as a backup to the other. Flex Links are typically configured in service-provider or
enterprise networks where customers do not want to run STP. Flex Links provide link-level redundancy
that is an alternative to Spanning Tree Protocol (STP). STP is automatically disabled on Flex Links
interfaces.

The Catalyst 6500 series switches support a maximum of 16 Flex Links.

To configure the Flex Links feature, you configure one Layer 2 interface as the standby link for the link
that you want to be primary. With Flex Links configured for a pair of interfaces, only one of the
interfaces is in the linkup state and is forwarding traffic. If the primary link shuts down, the standby link
starts forwarding traffic. When the inactive link comes back up, it goes into standby mode.
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In Figure 11-1, ports 1 and 2 on switch A are connected to uplink switches B and C. Because they are
configured as Flex Links, only one of the interfaces is forwarding traffic and the other one is in standby
mode. If port 1 is the active link, it begins forwarding traffic between port 1 and switch B; the link
between port 2 (the backup link) and switch C is not forwarding traffic. If port 1 goes down, port 2 comes
up and starts forwarding traffic to switch C. When port 1 comes back up, it goes into standby mode and
does not forward traffic; port 2 continues to forward traffic.

Figure 11-1 Flex Links Configuration Example
B C

Port 1 g? Port 2
I

140036

If a primary (forwarding) link goes down, a trap notifies the network management stations. If the standby
link goes down, a trap notifies the users.

Flex Links are supported only on Layer 2 ports and port channels, not on VLANSs or on Layer 3 ports.

Configuring Flex Links

These sections contain this configuration information:
¢ Flex Links Default Configuration, page 11-2
e Flex Links Configuration Guidelines and Restrictions, page 11-2

e Configuring Flex Links, page 11-3

Flex Links Default Configuration

There is no default Flex Links configuration.

Flex Links Configuration Guidelines and Restrictions

When configuring Flex Links, follow these guidelines and restrictions:

¢ You can configure only one Flex Links backup link for any active link, and it must be a different
interface from the active interface.

¢ An interface can belong to only one Flex Links pair. An interface can be a backup link for only one
active link. An active link cannot belong to another Flex Links pair.

¢ Neither of the links can be a port that belongs to an EtherChannel. However, you can configure two
port channels (EtherChannel logical interfaces) as Flex Links, and you can configure a port channel
and a physical interface as Flex Links, with either the port channel or the physical interface as the
active link.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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A backup link does not have to be the same type as the active link (Fast Ethernet, Gigabit Ethernet,
or port channel). However, you should configure both Flex Links with similar characteristics so that
there are no loops or changes in operation if the standby link becomes active.

STP is disabled on Flex Links ports. If STP is disabled on the switch, be sure that there are no Layer 2
loops in the network topology.

Do not configure the following STP features on Flex Links ports or the ports to which the links
connect:

— Bridge Assurance
- UplinkFast

— BackboneFast

— EtherChannel Guard
— Root Guard

— Loop Guard

— PVST Simulation

Configured MAC addresses should be different on active and backup ports. The current CLI
disallows configuring of the same address on two ports. Therefore, users have to reconfigure those
addresses after Flex Links failover.

Port security on Flex Links ports may trigger false violations during Flex Links switchover which
in turn triggers a port security shutdown or restrict action. We do not recommend configuring port
security on Flex Links ports.

Configuring Flex Links

To configure Flex Links, perform this task:

Command Purpose
Step1 Router# configure terminal Enters global configuration mode.
Step2 Router(conf)# interface {{type' slot/port} | Specifies a Layer 2 interface.
{port-channel number}}
Step3 Router(conf-if)# switchport backup interface Configures the interface as part of a Flex Links pair.
{{type' slot/port} \ {port-channel number}}
Step4 Router(conf-if)# exit Exits configuration mode.
Step5 Router# show interface [{type' slot/port} | Verifies the configuration.
{port-channel number}] switchport backup
Step6 Router# copy running-config startup config (Optional) Saves your entries in the switch startup
configuration file.

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to configure an interface with a backup interface and how to verify the
configuration:

Router# configure terminal

Router (conf)# interface fastethernetl/1

Router (conf-if)# switchport backup interface fastethernetl/2
Router (conf-if)# exit

Router# show interface switchport backup

[ oL-3999-08
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Router Backup Interface Pairs:

Active Interface Backup Interface State

FastEthernetl/1 FastEthernetl/2 Active Up/Backup Standby
FastEthernetl/3 FastEthernet2/4 Active Up/Backup Standby
Port-channell GigabitEthernet7/1 Active Up/Backup Standby

Monitoring Flex Links

Table 11-1 shows the privileged EXEC command for monitoring the Flex Links configuration.

Table 11-1 Flex Links Monitoring Command
Command Purpose
show interface [{type' slot/port} | {port-channel Displays the Flex Links backup interface configured for an

number}] switchport backup interface, or displays all Flex Links configured on the switch

and the state of each active and backup interface (up or
standby mode).

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

pe

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Tip

CHAPTER 1

Configuring EtherChannels

This chapter describes how to configure EtherChannels on the Catalyst 6500 series switch Layer 2 or
Layer 3 LAN ports.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Understanding How EtherChannels Work, page 12-1
e EtherChannel Feature Configuration Guidelines and Restrictions, page 12-5

e Configuring EtherChannels, page 12-7

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How EtherChannels Work

These sections describe how EtherChannels work:
e FEtherChannel Feature Overview, page 12-2
¢ Understanding How EtherChannels Are Configured, page 12-2
e Understanding Port Channel Interfaces, page 12-5
e Understanding Load Balancing, page 12-5
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EtherChannel Feature Overview

Note

An EtherChannel bundles individual Ethernet links into a single logical link that provides the aggregate
bandwidth of up to eight physical links.

With Release 12.2(18)SXE and later releases, a Catalyst 6500 series switch supports a maximum of
128 EtherChannels. With releases earlier than Release 12.2(18)SXE, a Catalyst 6500 series switch
supports a maximum of 64 EtherChannels.

You can form an EtherChannel with up to eight compatibly configured LAN ports on any module in a
Catalyst 6500 series switch. All LAN ports in each EtherChannel must be the same speed and must all
be configured as either Layer 2 or Layer 3 LAN ports.

The network device to which a Catalyst 6500 series switch is connected may impose its own limits on
the number of ports in an EtherChannel.

If a segment within an EtherChannel fails, traffic previously carried over the failed link switches to the
remaining segments within the EtherChannel. When a failure occurs, the EtherChannel feature sends a
trap that identifies the switch, the EtherChannel, and the failed link. Inbound broadcast and multicast
packets on one segment in an EtherChannel are blocked from returning on any other segment of the
EtherChannel.

Understanding How EtherChannels Are Configured

These sections describe how EtherChannels are configured:
e EtherChannel Configuration Overview, page 12-2
¢ Understanding Manual EtherChannel Configuration, page 12-3
¢ Understanding PAgP EtherChannel Configuration, page 12-3
¢ Understanding IEEE 802.3ad LACP EtherChannel Configuration, page 12-4

EtherChannel Configuration Overview

You can configure EtherChannels manually or you can use the Port Aggregation Control Protocol
(PAgP) or the Link Aggregation Control Protocol (LACP) to form EtherChannels. The EtherChannel
protocols allow ports with similar characteristics to form an EtherChannel through dynamic negotiation
with connected network devices. PAgP is a Cisco-proprietary protocol and LACP is defined in IEEE
802.3ad.

PAgP and LACP do not interoperate with each other. Ports configured to use PAgP cannot form
EtherChannels with ports configured to use LACP. Ports configured to use LACP cannot form
EtherChannels with ports configured to use PAgP. Neither interoperates with ports configured manually.

Table 12-1 lists the user-configurable EtherChannel modes.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Table 12-1 EtherChannel Modes

Mode Description

on Mode that forces the LAN port to channel unconditionally. In the on mode, a usable
EtherChannel exists only when a LAN port group in the on mode is connected to another
LAN port group in the on mode. Because ports configured in the on mode do not negotiate,
there is no negotiation traffic between the ports. You cannot configure the on mode with
an EtherChannel protocol. If one end uses the on mode, the other end must also.

auto PAgP mode that places a LAN port into a passive negotiating state, in which the port
responds to PAgP packets it receives but does not initiate PAgP negotiation. (Default)

desirable |PAgP mode that places a LAN port into an active negotiating state, in which the port
initiates negotiations with other LAN ports by sending PAgP packets.

passive LACP mode that places a port into a passive negotiating state, in which the port responds
to LACP packets it receives but does not initiate LACP negotiation. (Default)

active LACP mode that places a port into an active negotiating state, in which the port initiates

negotiations with other ports by sending LACP packets.

Understanding Manual EtherChannel Configuration

Manually configured EtherChannel ports do not exchange EtherChannel protocol packets. A manually
configured EtherChannel forms only when you configure all ports in the EtherChannel compatibly.

Understanding PAgP EtherChannel Configuration

PAgP supports the automatic creation of EtherChannels by exchanging PAgP packets between LAN
ports. PAgP packets are exchanged only between ports in auto and desirable modes.

The protocol learns the capabilities of LAN port groups dynamically and informs the other LAN ports.
Once PAgP identifies correctly matched Ethernet links, it facilitates grouping the links into an
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port.

Both the auto and desirable modes allow PAgP to negotiate between LAN ports to determine if they can
form an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels
also use VLAN numbers.

LAN ports can form an EtherChannel when they are in different PAgP modes if the modes are
compatible. For example:

e A LAN port in desirable mode can form an EtherChannel successfully with another LAN port that
is in desirable mode.

¢ A LAN port in desirable mode can form an EtherChannel with another LAN port in auto mode.

e A LAN port in auto mode cannot form an EtherChannel with another LAN port that is also in auto
mode, because neither port will initiate negotiation.
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Understanding IEEE 802.3ad LACP EtherChannel Configuration

LACP supports the automatic creation of EtherChannels by exchanging LACP packets between LAN
ports. LACP packets are exchanged only between ports in passive and active modes.

The protocol learns the capabilities of LAN port groups dynamically and informs the other LAN ports.
Once LACP identifies correctly matched Ethernet links, it facilitates grouping the links into an
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port.

Both the passive and active modes allow LACP to negotiate between LAN ports to determine if they can
form an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels
also use VLAN numbers.

LAN ports can form an EtherChannel when they are in different LACP modes as long as the modes are
compatible. For example:

e A LAN port in active mode can form an EtherChannel successfully with another LAN port that is
in active mode.

e A LAN port in active mode can form an EtherChannel with another LAN port in passive mode.

e A LAN port in passive mode cannot form an EtherChannel with another LAN port that is also in
passive mode, because neither port will initiate negotiation.

LACP uses the following parameters:

e LACP system priority— You must configure an LACP system priority on each switch running LACP.
The system priority can be configured automatically or through the CLI (see the “Configuring the
LACP System Priority and System ID” section on page 12-10). LACP uses the system priority with
the switch MAC address to form the system ID and also during negotiation with other systems.

A
Note The LACP system ID is the combination of the LACP system priority value and the MAC
address of the switch.

e LACP port priority— You must configure an LACP port priority on each port configured to use
LACP. The port priority can be configured automatically or through the CLI (see the “Configuring
Channel Groups” section on page 12-8). LACP uses the port priority with the port number to form
the port identifier. LACP uses the port priority to decide which ports should be put in standby mode
when there is a hardware limitation that prevents all compatible ports from aggregating.

¢ LACP administrative key—LACP automatically configures an administrative key value equal to the
channel group identification number on each port configured to use LACP. The administrative key
defines the ability of a port to aggregate with other ports. A port’s ability to aggregate with other
ports is determined by these factors:

— Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared
medium

— Configuration restrictions that you establish

On ports configured to use LACP, LACP tries to configure the maximum number of compatible ports in
an EtherChannel, up to the maximum allowed by the hardware (eight ports). If LACP cannot aggregate
all the ports that are compatible (for example, the remote system might have more restrictive hardware
limitations), then all the ports that cannot be actively included in the channel are put in hot standby state
and are used only if one of the channeled ports fails. You can configure an additional 8 standby ports
(total of 16 ports associated with the EtherChannel).
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Understanding Port Channel Interfaces

Each EtherChannel has a numbered port channel interface. With Release 12.2(18)SXE and later releases,
you can configure a maximum of 128 port-channel interfaces, numbered from 1 to 256. With releases
earlier than Release 12.2(18)SXE, you can configure a maximum of 64 port-channel interfaces,
numbered from 1 to 256.

The configuration that you apply to the port channel interface affects all LAN ports assigned to the port
channel interface.

After you configure an EtherChannel, the configuration that you apply to the port channel interface
affects the EtherChannel; the configuration that you apply to the LAN ports affects only the LAN port
where you apply the configuration. To change the parameters of all ports in an EtherChannel, apply the
configuration commands to the port channel interface, for example, Spanning Tree Protocol (STP)
commands or commands to configure a Layer 2 EtherChannel as a trunk.

Understanding Load Balancing

An EtherChannel balances the traffic load across the links in an EtherChannel by reducing part of the
binary pattern formed from the addresses in the frame to a numerical value that selects one of the links
in the channel.

EtherChannel load balancing can use MAC addresses or IP addresses. EtherChannel load balancing can
also use Layer 4 port numbers. EtherChannel load balancing can use either source or destination or both
source and destination addresses or ports. The selected mode applies to all EtherChannels configured on
the switch. EtherChannel load balancing can use MPLS Layer 2 information.

Use the option that provides the balance criteria with the greatest variety in your configuration. For
example, if the traffic on an EtherChannel is going only to a single MAC address and you use the
destination MAC address as the basis of EtherChannel load balancing, the EtherChannel always chooses
the same link in the EtherChannel; using source addresses or IP addresses might result in better load
balancing.

EtherChannel Feature Configuration Guidelines and Restrictions

When EtherChannel interfaces are configured improperly, they are disabled automatically to avoid
network loops and other problems. To avoid configuration problems, observe these guidelines and
restrictions:

e The commands in this chapter can be used on all LAN ports in Catalyst 6500 series switches,
including the ports on the supervisor engine and a redundant supervisor engine.

e Release 12.2(17b)SXA and later releases provide support for more than 1 Gbps of traffic per
EtherChannel on the WS-X6548-GE-TX and WS-X6548V-GE-TX switching modules.

e  With Release 12.2(17a)SX and Release 12.2(17a)SX1, the WS-X6548-GE-TX and
WS-X6548V-GE-TX fabric-enabled switching modules do not support more than 1 Gbps of traffic
per EtherChannel.

e The WS-X6148-GE-TX and WS-X6148V-GE-TX switching modules do not support more than
1 Gbps of traffic per EtherChannel.

[ oL-3999-08
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A

When you add a member port that does not support ISL trunking to an EtherChannel, Cisco I0S
software automatically adds a switchport trunk encapsulation dotlq command to the port-channel
interface to prevent configuration of the EtherChannel as an ISL trunk. The switchport trunk
encapsulation dotlq command is inactive when the EtherChannel is not a trunk.

All Ethernet LAN ports on all modules, including those on a redundant supervisor engine, support
EtherChannels (maximum of eight LAN ports) with no requirement that the LAN ports be physically
contiguous or on the same module.

Configure all LAN ports in an EtherChannel to use the same EtherChannel protocol; you cannot run
two EtherChannel protocols in one EtherChannel.

Configure all LAN ports in an EtherChannel to operate at the same speed and in the same duplex
mode.

LACP does not support half-duplex. Half-duplex ports in an LACP EtherChannel are put in the
suspended state.

Enter no shutdown commands for all the LAN ports in an EtherChannel. If you shut down a LAN
port in an EtherChannel, it is treated as a link failure and its traffic is transferred to one of the
remaining ports in the EtherChannel.

An EtherChannel will not form if one of the LAN ports is a Switched Port Analyzer (SPAN)
destination port.

For Layer 3 EtherChannels, assign Layer 3 addresses to the port channel logical interface, not to the
LAN ports in the channel.

For Layer 2 EtherChannels:
— Assign all LAN ports in the EtherChannel to the same VLAN or configure them as trunks.

— Ifyou configure an EtherChannel from trunking LAN ports, verify that the trunking mode is the
same on all the trunks. LAN ports in an EtherChannel with different trunk modes can operate
unpredictably.

— An EtherChannel supports the same allowed range of VLANSs on all the LAN ports in a trunking
Layer 2 EtherChannel. If the allowed range of VLANS is not the same, the LAN ports do not
form an EtherChannel.

— LAN ports with different STP port path costs can form an EtherChannel as long they are
compatibly configured with each other. If you set different STP port path costs, the LAN ports
are not incompatible for the formation of an EtherChannel.

— An EtherChannel will not form if protocol filtering is set differently on the LAN ports.

— Configure static MAC addresses on the EtherChannel only and not on physical member ports
of the EtherChannel.

After you configure an EtherChannel, the configuration that you apply to the port channel interface
affects the EtherChannel. The configuration that you apply to the LAN ports affects only the LAN
port where you apply the configuration.

When QoS is enabled, enter the no mls qos channel-consistency port-channel interface command
to support EtherChannels that have ports with and without strict-priority queues.

Caution

Serious traffic problems can result from mixing manual mode with PAgP or LACP modes, or with a port
with no EtherChannel configured. For example, if a port configured in on mode is connected to another
port configured in desirable mode, or to a port not configured for EtherChannel, a bridge loop is created
and a broadcast storm can occur. If one end uses the on mode, the other end must also.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Serious traffic problems can result if an EtherChannel forms from ports that pass data through the switch
in significantly different ways. For example, ports on modules with and without DFCs, or when enabled
with the no mls qos channel-consistency port-channel interface command, ports that have significantly
different QoS port parameters (buffers sizes and queue types). Be prepared to disable such
EtherChannels.

Configuring EtherChannels

These sections describe how to configure EtherChannels:

Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels, page 12-7
Configuring Channel Groups, page 12-8

Configuring EtherChannel Load Balancing, page 12-11

Configuring the EtherChannel Min-Links Feature, page 12-12

Note  Make sure that the LAN ports are configured correctly (see the “EtherChannel Feature Configuration
Guidelines and Restrictions” section on page 12-5).

Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels

)

Note

e When configuring Layer 2 EtherChannels, you cannot put Layer 2 LAN ports into manually created
port channel logical interfaces. If you are configuring a Layer 2 EtherChannel, do not perform the
procedures in this section (see the “Configuring Channel Groups” section on page 12-8).
¢ When configuring Layer 3 EtherChannels, you must manually create the port channel logical
interface as described in this section, and then put the Layer 3 LAN ports into the channel group (see
the “Configuring Channel Groups” section on page 12-8).
¢ To move an IP address from a Layer 3 LAN port to an EtherChannel, you must delete the IP address
from the Layer 3 LAN port before configuring it on the port channel logical interface.
To create a port channel interface for a Layer 3 EtherChannel, perform this task:
Command Purpose
Step1 Router(config)# interface port-channel Creates the port channel interface.
group_number
Router (config)# no interface port-channel Deletes the port channel interface.
group_number
Step2 Router(config-if)# ip address ip_address mask Assigns an IP address and subnet mask to the
EtherChannel.
Step3 Router (config-if)# end Exits configuration mode.
Step 4 Router# show running-config interface Verifies the conﬁguration.
port-channel group_number
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With Release 12.2(18)SXE and later releases, the group_number can be 1 through 256, up to a maximum
of 128 port-channel interfaces. With releases earlier than Release 12.2(18)SXE, the group_number can
be 1 through 256, up to a maximum of 64 port-channel interfaces.

This example shows how to create port channel interface 1:

Router# configure terminal

Router (config)# interface port-channel 1

Router (config-if)# ip address 172.32.52.10 255.255.255.0
Router (config-if)# end

This example shows how to verify the configuration of port channel interface 1:

Router# show running-config interface port-channel 1
Building configuration...

Current configuration:
|
interface Port-channell
ip address 172.32.52.10 255.255.255.0
no ip directed-broadcast
end
Router#

Configuring Channel Groups

Step 1
Step 2

Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note

e When configuring Layer 3 EtherChannels, you must manually create the port channel logical
interface first (see the “Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels”
section on page 12-7), and then put the Layer 3 LAN ports into the channel group as described in
this section.

¢ When configuring Layer 2 EtherChannels, configure the LAN ports with the channel-group
command as described in this section, which automatically creates the port channel logical interface.
You cannot put Layer 2 LAN ports into a manually created port channel interface.

e For Cisco IOS to create port channel interfaces for Layer 2 EtherChannels, the Layer 2 LAN ports
must be connected and functioning.

To configure channel groups, perform this task for each LAN port:

Command

Purpose

Router (config)# interface type' slot/port Selects a LAN port to configure,

Router (config-if)# no ip address Ensures that there is no IP address assigned to the LAN

port.

Router (config-if)# channel-protocol (lacp | pagp} |(Optional) On the selected LAN port, restricts the

channel-group command to the EtherChannel protocol
configured with the channel-protocol command.

Router (config-if)# no channel-protocol Removes the restriction.
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Command

Purpose

Step4 Router (config-if)# channel-group group_number
mode {active | auto | desirable | on | passive}

Router (config-if)# no channel-group

the active and passive modes.

Removes the LAN port from the channel group.

Configures the LAN port in a port channel and specifies
the mode (see Table 12-1 on page 12-3). PAgP supports
only the auto and desirable modes. LACP supports only

Step5 Router(config-if)# lacp port-priority
priority_value

(Optional for LACP) Valid values are 1 through 65535.
Higher numbers have lower priority. The default is 32768.

Router (config-if)# no lacp port-priority Reverts to the default.
Step6 Router(config-if)# end Exits configuration mode.
Step7 Router# show running-config interface type' Verifies the configuration.

slot/port

Router# show interfaces type' slot/port

etherchannel

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

Note

This example shows how to configure Fast Ethernet ports 5/6 and 5/7 into port channel 2 with PAgP

mode desirable:

Router# configure terminal

Router (config)# interface range fastethernet 5/6 -7
Router (config-if)# channel-group 2 mode desirable
Router (config-if)# end

See the “Configuring a Range of Interfaces” section on page 9-4 for information about the range
keyword.

This example shows how to verify the configuration of port channel interface 2:

Router# show running-config interface port-channel 2
Building configuration...

Current configuration:

!

interface Port-channel2

no ip address

switchport

switchport access vlan 10
switchport mode access
end
Router#

This example shows how to verify the configuration of Fast Ethernet port 5/6:

Router# show running-config interface fastethernet 5/6
Building configuration...

Current configuration:
1
interface FastEthernet5/6
no ip address
switchport
switchport access vlan 10
switchport mode access
channel-group 2 mode desirable
end
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Router# show interfaces fastethernet 5/
Port state Down Not-in-Bndl

6 etherchannel

Channel group = 12 Mode = Desirable-S1 Gcchange = 0
Port-channel = null GC = 0x00000000 Pseudo port-channel = Pol
2
Port index =0 Load = 0x00 Protocol = PAgP
Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode. P - Device learns on physical port.
d - PAgP is down.
Timers: H - Hello timer is running. Q - Quit timer is running.
S - Switching timer is running. I - Interface timer is running.
Local information:
Hello Partner PAgP Learning Group
Port Flags State Timers Interval Count Priority Method Ifindex
Fa5/2 d Ul/s1 1ls 0 128 Any 0

Age of the port in the current state:

04d:18h:57m:19s

This example shows how to verify the configuration of port channel interface 2 after the LAN ports have
been configured:

Router# show etherchannel 12 port-channel
Port-channels in the group:

Port-channel: Pol2

Age of the Port-channel

04d:18h:58m:50s

Logical slot/port = 14/1 Number of ports = 0

GC = 0x00000000 HotStandBy port = null
Port state = Port-channel Ag-Not-Inuse

Protocol = PAgP

Router#

Configuring the LACP System Priority and

System ID

The LACP system ID is the combination of the LACP system priority value and the MAC address of the

switch.

To configure the LACP system priority and system ID, perform this task:

Command Purpose

Step1 Router(config)# lacp system-priority (Optional for LACP) Valid values are 1 through 65535.
priority value Higher numbers have lower priority. The default is 32768.
Router (config) # no lacp system-priority Reverts to the default.

Step2 Router(config)# end Exits configuration mode.

Step3 Router# show lacp sys-id Verifies the configuration.

This example shows how to configure the LACP system priority:

Router# configure terminal

Router (config)# lacp system-priority 23456

Router (config) # end

Release 12.2SXF
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Router (config) #

This example shows how to verify the configuration:

Router# show lacp sys-id
23456,0050.3e8d.6400
Router#

The system priority is displayed first, followed by the MAC address of the switch.

Configuring EtherChannel Load Balancing

To configure EtherChannel load balancing, perform this task:

Command Purpose
Step1 Router(config)# port-channel load-balance Configures EtherChannel load balancing.
{src-mac | dst-mac | src-dst-mac | src-ip |
dst-ip | src-dst-ip | src-port | dst-port |
src-dst-port}
Router (config) # no port-channel load-balance Reverts to default EtherChannel load balancing.
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show etherchannel load-balance Verifies the configuration.

The load-balancing keywords indicate the following information:
e dst-ip—Destination IP addresses
e dst-mac—Destination MAC addresses
e dst-port—Destination Layer 4 port
¢ mpls—Load balancing for MPLS packets
e src-dst-ip—Source and destination IP addresses
e src-dst-mac—Source and destination MAC addresses
e src-dst-port—Source and destination Layer 4 port
e src-ip—Source IP addresses
e src-mac—Source MAC addresses

e src-port—Source Layer 4 port

This example shows how to configure EtherChannel to use source and destination IP addresses:

Router# configure terminal

Router (config)# port-channel load-balance src-dst-ip
Router (config) # end

Router (config) #

This example shows how to verify the configuration:

Router# show etherchannel load-balance
Source XOR Destination IP address
Router#

[ oL-3999-08
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Configuring the EtherChannel Min-Links Feature

Step 1
Step 2

Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note

Release 12.2(18)SXF and later releases support the EtherChannel Min-Links feature.

The EtherChannel Min-Links feature is supported on LACP EtherChannels. This feature allows you to
configure the minimum number of member ports that must be in the link-up state and bundled in the
EtherChannel for the port channel interface to transition to the link-up state. You can use the
EtherChannel Min-Links feature to prevent low-bandwidth LACP EtherChannels from becoming active.
This feature also causes LACP EtherChannels to become inactive if they have too few active member
ports to supply your required minimum bandwidth.

To configure the EtherChannel Min-Links feature, perform this task:

Command

Purpose

Router (config)# interface port-channel group_number Selecﬁ;anI“ACI’portchannelinteﬂhce,

Router (config-if)# port-channel min-links number Configures the minimum number of member ports that

must be in the link-up state and bundled in the
EtherChannel for the port channel interface to
transition to the link-up state.

Router (config-if)# no port-channel min-links Reverts to the default number of active member ports
(one).

Router (config-if)# end Exits configuration mode.

Router# show running-config interface type' Verifies the configuration.

slot/port

Router# show interfaces typel slot/port etherchannel

~

Note

)o

Although the EtherChannel Min-Links feature works correctly when configured only on one end of an
EtherChannel, for best results, configure the same number of minimum links on both ends of the
EtherChannel.

This example shows how to configure port channel interface 1 to be inactive if fewer than 2 member ports
are active in the EtherChannel:

Router# configure terminal

Router (config)# interface port-channel 1
Router (config-if)# port-channel min-links 2
Router (config-if)# end

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

0L-3999-08 |


http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html
http://www.cisco.com/go/techdocideas

Note

Tip

CHAPTER 1

Configuring VTP

This chapter describes how to configure the VLAN Trunking Protocol (VTP) on the Catalyst 6500 series
switches.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Understanding How VTP Works, page 13-1
e VTP Default Configuration, page 13-5
e VTP Configuration Guidelines and Restrictions, page 13-5
e Configuring VTP, page 13-6

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How VTP Works

VTP is a Layer 2 messaging protocol that maintains VLAN configuration consistency by managing the
addition, deletion, and renaming of VLANs within a VTP domain. A VTP domain (also called a VLAN
management domain) is made up of one or more network devices that share the same VTP domain name
and that are interconnected with trunks. VTP minimizes misconfigurations and configuration
inconsistencies that can result in a number of problems, such as duplicate VLAN names, incorrect
VLAN-type specifications, and security violations. Before you create VLANSs, you must decide whether
to use VTP in your network. With VTP, you can make configuration changes centrally on one or more
network devices and have those changes automatically communicated to all the other network devices
in the network.

[ oL-3999-08
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)

Note For complete information on configuring VLANS, see Chapter 14, “Configuring VLANSs.”

These sections describe how VTP works:
e Understanding the VTP Domain, page 13-2
e Understanding VTP Modes, page 13-2
e Understanding VTP Advertisements, page 13-3
e Understanding VTP Version 2, page 13-3
e Understanding VTP Pruning, page 13-4

Understanding the VTP Domain

A VTP domain (also called a VLAN management domain) is made up of one or more interconnected
network devices that share the same VTP domain name. A network device can be configured to be in one
and only one VTP domain. You make global VLAN configuration changes for the domain using either
the command-line interface (CLI) or Simple Network Management Protocol (SNMP).

By default, the Catalyst 6500 series switch is in VTP server mode and is in the no-management domain
state until the switch receives an advertisement for a domain over a trunk link or you configure a
management domain.

If the switch receives a VTP advertisement over a trunk link, it inherits the management domain name
and the VTP configuration revision number. The switch ignores advertisements with a different
management domain name or an earlier configuration revision number.

If you configure the switch as VTP transparent, you can create and modify VLANSs but the changes affect
only the individual switch.

When you make a change to the VLAN configuration on a VTP server, the change is propagated to all
network devices in the VTP domain. VTP advertisements are transmitted out all trunk connections.

VTP maps VLANSs dynamically across multiple LAN types with unique names and internal index
associations. Mapping eliminates excessive device administration required from network administrators.

Understanding VTP Modes

You can configure a Catalyst 6500 series switch to operate in any one of these VTP modes:

e Server—In VTP server mode, you can create, modify, and delete VLANs and specify other
configuration parameters (such as VTP version and VTP pruning) for the entire VTP domain. VTP
servers advertise their VLAN configuration to other network devices in the same VTP domain and
synchronize their VLAN configuration with other network devices based on advertisements received
over trunk links. VTP server is the default mode.

¢ Client—VTP clients behave the same way as VTP servers, but you cannot create, change, or delete
VLANSs on a VTP client.

e Transparent—VTP transparent network devices do not participate in VTP. A VTP transparent
network device does not advertise its VLAN configuration and does not synchronize its VLAN
configuration based on received advertisements. However, in VTP version 2, transparent network
devices do forward VTP advertisements that they receive out their trunking LAN ports.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note Catalyst 6500 series switches automatically change from VTP server mode to VTP client mode if the
switch detects a failure while writing configuration to NVRAM. If this happens, the switch cannot be
returned to VTP server mode until the NVRAM is functioning.

Understanding VTP Advertisements

Each network device in the VTP domain sends periodic advertisements out each trunking LAN port to a
reserved multicast address. VTP advertisements are received by neighboring network devices, which
update their VTP and VLAN configurations as necessary.

The following global configuration information is distributed in VTP advertisements:

VLAN IDs (ISL and 802.1Q)

Emulated LAN names (for ATM LANE)

802.10 SAID values (FDDI)

VTP domain name

VTP configuration revision number

VLAN configuration, including maximum transmission unit (MTU) size for each VLAN

Frame format

Understanding VTP Version 2

If you use VTP in your network, you must decide whether to use VTP version 1 or version 2.

N

Note  If you are using VTP in a Token Ring environment, you must use version 2.

VTP version 2 supports the following features not supported in version 1:

Token Ring support—VTP version 2 supports Token Ring LAN switching and VLANSs (Token Ring
Bridge Relay Function [TrBRF] and Token Ring Concentrator Relay Function [TrCRF]). For more
information about Token Ring VLAN:S, see the “Understanding How VLANs Work™ section on
page 14-1.

Unrecognized Type-Length-Value (TLV) Support—A VTP server or client propagates configuration
changes to its other trunks, even for TLVs it is not able to parse. The unrecognized TLV is saved in
NVRAM.

Version-Dependent Transparent Mode—In VTP version 1, a VTP transparent network device
inspects VTP messages for the domain name and version, and forwards a message only if the version
and domain name match. Because only one domain is supported in the supervisor engine software,
VTP version 2 forwards VTP messages in transparent mode without checking the version.

Consistency Checks—In VTP version 2, VLAN consistency checks (such as VLAN names and
values) are performed only when you enter new information through the CLI or SNMP. Consistency
checks are not performed when new information is obtained from a VTP message, or when
information is read from NVRAM. If the digest on a received VTP message is correct, its
information is accepted without consistency checks.

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter 13

Configuring VTP |

I  Understanding How VTP Works

Understanding VTP Pruning

VTP pruning enhances network bandwidth use by reducing unnecessary flooded traffic, such as
broadcast, multicast, unknown, and flooded unicast packets. VTP pruning increases available bandwidth
by restricting flooded traffic to those trunk links that the traffic must use to access the appropriate

network devices. By default, VTP pruning is disabled.

For VTP pruning to be effective, all devices in the management domain must support VTP pruning. On
devices that do not support VTP pruning, you must manually configure the VLANSs allowed on trunks.

Figure 13-1 shows a switched network without VTP pruning enabled. Interface 1 on network Switch 1
and port 2 on Switch 4 are assigned to the Red VLAN. A broadcast is sent from the host connected to
Switch 1. Switch 1 floods the broadcast, and every network device in the network receives it, even

though Switches 3, 5, and 6 have no ports in the Red VLAN.

You enable pruning globally on the Catalyst 6500 series switch (see the “Enabling VTP Pruning” section
on page 13-7). You configure pruning on Layer 2 trunking LAN ports (see the “Configuring a Layer 2

Switching Port as a Trunk” section on page 10-8).

Figure 13-1 Flooding Traffic without VTP Pruning
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Figure 13-2 shows the same switched network with VTP pruning enabled. The broadcast traffic from
Switch 1 is not forwarded to Switches 3, 5, and 6 because traffic for the Red VLAN has been pruned on

the links indicated (port 5 on Switch 2 and port 4 on Switch 4).

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Figure 13-2 Flooding Traffic with VTP Pruning
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Enabling VTP pruning on a VTP server enables pruning for the entire management domain. VTP pruning
takes effect several seconds after you enable it. By default, VLANSs 2 through 1000 are pruning eligible.
VTP pruning does not prune traffic from pruning-ineligible VLANs. VLAN 1 is always pruning
ineligible; traffic from VLAN 1 cannot be pruned.

To configure VTP pruning on a trunking LAN port, use the switchport trunk pruning vlan command
(see the “Configuring a Layer 2 Switching Port as a Trunk™ section on page 10-8). VTP pruning operates
when a LAN port is trunking. You can set VLAN pruning eligibility when VTP pruning is enabled or
disabled for the VTP domain, when any given VLAN exists or not, and when the LAN port is currently
trunking or not.

VTP Default Configuration

Table 13-1 shows the default VTP configuration.

Table 13-1 VTP Default Configuration

Feature Default Value

VTP domain name Null

VTP mode Server

VTP version 2 enable state Version 2 is disabled
VTP password None

VTP pruning Disabled

VTP Configuration Guidelines and Restrictions

When implementing VTP in your network, follow these guidelines and restrictions:

¢ Supervisor engine redundancy does not support nondefault VLAN data file names or locations. Do
not enter the vtp file file_name command on a switch that has a redundant supervisor engine.

e Before installing a redundant supervisor engine, enter the no vtp file command to return to the
default configuration.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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e All network devices in a VTP domain must run the same VTP version.

* You must configure a password on each network device in the management domain when in secure
mode.

A

Caution  If you configure a VTP password, the management domain will not function properly if you do not
assign a management domain password to each network device in the domain.

e A VTP version 2-capable network device can operate in the same VTP domain as a network device
running VTP version 1 provided VTP version 2 is disabled on the VTP version 2-capable network
device (VTP version 2 is disabled by default).

¢ Do notenable VTP version 2 on a network device unless all of the network devices in the same VTP
domain are version 2-capable. When you enable VTP version 2 on a network device, all of the
version 2-capable network devices in the domain enable VTP version 2.

e In a Token Ring environment, you must enable VTP version 2 for Token Ring VLAN switching to
function properly.

¢  When you enable or disable VTP pruning on a VTP server, VTP pruning for the entire management
domain is enabled or disabled.

e The pruning-eligibility configuration applies globally to all trunks on the switch. You cannot configure
pruning-eligibility separately for each trunk.

e When you configure VLANSs as pruning eligible or pruning ineligible, pruning eligibility for those
VLANES is affected on that switch only, not on all network devices in the VTP domain.

e VTPvl and VTPv2 do not propagate configuration information for extended-range VLANs (VLAN
numbers 1006 to 4094). You must configure extended-range VLANs manually on each network
device.

e If there is insufficient DRAM available for use by VTP, the VTP mode changes to transparent.

e Network devices in VTP transparent mode do not send VTP Join messages. On Catalyst 6500 series
switches with trunk connections to network devices in VTP transparent mode, configure the VLANS that
are used by the transparent-mode network devices or that need to be carried across trunks as pruning
ineligible. For information about configuring prune eligibility, see the “Configuring the List of
Prune-Eligible VLANs” section on page 10-11.

Configuring VTP

These sections describe how to configure VTP:
¢ Configuring VTP Global Parameters, page 13-6
¢ Configuring the VTP Mode, page 13-9
e Displaying VTP Statistics, page 13-10

Configuring VTP Global Parameters

These sections describe configuring the VTP global parameters:
e Configuring a VTP Password, page 13-7
e Enabling VTP Pruning, page 13-7
e Enabling VTP Version 2, page 13-8

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Note  You can enter the VTP global parameters in either global configuration mode or in EXEC mode.

Configuring a VTP Password

To configure the VTP global parameters, perform this task:

Command Purpose

Router (config)# vtp password password_string Sets a password, which can be from 1 to 64 characters long,
for the VTP domain.

Router (config)# no vtp password Clears the password

This example shows one way to configure a VTP password in global configuration mode:

Router# configure terminal

Router (config)# vtp password WATER

Setting device VLAN database password to WATER.
Router#

This example shows how to configure a VTP password in EXEC mode:

Router# vtp password WATER
Setting device VLAN database password to WATER.
Router#

)

Note  The password is not stored in the running-config file.

Enabling VTP Pruning

To enable VTP pruning in the management domain, perform this task:

Command Purpose
Step1 Router(config)# vtp pruning Enables VTP pruning in the management domain.
Router (config)# no vtp pruning Disables VTP pruning in the management domain.
Step2 Router# show vtp status Verifies the configuration.

This example shows one way to enable VTP pruning in the management domain:

Router# configure terminal
Router (config)# vtp pruning
Pruning switched ON

This example shows how to enable VTP pruning in the management domain with any release:

Router# vtp pruning
Pruning switched ON

This example shows how to verify the configuration:

Router# show vtp status | include Pruning
VTP Pruning Mode: Enabled
Router#

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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For information about configuring prune eligibility, see the “Configuring the List of Prune-Eligible
VLANS” section on page 10-11.

Enabling VTP Version 2

Step 1

Step 2

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

A

VTP version 2 is disabled by default on VTP version 2-capable network devices. When you enable VTP
version 2 on a network device, every VTP version 2-capable network device in the VTP domain enables
version 2.

Caution

~

Note

VTP version 1 and VTP version 2 are not interoperable on network devices in the same VTP domain.
Every network device in the VTP domain must use the same VTP version. Do not enable VTP version 2
unless every network device in the VTP domain supports version 2.

In a Token Ring environment, you must enable VTP version 2 for Token Ring VLAN switching to
function properly on devices that support Token Ring interfaces.

To enable VTP version 2, perform this task:

Command

Purpose

Router (config) # vtp version {1 | 2} Enables VTP version 2.

Router (config)# no vtp version Reverts to the default (VTP version 1).

Router# show vtp status Verifies the configuration.

This example shows one way to enable VTP version 2:

Router# configure terminal
Router (config)# vtp version 2
V2 mode enabled.

Router (config) #

This example shows how to enable VTP version 2 with any release:

Router# vtp version 2
V2 mode enabled.
Router#

This example shows how to verify the configuration:

Router# show vtp status | include V2
VTP V2 Mode: Enabled
Router#
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Configuring the VTP Mode

To configure the VTP mode, perform this task:

Command Purpose
Step1 Router(config)# vtp mode {client | server Configures the VTP mode.
transparent}
Router (config) # no vtp mode Reverts to the default VTP mode (server).
Step2 Router(config)# vtp domain domain_name (Optional for server mode) Defines the VTP domain

name, which can be up to 32 characters long. VTP server
mode requires a domain name. If the switch has a trunk
connection to a VTP domain, the switch learns the
domain name from the VTP server in the domain.

Note  You cannot clear the domain name.

Step3 Router (config)# end Exits VLAN configuration mode.

Step4 Router# show vtp status Verifies the configuration.

~

Note In VTP transparent mode, the VLAN configuration is stored in the startup configuration file.

This example shows how to configure the switch as a VTP server:

Router# configuration terminal

Router (config) # vtp mode server
Setting device to VTP SERVER mode.
Router (config)# vtp domain Lab_Network
Setting VTP domain name to Lab_Network
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show vtp status

VTP Version : 2

Configuration Revision : 247

Maximum VLANs supported locally : 1005

Number of existing VLANs : 33

VTP Operating Mode : Server

VTP Domain Name : Lab_Network

VTP Pruning Mode : Enabled

VTP V2 Mode : Disabled

VTP Traps Generation : Disabled

MD5 digest : 0x45 0x52 0xB6 OxFD 0x63 0xC8 0x49 0x80

Configuration last modified by 0.0.0.0 at 8-12-99 15:04:49
Local updater ID is 172.20.52.34 on interface Gil/1l (first interface found)
Router#

This example shows how to configure the switch as a VTP client:

Router# configuration terminal
Router (config)# vtp mode client
Setting device to VTP CLIENT mode.
Router (config) # exit

Router#

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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This example shows how to verify the configuration:

Router# show vtp status

VTP Version 2

Configuration Revision : 247

Maximum VLANs supported locally : 1005

Number of existing VLANs : 33

VTP Operating Mode : Client

VTP Domain Name : Lab_Network

VTP Pruning Mode : Enabled

VTP V2 Mode : Disabled

VTP Traps Generation : Disabled

MD5 digest : 0x45 0x52 0xB6 OxFD 0x63 0xC8 0x49 0x80
Configuration last modified by 0.0.0.0 at 8-12-99 15:04:49
Router#

This example shows how to disable VTP on the switch:

Router# configuration terminal

Router (config)# vtp mode transparent
Setting device to VTP TRANSPARENT mode.
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show vtp status

VTP Version 2

Configuration Revision . 247

Maximum VLANs supported locally : 1005

Number of existing VLANs : 33

VTP Operating Mode : Transparent

VTP Domain Name : Lab_Network

VTP Pruning Mode : Enabled

VTP V2 Mode : Disabled

VTP Traps Generation : Disabled

MD5 digest : 0x45 0x52 0xB6 OxFD 0x63 0xC8 0x49 0x80
Configuration last modified by 0.0.0.0 at 8-12-99 15:04:49
Router#

Displaying VTP Statistics

To display VTP statistics, including VTP advertisements sent and received and VTP errors, perform this
task:

Command Purpose

Router# show vtp counters Displays VTP statistics.

This example shows how to display VTP statistics:

Router# show vtp counters
VTP statistics:

Summary advertisements received 7
Subset advertisements received : 5
Request advertisements received : 0
Summary advertisements transmitted : 997
Subset advertisements transmitted : 13
Request advertisements transmitted : 3
Number of config revision errors : 0

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Number of config digest errors : 0
Number of V1 summary errors : 0

VTP pruning statistics:

Trunk Join Transmitted Join Received Summary advts received from
non-pruning-capable device

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 14
Configuring VLANs

This chapter describes how to configure VLANSs on the Catalyst 6500 series switches.

Note For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Understanding How VLANs Work, page 14-1
e VLAN Default Configuration, page 14-6
e VLAN Configuration Guidelines and Restrictions, page 14-8
e Configuring VLANS, page 14-9

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How VLANs Work

The following sections describe how VLANs work:
e VLAN Overview, page 14-2
e VLAN Ranges, page 14-2
e Configurable VLAN Parameters, page 14-3
e Understanding Token Ring VLANS, page 14-3

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
I oL-3999-08 .m


http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html
http://www.cisco.com/go/techdocideas

Chapter14  Configuring VLANs |

I Understanding How VLANs Work

VLAN Overview

A VLAN is a group of end stations with a common set of requirements, independent of physical location.
VLANS have the same attributes as a physical LAN but allow you to group end stations even if they are
not located physically on the same LAN segment.

VLANSs are usually associated with IP subnetworks. For example, all the end stations in a particular IP
subnet belong to the same VLAN. Traffic between VLANSs must be routed. LAN port VLAN
membership is assigned manually on an port-by-port basis.

VLAN Ranges
N

Note  You must enable the extended system ID to use 4096 VLANSs (see the “Understanding the Bridge ID”
section on page 20-2).

Catalyst 6500 series switches support 4096 VLANSs in accordance with the IEEE 802.1Q standard. These
VLANS are organized into several ranges; you use each range slightly differently. Some of these VLANs
are propagated to other switches in the network when you use the VLAN Trunking Protocol (VTP). The
extended-range VLANSs are not propagated, so you must configure extended-range VLANs manually on
each network device.

Table 14-1 describes the VLAN ranges.

Table 14-1 VLAN Ranges

Propagated
VLANs Range Usage by VTP
0, 4095 Reserved |For system use only. You cannot see or use these VLANS. —
1 Normal Cisco default. You can use this VLAN but you cannot delete it. |Yes
2-1001 Normal For Ethernet VLANS; you can create, use, and delete these Yes
VLAN:S.

1002-1005 |Normal Cisco defaults for FDDI and Token Ring. You cannot delete Yes
VLANSs 1002-1005.

1006-4094 |Extended |For Ethernet VLANS only. No

The following information applies to VLAN ranges:

e Layer 3 LAN ports, WAN interfaces and subinterfaces, and some software features use internal
VLANS in the extended range. You cannot use an extended range VLAN that has been allocated for
internal use.

e To display the VLANS used internally, enter the show vlan internal usage command. With earlier
releases, enter the show vlan internal usage and show cwan vlans commands.

¢ You can configure ascending internal VLAN allocation (from 1006 and up) or descending internal
VLAN allocation (from 4094 and down).

¢ You must enable the extended system ID to use extended range VLANS (see the “Understanding the
Bridge ID” section on page 20-2).
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Configurable VLAN Parameters

)

Note

e Ethernet VLAN 1 uses only default values.
e Except for the VLAN name, Ethernet VLANs 1006 through 4094 use only default values.
* You can configure the VLAN name for Ethernet VLANs 1006 through 4094.

You can configure the following parameters for VLANSs 2 through 1001:
e VLAN name
e VLAN type (Ethernet, FDDI, FDDI network entity title [NET], TrBRF, or TrCRF)
e VLAN state (active or suspended)
e Security Association Identifier (SAID)
¢ Bridge identification number for TrTBRF VLANs
¢ Ring number for FDDI and TrCRF VLANs
e Parent VLAN number for TrCRF VLANs
¢ Spanning Tree Protocol (STP) type for TrCRF VLANSs

Understanding Token Ring VLANs

The following section describes the two Token Ring VLAN types supported on network devices running
VTP version 2:

e Token Ring TrBRF VLANS, page 14-3
e Token Ring TrCRF VLANS, page 14-4

Note  Catalyst 6500 series switches do not support Inter-Switch Link (ISL)-encapsulated Token Ring frames.
When a Catalyst 6500 series switch is configured as a VTP server, you can configure Token Ring
VLANSs from the switch.
Token Ring TrBRF VLANs

Token Ring Bridge Relay Function (TrBRF) VLANSs interconnect multiple Token Ring Concentrator
Relay Function (TrCRF) VLANSs in a switched Token Ring network (see Figure 14-1). The TrBRF can
be extended across a network devices interconnected via trunk links. The connection between the TrCRF
and the TrBRF is referred to as a logical port.

[ oL-3999-08
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Figure 14-1 Interconnected Token Ring TrBRF and TrCRF VLANs

SRB or SRT

S6624

For source routing, the Catalyst 6500 series switch appears as a single bridge between the logical rings.
The TrBRF can function as a source-route bridge (SRB) or a source-route transparent (SRT) bridge
running either the IBM or IEEE STP. If an SRB is used, you can define duplicate MAC addresses on
different logical rings.

The Token Ring software runs an instance of STP for each TrBRF VLAN and each TrCRF VLAN. For
TrCRF VLANSs, STP removes loops in the logical ring. For TrBRF VLANSs, STP interacts with external
bridges to remove loops from the bridge topology, similar to STP operation on Ethernet VLANS.

A

Caution  Certain parent TrBRF STP and TrCRF bridge mode configurations can place the logical ports (the
connection between the TrBRF and the TrCRF) of the TrBRF in a blocked state. For more information,
see the “VLAN Configuration Guidelines and Restrictions” section on page 14-8.

To accommodate IBM System Network Architecture (SNA) traffic, you can use a combination of SRT
and SRB modes. In a mixed mode, the TrBRF determines that some ports (logical ports connected to
TrCRFs) operate in SRB mode while other ports operate in SRT mode

Token Ring TrCRF VLANs

Token Ring Concentrator Relay Function (TrCRF) VLANSs define port groups with the same logical ring
number. You can configure two types of TrCRFs in your network: undistributed and backup.

TrCRFs typically are undistributed, which means each TrCRF is limited to the ports on a single network
device. Multiple undistributed TrCRFs on the same or separate network devices can be associated with
a single parent TrBRF (see Figure 14-2). The parent TrBRF acts as a multiport bridge, forwarding traffic
between the undistributed TrCRFs.

Note  To pass data between rings located on separate network devices, you can associate the rings to the same
TrBRF and configure the TrBRF for an SRB.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
m. 0L-3999-08 |



| Chapter 14

Configuring VLANs

Understanding How VLANs Work

Figure 14-2 Undistributed TrCRFs
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By default, Token Ring ports are associated with the default TrCRF (VLAN 1003, trcrf-default), which
has the default TrBRF (VLAN 1005, trbrf-default) as its parent. In this configuration, a distributed
TrCREF is possible (see Figure 14-3), and traffic is passed between the default TrCRFs located on
separate network devices if the network devices are connected through an ISL trunk.

Figure 14-3 Distributed TrCRF

Switch A Switch B
ISL

TrBRF 2

sest2 . .

Within a TrCREF, source-route switching forwards frames based on either MAC addresses or route
descriptors. The entire VLAN can operate as a single ring, with frames switched between ports within a
single TrCRF.

You can specify the maximum hop count for All-Routes and Spanning Tree Explorer frames for each
TrCRF. When you specify the maximum hop count, you limit the maximum number of hops an explorer
is allowed to traverse. If a port determines that the explorer frame it is receiving has traversed more than
the number of hops specified, it does not forward the frame. The TrCRF determines the number of hops
an explorer has traversed by the number of bridge hops in the route information field.

If the ISL connection between network devices fails, you can use a backup TrCRF to configure an
alternate route for traffic between undistributed TrCRFs. Only one backup TrCRF for a TrBRF is
allowed, and only one port per network device can belong to a backup TrCRF.

If the ISL connection between the network devices fails, the port in the backup TrCRF on each affected
network device automatically becomes active, rerouting traffic between the undistributed TrCRFs
through the backup TrCRF. When the ISL connection is reestablished, all but one port in the backup
TrCREF is disabled. Figure 14-4 illustrates the backup TrCRF.

[ oL-3999-08
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Figure 14-4 Backup TrCRF
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VLAN Default Configuration

Tables 14-2 through 14-6 show the default configurations for the different VLAN media types.

Table 14-2 Ethernet VLAN Defaults and Ranges

Parameter Default Range
VLAN ID 1 1-4094
VLAN name “default” for VLAN 1 —
“VLANvlan_ID” for other
Ethernet VLANSs
802.10 SAID 10vlan_ID 100001-104094
MTU size 1500 1500-18190
Translational bridge 1 0 0-1005
Translational bridge 2 0 0-1005
VLAN state active active, suspend

Pruning eligibility

VLANSs 2-1001 are pruning

eligible; VLANs 1006-4094 are

not pruning eligible.

Table 14-3 FDDI VLAN Defaults and Ranges

Parameter Default Range

VLAN ID 1002 1-1005
VLAN name “fddi-default” —

802.10 SAID 101002 1-4294967294
MTU size 1500 1500-18190
Ring number 0 1-4095

Parent VLAN 0 0-1005
Translational bridge 1 0 0-1005
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Table 14-3 FDDI VLAN Defaults and Ranges (continued)
Parameter Default Range
Translational bridge 2 0 0-1005
VLAN state active active, suspend
Table 14-4 Token Ring (TrCRF) VLAN Defaults and Ranges
Parameter Default Range
VLAN ID 1003 1-1005
VLAN name “token-ring-default” —
802.10 SAID 101003 1-4294967294
Ring Number 0 1-4095
MTU size VTPv1 default 1500 1500-18190
VTPv2 default 4472
Translational bridge 1 0 0-1005
Translational bridge 2 0 0-1005
VLAN state active active, suspend
Bridge mode srb srb, srt
ARE max hops 7 0-13
STE max hops 7 0-13
Backup CRF disabled disable; enable
Table 14-5 FDDI-Net VLAN Defaults and Ranges
Parameter Default Range
VLAN ID 1004 1-1005
VLAN name “fddinet-default” —
802.10 SAID 101004 1-4294967294
MTU size 1500 1500-18190
Bridge number 1 0-15
STP type ieee auto, ibm, ieee
VLAN state active active, suspend
Table 14-6 Token Ring (TrBRF) VLAN Defaults and Ranges
Parameter Default Range
VLAN ID 1005 1-1005
VLAN name “trnet-default” —
802.10 SAID 101005 1-4294967294
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Table 14-6 Token Ring (TrBRF) VLAN Defaults and Ranges (continued)

Parameter Default Range

MTU size VTPv1 1500; VTPv2 4472 1500-18190
Bridge number 1 0-15

STP type ibm auto, ibm, ieee
VLAN state active active, suspend

VLAN Configuration Guidelines and Restrictions

When creating and modifying VLANSs in your network, follow these guidelines and restrictions:

Supervisor engine redundancy does not support nondefault VLAN data file names or locations. Do
not enter the vtp file file_name command on a switch that has a redundant supervisor engine.

Before installing a redundant supervisor engine, enter the no vtp file command to return to the
default configuration.

RPR+ redundancy (see Chapter 8, “Configuring RPR and RPR+ Supervisor Engine Redundancy”)
does not support a configuration entered in VLAN database mode. Use global configuration mode
with RPR+ redundancy.

You can configure extended-range VLANSs only in global configuration mode. You cannot configure
extended-range VLANSs in VLAN database mode. See the “VLAN Configuration Options” section
on page 14-9.

Before you can create a VLAN, the Catalyst 6500 series switch must be in VTP server mode or VTP
transparent mode. For information on configuring VTP, see Chapter 13, “Configuring VTP.”

The VLAN configuration is stored in the vlan.dat file, which is stored in nonvolatile memory. You
can cause inconsistency in the VLAN database if you manually delete the vlan.dat file. If you want
to modify the VLAN configuration or VTP, use the commands described in this guide and in the
Cisco 10S Master Command List, Release 12.2SX publication.

To do a complete backup of your configuration, include the vlan.dat file in the backup.
The Cisco IOS end command is not supported in VLAN database mode.
You cannot enter Ctrl-Z to exit VLAN database mode.

Catalyst 6500 series switches do not support Token Ring or FDDI media. The switch does not
forward FDDI, FDDI-Net, TrCRF, or TrBRF traffic, but it can propagate the VLAN configuration
through VTP.

When a Catalyst 6500 series switch is configured as a VTP server, you can configure FDDI and
Token Ring VLANSs from the switch.

You must configure a TrBRF before you configure the TrCRF (the parent TrBRF VLAN you specify
must exist).

In a Token Ring environment, the logical interfaces (the connection between the TrBRF and the
TrCRF) of the TrBRF are placed in a blocked state if either of these conditions exists:

— The TrBRF is running the IBM STP, and the TrCRF is in SRT mode.
— The TrBRF is running the IEEE STP, and the TrCRF is in SRB mode.
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Configuring VLANs

These sections describe how to configure VLANS:
e VLAN Configuration Options, page 14-9
e Creating or Modifying an Ethernet VLAN, page 14-10
e Assigning a Layer 2 LAN Interface to a VLAN, page 14-12
e Configuring the Internal VLAN Allocation Policy, page 14-12
e Configuring VLAN Translation, page 14-13
e Mapping 802.1Q VLANSs to ISL VLANS, page 14-16
e Saving VLAN Information, page 14-17

)

Note  VLANS support a number of parameters that are not discussed in detail in this section. For complete
information, refer to the Cisco I0S Master Command List, Release 12.2SX publication.

VLAN Configuration Options

These sections describe the VLAN configuration options:
e VLAN Configuration in Global Configuration Mode, page 14-9
¢ VLAN Configuration in VLAN Database Mode, page 14-10

VLAN Configuration in Global Configuration Mode

If the switch is in VTP server or transparent mode (see the “Configuring VTP” section on page 13-6),
you can configure VLANS in global and config-vlan configuration modes. When you configure VLANSs
in global and config-vlan configuration modes, the VLAN configuration is saved in the vlan.dat file. To
display the VLAN configuration, enter the show vlan command.

If the switch is in VLAN transparent mode, the VLAN configuration is saved in the running-config file.
Use the copy running-config startup-config command to save the VLAN configuration to the
startup-config file. After you save the running configuration as the startup configuration, use the show
running-config and show startup-config commands to display the VLAN configuration.

Note e When the switch boots, if the VTP domain name and VTP mode in the startup-config and vlan.dat
files do not match, the switch uses the configuration in the vlan.dat file.

¢ You can configure extended-range VLANS only in global configuration mode. You cannot configure
extended-range VLANSs in VLAN database mode.
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VLAN Configuration in VLAN Database Mode

N

Note

e VLAN database mode is supported in releases earlier than Release 12.2(18)SXD.

¢ You cannot configure extended-range VLANs in VLAN database mode. You can configure
extended-range VLANSs only in global configuration mode. RPR+ redundancy does not support
configuration entered in VLAN database mode. Use global configuration mode with RPR+
redundancy.

If the switch is in VTP server or transparent mode, you can configure VLANSs in the VLAN database
mode. When you configure VLANs in VLAN database mode, the VLAN configuration is saved in the
vlan.dat files. To display the VLAN configuration, enter the show vlan command.

You use the interface configuration command mode to define the port membership mode and add and
remove ports from a VLAN. The results of these commands are written to the running-config file, and
you can display the file by entering the show running-config command.

Creating or Modifying an Ethernet VLAN

User-configured VLANSs have unique IDs from 1 to 4094, except for reserved VLANSs (see Table 14-1
on page 14-2). Enter the vlan command with an unused ID to create a VLAN. Enter the vlan command
for an existing VLAN to modify the VLAN (you cannot modify an existing VLAN that is being used by
a Layer 3 port or a software feature).

See the “VLAN Default Configuration” section on page 14-6 for the list of default parameters that are
assigned when you create a VLAN. If you do not specify the VLAN type with the media keyword, the
VLAN is an Ethernet VLAN.

To create or modify a VLAN, perform this task:

Command Purpose

Step1 Router# configure terminal Enters VLAN configuration mode.
or
Router# vlan database

Step2 Router(config)# vlan Creates or modifies an Ethernet VLAN, a range of
vlan_ID{[-vlan_ID]|[,vlan_ID]) Ethernet VLANS, or several Ethernet VLANS specified in
Router (config-vlan) # .
or a comma-separated list (do not enter space characters).
Router (vlan)# vlan vlan_ID
Router (config)# no vlan vlan ID Deletes a VLAN.
Router (config-vlan) #
or
Router (vlan)# no vlan vlan_ID

Step3 Router(config-vlan)# end Updates the VLAN database and returns to privileged
or EXEC mode.
Router (vlan) # exit

Step4 Router# show vlan [id | name] vlan Verifies the VLAN configuration.
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When you create or modify an Ethernet VLAN, note the following information:

RPR+ redundancy does not support a configuration entered in VLAN database mode. Use global
configuration mode with RPR+ redundancy.

Because Layer 3 ports and some software features require internal VLANSs allocated from 1006 and
up, configure extended-range VLANS starting with 4094.

You can configure extended-range VLANSs only in global configuration mode. You cannot configure
extended-range VLANs in VLAN database mode.

Layer 3 ports and some software features use extended-range VLANSs. If the VLAN you are trying
to create or modify is being used by a Layer 3 port or a software feature, the switch displays a
message and does not modify the VLAN configuration.

When deleting VLANS, note the following information:

You cannot delete the default VLANS for the different media types: Ethernet VLAN 1 and FDDI or
Token Ring VLANs 1002 to 1005.

When you delete a VLAN, any LAN ports configured as access ports assigned to that VLAN become
inactive. The ports remain associated with the VLAN (and inactive) until you assign them to a new
VLAN.

This example shows how to create an Ethernet VLAN in global configuration mode and verify the
configuration:

Router# configure terminal
Router (config)# vlan 3
Router (config-vlan)# end
Router# show vlan id 3

VLAN Name Status Ports

3 veawooos sctive
VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Transl Trans2
3 enet 100003 1500 - - - - - 00
Primary Secondary Type Interfaces

This example shows how to create an Ethernet VLAN in VLAN database mode:

Router# vlan database
Router (vlan)# vlan 3
VLAN 3 added:

Name: VLAN(0O0OO3

Router (vlan)# exit
APPLY completed.
Exiting....

This example shows how to verify the configuration:

Router# show vlan name VLAN0O0O03

VLAN Name Status Ports

5 veamooos active
VLAN Type SAID MTU Parent RingNo BridgeNo Stp Transl Trans2
3 enmet 100003 1500 - - - 0 o
Router#

[ oL-3999-08
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Assigning a Layer 2 LAN Interface to a VLAN

A VLAN created in a management domain remains unused until you assign one or more LAN ports to
the VLAN.

~
Note  Make sure you assign LAN ports to a VLAN of the appropriate type. Assign Ethernet ports to
Ethernet-type VLANS.

To assign one or more LAN ports to a VLAN, complete the procedures in the “Configuring LAN
Interfaces for Layer 2 Switching” section on page 10-6.

Configuring the Internal VLAN Allocation Policy

For more information about VLAN allocation, see the “VLAN Ranges” section on page 14-2.

~

Note  The internal VLAN allocation policy is applied only following a reload.

To configure the internal VLAN allocation policy, perform this task:

Command Purpose
Step1 Router(config)# vlan internal allocation policy Configures the internal VLAN allocation policy.
{ascending \ descending}
Router (config) # no vlan internal allocation Returns to the default (ascending).
policy
Step2 Router(config)# end Exits configuration mode.
Step3 Router# reload Applies the new internal VLAN allocation policy.

A

Caution  You do not need to enter the reload command
immediately. Enter the reload command
during a planned maintenance window.

When you configure the internal VLAN allocation policy, note the following information:
e Enter the ascending keyword to allocate internal VLANs from 1006 and up.
¢ Enter the descending keyword to allocate internal VLAN from 4094 and down.

This example shows how to configure descending as the internal VLAN allocation policy:

Router# configure terminal
Router (config)# vlan intermnal allocation policy descending
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Configuring VLAN Translation

On trunk ports, you can translate one VLAN number to another VLAN number, which transfers all traffic
received in one VLAN to the other VLAN.

These sections describe VLAN translation:

VLAN Translation Guidelines and Restrictions, page 14-13
Configuring VLAN Translation on a Trunk Port, page 14-15
Enabling VLAN Translation on Other Ports in a Port Group, page 14-15

Note .

Release 12.2(17b)SXA and later releases support VLAN translation.

To avoid spanning tree loops, be careful not to misconfigure the VLAN translation feature.

VLAN Translation Guidelines and Restrictions

When translating VLANS, follow these guidelines and restrictions:

A VLAN translation configuration is inactive if it is applied to ports that are not Layer 2 trunks.

Do not configure translation of ingress native VLAN traffic on an 802.1Q trunk. Because 802.1Q
native VLAN traffic is untagged, it cannot be recognized for translation. You can translate traffic
from other VLANS to the native VLAN of an 802.1Q trunk.

Do not remove the VLAN to which you are translating from the trunk.

The VLAN translation configuration applies to all ports in a port group. VLAN translation is
disabled by default on all ports in a port group. Enable VLAN translation on ports as needed.

The following table lists:

— The modules that support VLAN translation

— The port groups to which VLAN translation configuration applies

— The number of VLAN translations supported by the port groups

— The trunk types supported by the modules

N

Note
group.

LAN ports on OSMs support VLAN translation. LAN ports on OSMs are in a single port

Port Ranges Translations
Number of |[Number of |per per VLAN Translation

Product Number Ports Port Groups |Port Group Port Group |Trunk-Type Support
WS-SUP720-3BXL 2 1 1-2 32 802.1Q
WS-SUP720-3B
WS-SUP720
WS-SUP32-10GE 3 2 1,2-3 16 ISL

802.1Q

[ oL-3999-08
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Port Ranges  |Translations
Number of Number of |per per VLAN Translation
Product Number Ports Port Groups |Port Group Port Group |Trunk-Type Support
WS-SUP32-GE 9 1 1-9 16 ISL
802.1Q
WS-X6K-S2U-MSFC2 |2 1 1-2 32 802.1Q
WS-X6K-S2-MSFC2
WS-X6704-10GE 4 4 1 port in 128 ISL
each group 802.1Q
WS-X6502-10GE 1 1 1 port in 32 802.1Q
1 group
WS-X6724-SFP 24 2 1-12 128 ISL
13-24 802.1Q
WS-X6816-GBIC 16 2 1-8 32 802.1Q
9-16
WS-X6516A-GBIC 16 2 1-8 32 802.1Q
9-16
WS-X6516-GBIC 16 2 1-8 32 802.1Q
9-16
WS-X6748-GE-TX 48 4 1-12 128 ISL
13-24 802.1Q
25-36
37-48
WS-X6516-GE-TX 16 2 1-8 32 802.1Q
9-16
WS-X6524-100FX-MM |24 1 1-24 32 ISL
802.1Q
WS-X6548-RJ-45 48 1 1-48 32 ISL
802.1Q
WS-X6548-RJ-21 48 1 1-48 32 ISL
802.1Q
A
Note  To configure a port as a trunk, see the “Configuring a Layer 2 Switching Port as a Trunk” section on
page 10-8.
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Configuring VLAN Translation on a Trunk Port

To translate VLANS on a trunk port, perform this task:

Command Purpose

Step1 Router(config)# interface type' slot/port Selects the Layer 2 trunk port to configure.

Step2 Router(config-if)# switchport vlan mapping enable |Enables VLAN translation.

Step3 Router(config-if)# switchport vlan mapping Translates a VLAN to another VLAN. The valid range is
original_vlan_ID translated_vlan_ID 1 to 4094.

When you configure a VLAN mapping from the original
VLAN to the translated VLAN on a port, traffic arriving
on the original VLAN gets mapped or translated to the
translated VLAN at the ingress of the switch port, and the
traffic internally tagged with the translated VLAN gets
mapped to the original VLAN before leaving the switch
port. This method of VLAN mapping is a two-way

mapping.
Router (config-if)# no switchport vlan mapping [)ekxesthelnapping.
{all \ original_vlan_ID translated_vlan_ID}
Step4 Router (config-if)# end Exits configuration mode.
Step5 Router# show interface type' slot/port vlan Verifies the VLAN mapping.

mapping

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to map VLAN 1649 to VLAN 755 Gigabit Ethernet port 5/2:

Router# configure terminal

Router (config)# interface gigabitethernet 5/2
Router (config-if)# switchport vlan mapping 1649 755
Router (config-if)# end

Router#

This example shows how to verify the configuration:

Router# show interface gigabitethernet 5/2 vlan mapping
State: enabled
Original VLAN Translated VLAN

Enabling VLAN Translation on Other Ports in a Port Group

To enable VLAN translation on other ports in a port group, perform this task:

Command Purpose

Step1 Router (config)# interface type' slot/port Selects the LAN port to configure.

Step2 Router(config-if)# switchport vlan mapping enable |Enables VLAN translation.

Router (config-if)# no switchport vlan mapping Disables VLAN translation.
enable
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Step 3
Step 4

Command

Purpose

Router (config-if)# end

Exits configuration mode.

Router# show interface type1 slot/port vlan
mapping

Verifies the VLAN mapping.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to enable VLAN translation on a port:

Router# configure terminal

Router (config)# interface gigabitethernet 5/2
Router (config-if)# switchport vlan mapping enable

Router (config-if)# end
Router#

Mapping 802.1Q VLANSs to ISL VLANs

The valid range of user-configurable ISL VLANSs is 1 through 1001 and 1006 through 4094. The valid
range of VLANS specified in the IEEE 802.1Q standard is 1 to 4094. You can map 802.1Q VLAN

Step 1

Step 2
Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

numbers to ISL VLAN numbers.

802.1Q VLANS in the range 1 through 1001 and 1006 through 4094 are automatically mapped to the
corresponding ISL. VLAN. 802.1Q VLAN numbers corresponding to reserved VLAN numbers must be
mapped to an ISL VLAN in order to be recognized and forwarded by Cisco network devices.

These restrictions apply when mapping 802.1Q VLANSs to ISL VLANs:
¢ You can configure up to eight 802.1Q-to-ISL VLAN mappings on the Catalyst 6500 series switch.
* You can only map 802.1Q VLANS to Ethernet-type ISL VLANS.

¢ Do not enter the native VLAN of any 802.1Q trunk in the mapping table.

e When you map an 802.1Q VLAN to an ISL VLAN, traffic on the 802.1Q VLAN corresponding to
the mapped ISL VLAN is blocked. For example, if you map 802.1Q VLAN 1007 to ISL VLAN 200,

traffic on 802.1Q VLAN 200 is blocked.

e VLAN mappings are local to each Catalyst 6500 series switch. Make sure you configure the same
VLAN mappings on all appropriate network devices.

To map an 802.1Q VLAN to an ISL VLAN, perform this task:

Command

Purpose

Router (config)# wvlan mapping dotlq dotlg vlan_ID
isl isl _vlan ID

Router (config) # no vlan mapping dotlg {all |
dotlqg vlan_ID}

Maps an 802.1Q VLAN to an ISL Ethernet VLAN. The
valid range for dotlq_vlan_ID is 1001 to 4094. The valid
range for isl_vlan_ID is the same.

Deletes the mapping.

Router (config) # end

Exits configuration mode.

Router# show wvlan

Verifies the VLAN mapping.
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This example shows how to map 802.1Q VLAN 1003 to ISL VLAN 200:

Router# configure terminal

Router (config)# vlan mapping dotlqg 1003 isl 200
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show vlan
<...output truncated...>
802.1Q Trunk Remapped VLANS:
802.1Q VLAN ISL VLAN

Saving VLAN Information

The VLAN database is stored in the vlan.dat file. You should create a backup of the vlan.dat file in
addition to backing up the running-config and startup-config files. If you replace the existing supervisor
engine, copy the startup-config file as well as the vlan.dat file to restore the system. The vlan.dat file is
read on bootup and you will have to reload the supervisor engine after uploading the file. To view the
file location, use the dir vlan.dat command. To copy the file (binary), use the copy vlan.dat tftp
command.

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 1

Configuring Private VLANs

This chapter describes how to configure private VLANSs on the Catalyst 6500 series switches.

Note For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Understanding How Private VLANs Work, page 15-1
e Private VLAN Configuration Guidelines and Restrictions, page 15-6
e Configuring Private VLANSs, page 15-11
e Monitoring Private VLANS, page 15-17

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How Private VLANs Work

These sections describe how private VLANs work:
e Private VLAN Domains, page 15-2
e Private VLAN Ports, page 15-3
e Primary, Isolated, and Community VLANSs, page 15-3
e Private VLAN Port Isolation, page 15-4
e [P Addressing Scheme with Private VLANSs, page 15-4
e Private VLANs Across Multiple Switches, page 15-5
e Private VLAN Interaction with Other Features, page 15-5
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Private VLAN Domains

The private VLAN feature addresses two problems that service providers encounter when using VLANS:

e The switch supports up to 4096 VLANSs. If a service provider assigns one VLAN per customer, the
number of customers that service provider can support is limited.

¢ To enable IP routing, each VLAN is assigned a subnet address space or a block of addresses, which
can result in wasting the unused IP addresses and creating IP address management problems.

Using private VLANSs solves the scalability problem and provides IP address management benefits for
service providers and Layer 2 security for customers.

The private VLAN feature partitions the Layer 2 broadcast domain of a VLAN into subdomains. A
subdomain is represented by a pair of private VLANs: a primary VLAN and a secondary VLAN. A
private VLAN domain can have multiple private VLAN pairs, one pair for each subdomain. All VLAN
pairs in a private VLAN domain share the same primary VLAN. The secondary VLAN ID differentiates
one subdomain from another (see Figure 15-1).

Figure 15-1 Private VLAN Domain
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A private VLAN domain has only one primary VLAN. Every port in a private VLAN domain is a
member of the primary VLAN. In other words, the primary VLAN is the entire private VLAN domain.

Secondary VLANSs provide Layer 2 isolation between ports within the same private VLAN domain.
There are two types of secondary VLANs:

¢ Isolated VLANs—Ports within an isolated VLAN cannot communicate with each other at the
Layer 2 level.

e Community VLANs—Ports within a community VLAN can communicate with each other but
cannot communicate with ports in other communities at the Layer 2 level.
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Private VLAN Ports

There are three types of private VLAN ports:

Promiscuous—A promiscuous port belongs to the primary VLAN and can communicate with all
interfaces, including the community and isolated host ports that belong to the secondary VLANs that
are associated with the primary VLAN.

Isolated—An isolated port is a host port that belongs to an isolated secondary VLAN. This port has
complete Layer 2 isolation from other ports within the same private VLAN domain, except for the
promiscuous ports. Private VLANS block all traffic to isolated ports except traffic from promiscuous
ports. Traffic received from an isolated port is forwarded only to promiscuous ports.

Community—A community port is a host port that belongs to a community secondary VLAN.
Community ports communicate with other ports in the same community VLAN and with
promiscuous ports. These interfaces are isolated at Layer 2 from all other interfaces in other
communities and from isolated ports within their private VLAN domain.

N

Note  Because trunks can support the VLANSs carrying traffic between isolated, community, and
promiscuous ports, isolated and community port traffic might enter or leave the switch
through a trunk interface.

Primary, Isolated, and Community VLANs

Primary VLANSs and the two types of secondary VLANSs, isolated VLANs and community VLANSs, have
these characteristics:

Primary VLAN— The primary VLAN carries unidirectional traffic downstream from the
promiscuous ports to the (isolated and community) host ports and to other promiscuous ports.

Isolated VLAN —A private VLAN domain has only one isolated VLAN. An isolated VLAN is a
secondary VLAN that carries unidirectional traffic upstream from the hosts toward the promiscuous
ports and the gateway.

Community VLAN—A community VLAN is a secondary VLAN that carries upstream traffic from
the community ports to the promiscuous port gateways and to other host ports in the same
community. You can configure multiple community VLANS in a private VLAN domain.

A promiscuous port can serve only one primary VLAN, one isolated VLAN, and multiple community
VLANS. Layer 3 gateways are connected typically to the switch through a promiscuous port. With a
promiscuous port, you can connect a wide range of devices as access points to a private VLAN. For
example, you can use a promiscuous port to monitor or back up all the private VLAN servers from an
administration workstation.

In a switched environment, you can assign an individual private VLAN and associated IP subnet to each
individual or common group of end stations. The end stations need to communicate only with a default
gateway to communicate outside the private VLAN.

[ oL-3999-08
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Private VLAN Port Isolation

You can use private VLANS to control access to end stations in these ways:

¢ Configure selected interfaces connected to end stations as isolated ports to prevent any
communication at Layer 2. For example, if the end stations are servers, this configuration prevents
Layer 2 communication between the servers.

¢ Configure interfaces connected to default gateways and selected end stations (for example, backup
servers) as promiscuous ports to allow all end stations access to a default gateway.

You can extend private VLANSs across multiple devices by trunking the primary, isolated, and
community VLANSs to other devices that support private VLANs. To maintain the security of your
private VLAN configuration and to avoid other use of the VLANSs configured as private VLANSs,
configure private VLANSs on all intermediate devices, including devices that have no private VLAN
ports.

IP Addressing Scheme with Private VLANs

When you assign a separate VLAN to each customer, an inefficient IP addressing scheme is created as
follows:

e Assigning a block of addresses to a customer VLAN can result in unused IP addresses.

e If the number of devices in the VLAN increases, the number of assigned addresses might not be
large enough to accommodate them.

These problems are reduced by using private VLANs, where all members in the private VLAN share a
common address space, which is allocated to the primary VLAN. Hosts are connected to secondary
VLANS, and the DHCP server assigns them IP addresses from the block of addresses allocated to the
primary VLAN. Subsequent IP addresses can be assigned to customer devices in different secondary
VLANS, but in the same primary VLAN. When new devices are added, the DHCP server assigns them
the next available address from a large pool of subnet addresses.
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Private VLANs Across Multiple Switches

As with regular VLANS, private VLANSs can span multiple switches. A trunk port carries the primary

VLAN and secondary VLANS to a neighboring switch. The trunk port deals with the private VLAN as
any other VLAN. A feature of private VLANS across multiple switches is that traffic from an isolated
port in switch A does not reach an isolated port on Switch B. (See Figure 15-2.)

Figure 15-2 Private VLANs Across Switches
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Because VTP does not support private VLANSs, you must manually configure private VLANSs on all
switches in the Layer 2 network. If you do not configure the primary and secondary VLAN association
in some switches in the network, the Layer 2 databases in these switches are not merged. This situation
can result in unnecessary flooding of private VLAN traffic on those switches.

Private VLAN Interaction with Other Features

These sections describe how private VLANS interact with some other features:
e Private VLANs and Unicast, Broadcast, and Multicast Traffic, page 15-6
e Private VLANs and SVIs, page 15-6

See also the “Private VLAN Configuration Guidelines and Restrictions” section on page 15-6.

[ oL-3999-08
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Private VLANs and Unicast, Broadcast, and Multicast Traffic

In regular VLANS, devices in the same VLAN can communicate with each other at the Layer 2 level, but
devices connected to interfaces in different VLANs must communicate at the Layer 3 level. In private
VLANS, the promiscuous ports are members of the primary VLAN, while the host ports belong to
secondary VLANSs. Because the secondary VLAN is associated to the primary VLAN, members of the
these VLANs can communicate with each other at the Layer 2 level.

In a regular VLAN, broadcasts are forwarded to all ports in that VLAN. Private VLAN broadcast
forwarding depends on the port sending the broadcast:

e An isolated port sends a broadcast only to the promiscuous ports or trunk ports.

e A community port sends a broadcast to all promiscuous ports, trunk ports, and ports in the same
community VLAN.

e A promiscuous port sends a broadcast to all ports in the private VLAN (other promiscuous ports,
trunk ports, isolated ports, and community ports).

Multicast traffic is routed or bridged across private VLAN boundaries and within a single community
VLAN. Multicast traffic is not forwarded between ports in the same isolated VLAN or between ports in
different secondary VLANS.

Private VLANs and SVIs

A switch virtual interface (SVI) is the Layer 3 interface of a Layer 2 VLAN. Layer 3 devices
communicate with a private VLAN only through the primary VLAN and not through secondary VLANSs.
Configure Layer 3 VLAN SVIs only for primary VLANs. Do not configure Layer 3 VLAN interfaces
for secondary VLANSs. SVIs for secondary VLANS are inactive while the VLAN is configured as a
secondary VLAN.

e If you try to configure a VLAN with an active SVI as a secondary VLAN, the configuration is not
allowed until you disable the SVI.

e If you try to create an SVI on a VLAN that is configured as a secondary VLAN, and the secondary
VLAN is already mapped at Layer 3, the SVI is not created, and an error is returned. If the SVI is
not mapped at Layer 3, the SVI is created, but it is automatically shut down.

When the primary VLAN is associated with and mapped to the secondary VLAN, any configuration on
the primary VLAN is propagated to the secondary VLAN SVIs. For example, if you assign an IP subnet
to the primary VLAN SVI, this subnet is the IP subnet address of the entire private VLAN.

Private VLAN Configuration Guidelines and Restrictions

The guidelines for configuring private VLANs are described in the following sections:
e Secondary and Primary VLAN Configuration, page 15-7
e Private VLAN Port Configuration, page 15-9

e Limitations with Other Features, page 15-9
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Secondary and Primary VLAN Configuration

When configuring private VLANSs consider these guidelines:

After you configure a private VLAN and set VTP to transparent mode, you are not allowed to change
the VTP mode to client or server. For information about VTP, see Chapter 13, “Configuring VTP.”

You must use VLAN configuration (config-vlan) mode to configure private VLANs. You cannot
configure private VLANs in VLAN database configuration mode. For more information about
VLAN configuration, see “VLAN Configuration Options” section on page 14-9.

After you have configured private VLANSs, use the copy running-config startup config privileged
EXEC command to save the VTP transparent mode configuration and private VLAN configuration
in the startup-config file. If the switch resets it must default to VTP transparent mode to support
private VLANS.

VTP does not propagate a private VLAN configuration. You must configure private VLANSs on each
device where you want private VLAN ports.

You cannot configure VLAN 1 or VLANs 1002 to 1005 as primary or secondary VLANSs. Extended
VLANs (VLAN IDs 1006 to 4094) can belong to private VLANs. Only Ethernet VLANS can be
private VLANS.

A primary VLAN can have one isolated VLAN and multiple community VLANSs associated with it.
An isolated or community VLAN can have only one primary VLAN associated with it.

When a secondary VLAN is associated with the primary VLAN, the STP parameters of the primary
VLAN, such as bridge priorities, are propagated to the secondary VLAN. However, STP parameters
do not necessarily propagate to other devices. You should manually check the STP configuration to
ensure that the primary, isolated, and community VLANSs’ spanning tree topologies match so that
the VLANSs can properly share the same forwarding database.

If you enable MAC address reduction on the switch, we recommend that you enable MAC address
reduction on all the devices in your network to ensure that the STP topologies of the private VLANs
match.

In a network where private VLANSs are configured, if you enable MAC address reduction on some
devices and disable it on others (mixed environment), use the default bridge priorities to make sure
that the root bridge is common to the primary VLAN and to all its associated isolated and
community VLANSs. Be consistent with the ranges employed by the MAC address reduction feature
regardless of whether it is enabled on the system. MAC address reduction allows only discrete levels
and uses all intermediate values internally as a range. You should disable a root bridge with private
VLANSs and MAC address reduction, and configure the root bridge with any priority higher than the
highest priority range used by any nonroot bridge.

You cannot apply VACLs to secondary VLANS. (See Chapter 35, “Configuring VLAN ACLs”.)

You can enable DHCP snooping on private VLANs. When you enable DHCP snooping on the
primary VLAN, it is propagated to the secondary VLANS. If you configure DHCP on a secondary
VLAN, the configuration does not take effect if the primary VLAN is already configured.

We recommend that you prune the private VLANSs from the trunks on devices that carry no traffic
in the private VLANSs.

You can apply different quality of service (QoS) configurations to primary, isolated, and community
VLANS. (See Chapter 41, “Configuring PFC QoS”.)

When you configure private VLANSs, sticky Address Resolution Protocol (ARP) is enabled by
default, and ARP entries learned on Layer 3 private VLAN interfaces are sticky ARP entries. For
security reasons, private VLAN port sticky ARP entries do not age out. For information about
configuring sticky ARP, see the “Configuring Sticky ARP” section on page 36-35.

[ oL-3999-08
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e We recommend that you display and verify private VLAN interface ARP entries.

e Sticky ARP prevents MAC address spoofing by ensuring that ARP entries (IP address, MAC
address, and source VLAN) do not age out. With Release 12.2(18)SXF and later releases, you can
configure sticky ARP on a per-interface basis. For information about configuring sticky ARP, see
the “Configuring Sticky ARP” section on page 36-35. The following guidelines and restrictions
apply to private VLAN sticky ARP:

— ARP entries learned on Layer 3 private VLAN interfaces are sticky ARP entries.

— Connecting a device with a different MAC address but with the same IP address generates a
message and the ARP entry is not created.

— Because the private VLAN port sticky ARP entries do not age out, you must manually remove
private VLAN port ARP entries if a MAC address changes. You can add or remove private
VLAN ARP entries manually as follows:

Router (config)# no arp 11.1.3.30
IP ARP:Deleting Sticky ARP entry 11.1.3.30

Router (config)# arp 11.1.3.30 0000.5403.2356 arpa
IP ARP:Overwriting Sticky ARP entry 11.1.3.30, hw:00d40.bb09.266e by
hw:0000.5403.2356

¢ You can configure VLAN maps on primary and secondary VLANSs. (See the “Applying a VLAN
Access Map” section on page 35-8.) However, we recommend that you configure the same VLAN
maps on private VLAN primary and secondary VLAN:S.

e When a frame is Layer 2 forwarded within a private VLAN, the same VLAN map is applied at the
ingress side and at the egress side. When a frame is routed from inside a private VLAN to an external
port, the private VLAN map is applied at the ingress side.

— For frames going upstream from a host port to a promiscuous port, the VLAN map configured
on the secondary VLAN is applied.

— For frames going downstream from a promiscuous port to a host port, the VLAN map
configured on the primary VLAN is applied.

To filter out specific IP traffic for a private VLAN, you should apply the VLAN map to both the
primary and secondary VLANS.

e To apply Cisco I0S output ACLs to all outgoing private VLAN traffic, configure them on the
Layer 3 VLAN interface of the primary VLAN. (See Chapter 33, “Configuring Network Security”.)

e Cisco IOS ACLs applied to the Layer 3 VLAN interface of a primary VLAN automatically apply to
the associated isolated and community VLANs.

e Do not apply Cisco IOS ACLs to isolated or community VLANSs. Cisco IOS ACL configuration
applied to isolated and community VLANSs is inactive while the VLANSs are part of the private
VLAN configuration.

e Although private VLANSs provide host isolation at Layer 2, hosts can communicate with each other
at Layer 3.

e Private VLANs support these Switched Port Analyzer (SPAN) features:
— You can configure a private VLAN port as a SPAN source port.

— You can use VLAN-based SPAN (VSPAN) on primary, isolated, and community VLANS or use
SPAN on only one VLAN to separately monitor egress or ingress traffic.

— For more information about SPAN, see Chapter 52, “Configuring Local SPAN, RSPAN, and
ERSPAN.”
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Private VLAN Port Configuration

When configuring private VLAN ports follow these guidelines:

Use only the private VLAN configuration commands to assign ports to primary, isolated, or
community VLANSs. Layer 2 access ports assigned to the VLANSs that you configure as primary,
isolated, or community VLANSs are inactive while the VLAN is part of the private VLAN
configuration. Layer 2 trunk interfaces remain in the STP forwarding state.

Do not configure ports that belong to a PAgP or LACP EtherChannel as private VLAN ports. While
a port is part of the private VLAN configuration, any EtherChannel configuration for it is inactive.

Enable PortFast and BPDU guard on isolated and community host ports to prevent STP loops due
to misconfigurations and to speed up STP convergence. (See Chapter 21, “Configuring Optional
STP Features”.) When enabled, STP applies the BPDU guard feature to all PortFast-configured
Layer 2 LAN ports. Do not enable PortFast and BPDU guard on promiscuous ports.

If you delete a VLAN used in the private VLAN configuration, the private VLAN ports associated
with the VLAN become inactive.

Private VLAN ports can be on different network devices if the devices are trunk-connected and the
primary and secondary VLANs have not been removed from the trunk.

All primary, isolated, and community VLANs associated within a private VLAN must maintain the
same topology across trunks. You are highly recommended to configure the same STP bridge
parameters and trunk port parameters on all associated VLANSs in order to maintain the same

topology.

Limitations with Other Features

When configuring private VLANS, consider these configuration limitations with other features:

N

Note In some cases, the configuration is accepted with no error messages, but the commands have no effect.

Do not configure fallback bridging on switches with private VLANS.

A port is only affected by the private VLAN feature if it is currently in private VLAN mode and its
private VLAN configuration indicates that it is a primary, isolated, or community port. If a port is
in any other mode, such as Dynamic Trunking Protocol (DTP), it does not function as a private port.

Do not configure private VLAN ports on interfaces configured for these other features:
— Port Aggregation Protocol (PAgP)
— Link Aggregation Control Protocol (LACP)
- Voice VLAN

You can configure IEEE 802.1x port-based authentication on a private VLAN port, but do not
configure 802.1x with port security, voice VLAN, or per-user ACL on private VLAN ports.

IEEE 802.1q mapping works normally. Traffic is remapped to or from dot1Q ports as configured, as
if received from the ISL VLANs.

With releases earlier than Release 12.2(18)SXE, you cannot configure port security on ports that are
in a private VLAN.
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Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter15  Configuring Private VLANs |

I Private VLAN Configuration Guidelines and Restrictions

¢ Do not configure a remote SPAN (RSPAN) VLAN as a private VLAN primary or secondary VLAN.
For more information about SPAN, see Chapter 52, “Configuring Local SPAN, RSPAN, and
ERSPAN.”

e A private VLAN host or promiscuous port cannot be a SPAN destination port. If you configure a
SPAN destination port as a private VLAN port, the port becomes inactive.

e A destination SPAN port should not be an isolated port. (However, a source SPAN port can be an
isolated port.) VSPAN could be configured to span both primary and secondary VLANS or,
alternatively, to span either one if the user is interested only in ingress or egress traffic.

¢ When protocol filtering is enabled on a Supervisor Engine 1, all the required Local Target Logic
(LTL) buckets of a private VLAN port should be programmed with the appropriate secondary VLAN
indexes.

e If using the shortcuts between different VLANs (if any of these VLAN:Ss is private) consider both
primary and isolated and community VLANs. The primary VLAN should be used both as the
destination and as the virtual source, because the secondary VLAN (the real source) is always
remapped to the primary VLAN in the Layer 2 FID table.

e If you configure a static MAC address on a promiscuous port in the primary VLAN, you must add
the same static address to all associated secondary VLANS. If you configure a static MAC address
on a host port in a secondary VLAN, you must add the same static MAC address to the associated
primary VLAN. When you delete a static MAC address from a private VLAN port, you must remove
all instances of the configured MAC address from the private VLAN.

N

Note Dynamic MAC addresses learned in one VLAN of a private VLAN are replicated in the
associated VLANSs. For example, a MAC address learned in a secondary VLAN is replicated
in the primary VLAN. When the original dynamic MAC address is deleted or aged out, the
replicated addresses are removed from the MAC address table.

¢ Do not configure private VLAN ports as EtherChannels. A port can be part of the private VLAN
configuration, but any EtherChannel configuration for the port is inactive.

e These restrictions apply when you configure groups of 12 ports as secondary ports:

In all releases, the 12-port restriction applies to these 10 Mb, 10/100 Mb, and 100 Mb Ethernet
switching modules: WS-X6324-100FX, WS-X6348-RJ-45, WS-X6348-RJ-45V,
WS-X6348-RJ-21V, WS-X6248-RJ-45, WS-X6248A-TEL, WS-X6248-TEL, WS-X6148-RJ-45,
WS-X6148-RJ-45V, WS-X6148-45AF, WS-X6148-RJ-21, WS-X6148-RJ-21V, WS-X6148-21AF,
WS-X6024-10FL-MT.

In releases earlier than Release 12.2(17a)SX, the 12-port restriction applies to these Ethernet
switching modules: WS-X6548-RJ-45, WS-X6548-RJ-21, WS-X6524-100FX-MM.

In Release 12.2(17a)SX and later releases, the 12-port restriction does not apply to these Ethernet
switching modules: WS-X6548-RJ-45, WS-X6548-RJ-21, WS-X6524-100FX-MM (CSCea67876).

Within groups of 12 ports (1-12, 13-24, 25-36, and 37-48), do not configure ports as isolated ports
or community VLAN ports when one port within the group of 12 ports is any of these:

— A trunk port
— A SPAN destination port
— A promiscuous private VLAN port

— Inreleases where CSCsb44185 is resolved, a port that has been configured with the switchport
mode dynamic auto or switchport mode dynamic desirable command.
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If one port within the group of 12 ports is one of these ports listed and has the above properties, any
isolated or community VLAN configuration for other ports within the 12 ports is inactive. To
reactivate the ports, remove the isolated or community VLAN port configuration and enter the
shutdown and no shutdown commands.

These restrictions apply when you configure groups of 24 ports as secondary ports:

In all releases, this 24-port restriction applies to the WS-X6548-GE-TX and WS-X6148-GE-TX
10/100/1000 Mb Ethernet switching modules.

Within groups of 24 ports (1-24, 25-48), do not configure ports as isolated ports or community
VLAN ports when one port within the group of 24 ports is any of these:

— A trunk port
— A SPAN destination port
— A promiscuous private VLAN port

— Inreleases where CSCsb44185 is resolved, a port that has been configured with the switchport
mode dynamic auto or switchport mode dynamic desirable command.

If one port within the group of 24 ports is one of these ports listed and has the above properties, any
isolated or community VLAN configuration for other ports within the 24 ports is inactive. To
reactivate the ports, remove the isolated or community VLAN port configuration and enter the
shutdown and no shutdown commands.

Configuring Private VLANs

These sections contain configuration information:

N

Configuring a VLAN as a Private VLAN, page 15-11

Associating Secondary VLANs with a Primary VLAN, page 15-12

Mapping Secondary VLANS to the Layer 3 VLAN Interface of a Primary VLAN, page 15-13
Configuring a Layer 2 Interface as a Private VLAN Host Port, page 15-14

Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port, page 15-15

Note If the VLAN is not defined already, the private VLAN configuration process defines it.

Configuring a VLAN as a Private VLAN

To configure a VLAN as a private VLAN, perform this task:

Command Purpose
Step1 Router(config)# vlan vlan ID Enters VLAN configuration submode.
Step2 Router(config-vlan)# private-vlan {community | Configures a VLAN as a private VLAN.
isolated | primary}
Router (config-vlan)# no private-vlan {community | |Clears the private VLAN configuration.
isolated | primary} . .
Note These commands do not take effect until you exit
VLAN configuration submode.
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Step 3
Step 4

Command Purpose
Router (config-vlan)# end Exits configuration mode.
Router# show vlan private-vlan [type] Verifies the configuration.

This example shows how to configure VLAN 202 as a primary VLAN and verify the configuration:

Router# configure terminal

Router (config)# vlan 202

Router (config-vlan)# private-vlan primary
Router (config-vlan)# end

Router# show vlan private-vlan

Primary Secondary Type Interfaces

202 primary

This example shows how to configure VLAN 303 as a community VLAN and verify the configuration:

Router# configure terminal

Router (config)# wvlan 303

Router (config-vlan)# private-vlan community
Router (config-vlan)# end

Router# show vlan private-vlan

Primary Secondary Type Interfaces
202 primary
303 community

This example shows how to configure VLAN 440 as an isolated VLAN and verify the configuration:

Router# configure terminal

Router (config)# vlan 440

Router (config-vlan) # private-vlan isolated
Router (config-vlan)# end

Router# show vlan private-vlan

Primary Secondary Type Interfaces
202 primary

303 community

440 isolated

Associating Secondary VLANs with a Primary VLAN

Step 1

Step 2

Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

To associate secondary VLANSs with a primary VLAN, perform this task:

Command Purpose

Router (config)# vlan primary vlan ID Enters VLAN configuration submode for the primary
VLAN.

Router (config-vlan)# private-vlan association Associates the secondary VLANs with the primary

{secondary_vlan_list | add secondary_vlan_list | VLAN.

remove secondary._vlan_ list}

Router (config-vlan)# no private-vlan association Clears all secondary VLAN associations.

Router (config-vlan)# end Exits VLAN configuration mode.

Router# show vlan private-vlan [type] Verifies the configuration.
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When you associate secondary VLANs with a primary VLAN, note the following information:

e The secondary_vlan_list parameter cannot contain spaces. It can contain multiple comma-separated
items. Each item can be a single private VLAN ID or a hyphenated range of private VLAN IDs.

e The secondary_vlan_list parameter can contain multiple community VLAN IDs.

e The secondary_vlan_list parameter can contain only one isolated VLAN ID.

e Enter a secondary_vlan_list or use the add keyword with a secondary_vlan_list to associate
secondary VLANSs with a primary VLAN.

¢ Use the remove keyword with a secondary_vlan_list to clear the association between secondary

VLANSs and a primary VLAN.

e The command does not take effect until you exit VLAN configuration submode.

e When you exit the VLAN configuration submode, only the last specified configuration takes effect.

This example shows how to associate community VLANs 303 through 307 and 309 and isolated VLAN
440 with primary VLAN 202 and verify the configuration:

Router# configure terminal
Router (config)# wvlan 202

Router (config-vlan)# private-vlan association 303-307,309,440

Router (config-vlan)# end
Router# show vlan private-vlan

Primary Secondary Type
202 303 community
202 304 community
202 305 community
202 306 community
202 307 community
202 309 community
202 440 isolated
308 community

Interfaces

Mapping Secondary VLANSs to the Layer 3 VLAN Interface of a Primary VLAN

N

Note  Isolated and community VLANSs are both called secondary VLANS.

To map secondary VLANS to the Layer 3 VLAN interface of a primary VLAN to allow Layer 3 switching
of private VLAN ingress traffic, perform this task:

Command

Purpose

Step1 Router (config)# interface vlan primary vlan_ ID

Enters interface configuration mode for the primary
VLAN.

StepZ Router (config-if)# private-vlan mapping
{secondary _vlan_1list \ add secondary vlan_list |
remove secondary. vlan list}

Router (config-if)# [no] private-vlan mapping

Maps the secondary VLANS to the Layer 3 VLAN
interface of a primary VLAN to allow Layer 3 switching
of private VLAN ingress traffic.

Clears the mapping between the secondary VLANs and
the primary VLAN.

[ oL-3999-08
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Command

Purpose

Step3 Router (config-if)# end

Exits configuration mode.

step4 Router# show interface private-vlan mapping

Verifies the configuration.

When you map secondary VLANS to the Layer 3 VLAN interface of a primary VLAN, note the

following information:

e The private-vlan mapping interface configuration command only affects private VLAN ingress
traffic that is Layer 3-switched.

e The secondary_vlan_list parameter cannot contain spaces. It can contain multiple comma-separated
items. Each item can be a single private VLAN ID or a hyphenated range of private VLAN IDs.

e Enter a secondary_vlan_list parameter or use the add keyword with a secondary_vlan_list
parameter to map the secondary VLANS to the primary VLAN.

e Use the remove keyword with a secondary_vlan_list parameter to clear the mapping between
secondary VLANSs and the primary VLAN.

This example shows how to permit routing of secondary VLAN ingress traffic from private VLANs 303
through 307, 309, and 440 and verify the configuration:

Router# configure terminal
Router (config)# interface vlan 202
Router (config-if)# private-vlan mapping add 303-307,309,440

Router (config-if)# end

Router# show interfaces private-vlan mapping
Interface Secondary VLAN Type

vlan202
vlan202
vlan202
vlan202
vlan202
vlan202
vlan202

Router#

303
304
305
306
307
309
440

community
community
community
community
community
community
isolated

Configuring a Layer 2 Interface as a Private VLAN Host Port

To configure a Layer 2 interface as a private VLAN host port, perform this task:

Command

Purpose

Step 1 Router (config)# interface typel slot/port
p

Selects the LAN port to configure.

Step2 Router(config-if)# switchport

Configures the LAN port for Layer 2 switching:

¢ You must enter the switchport command once
without any keywords to configure the LAN port as a
Layer 2 interface before you can enter additional
switchport commands with keywords.

e Required only if you have not entered the switchport
command already for the interface.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Command Purpose

Step3 Router(config-if)# switchport mode private-vlan Configures the Layer 2 port as a private VLAN host port.
{host | promiscuous}
Router (config-if)# no switchport mode Clears private VLAN port configuration.
private-vlan

Step4 Router (config-if)# switchport private-vlan Associates the Layer 2 port with a private VLAN.
host-association primary_vlan_ ID
secondary._vlan_ID
Router (config-if)# no switchport private-vlan Clears the association.
host-association

Step5 Router(config-if)# end Exits configuration mode.

Step6 Router# show interfaces [type' slot/port] Verifies the configuration.
switchport

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to configure interface FastEthernet 5/1 as a private VLAN host port and verify
the configuration:

Router# configure terminal

Router (config)# interface fastethernet 5/1

Router (config-if)# switchport mode private-vlan host

Router (config-if)# switchport private-vlan host-association 202 303
Router (config-if)# end

Router# show interfaces fastethernet 5/1 switchport

Name: Fab5/1

Switchport: Enabled

Administrative Mode: private-vlan host

Operational Mode: down

Administrative Trunking Encapsulation: negotiate

Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)

Administrative private-vlan host-association: 202 (VLAN0202) 303 (VLAN0303)
Administrative private-vlan mapping: none

Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Capture Mode Disabled

Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port

To configure a Layer 2 interface as a private VLAN promiscuous port, perform this task:

Command Purpose
Step1 Router(config)# interface type" slot/port Selects the LAN interface to configure.
Step2 Router(config-if)# switchport Configures the LAN interface for Layer 2 switching:
¢  You must enter the switchport command once
without any keywords to configure the LAN interface
as a Layer 2 interface before you can enter additional
switchport commands with keywords.
e Required only if you have not entered the switchport
command already for the interface.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Step 3

Step 4

Step 5
Step 6

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

Command Purpose

Router (config-if)# switchport mode private-vlan Configures the Layer 2 port as a private VLAN

{host | promiscuous} promiscuous port.

Router (config-if)# no switchport mode Clears the private VLAN port configuration.

private-vlan

Router (config-if)# switchport private-vlan Maps the private VLAN promiscuous port to a primary

mapping primary vlan_ID {secondary vlan list | VLAN and to selected secondary VLANS.

add secondary vlan_list \ remove

secondary._vlan_list}

Router (config-if)# no switchport private-vlan Clears all mapping between the private VLAN

mapping promiscuous port and the primary VLAN and any
secondary VLANSs.

Router (config-if)# end Exits configuration mode.

Router# show interfaces [type' slot/port] Verifies the configuration.

switchport

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

X

When you configure a Layer 2 interface as a private VLAN promiscuous port, note the following
information:

e The secondary_vlan_list parameter cannot contain spaces. It can contain multiple comma-separated
items. Each item can be a single private VLAN ID or a hyphenated range of private VLAN IDs.

e Enter a secondary_vlan_list value or use the add keyword with a secondary_vlan_list value to map
the secondary VLANS to the private VLAN promiscuous port.

e Use the remove keyword with a secondary_vlan_list value to clear the mapping between secondary
VLANS and the private VLAN promiscuous port.

This example shows how to configure interface FastEthernet 5/2 as a private VLAN promiscuous port
and map it to a private VLAN:

Router# configure terminal

Router (config)# interface fastethermet 5/2

Router (config-if)# switchport mode private-vlan promiscuous
Router (config-if)# switchport private-vlan mapping 202 303,440
Router (config-if)# end

This example shows how to verify the configuration:

Router# show interfaces fastethernet 5/2 switchport

Name: Fab/2

Switchport: Enabled

Administrative Mode: private-vlan promiscuous

Operational Mode: down

Administrative Trunking Encapsulation: negotiate

Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)

Administrative private-vlan host-association: none ((Inactive))
Administrative private-vlan mapping: 202 (VLAN0202) 303 (VLANO303) 440 (VLAN0440)
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Capture Mode Disabled
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Monitoring Private VLANs

Table 15-1 shows the privileged EXEC commands for monitoring private VLAN activity.

Table 15-1 Private VLAN Monitoring Commands

Command

Purpose

show interfaces status

Displays the status of interfaces, including the VLANs to which they
belong.

show vlan private-vlan
[type]

Displays the private VLAN information for the switch.

show interface switchport

Displays private VLAN configuration on interfaces.

show interface
private-vlan mapping

Displays information about the private VLAN mapping for VLAN SVIs.

This is an example of the output from the show vlan private-vlan command:

Switch(config)# show vlan private-vlan

Primary Secondary Type

Ports

10 501 isolated Fa2/1, Gi3/1, Gi3/2
10 502 community Fa2/11, Gi3/1, Gi3/4
10 503 non-operational

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 1

Configuring Cisco IP Phone Support

This chapter describes how to configure support for Cisco IP phones on the Catalyst 6500 series
switches.

Note  For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:
e Understanding Cisco IP Phone Support, page 16-1
e Default Cisco IP Phone Support Configuration, page 16-5
e Cisco IP Phone Support Configuration Guidelines and Restrictions, page 16-5
e Configuring Cisco IP Phone Support, page 16-6

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding Cisco IP Phone Support

These sections describe Cisco IP phone support:
e Cisco IP Phone Connections, page 16-2
e Cisco IP Phone Voice Traffic, page 16-2
e Cisco IP Phone Data Traffic, page 16-3
e Cisco IP Phone Power Configurations, page 16-3

e Other Cisco IP Phone Features, page 16-4

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Cisco IP Phone Connections

The Cisco IP phone contains an integrated 3-port 10/100 switch. The ports are dedicated connections to
these devices:

e Port 1 connects to the switch.
e Port 2 is an internal 10/100 interface that carries the Cisco IP phone traffic.
e Port 3 connects to a PC or other device.

Figure 16-1 shows a Cisco IP phone connected between a switch and a PC.

Figure 16-1 Cisco IP Phone Connected to a Switch

Cisco IP Phone 7960

Phone
ASIC
P2 Workstation/PC
A
P1 | 3-port |pg [:]l
10/100 module switch —F
Access A—;
port

79490

Catalyst switch or
Cisco Router

Cisco IP Phone Voice Traffic

Note

The Cisco IP phone transmits voice traffic with Layer 3 IP precedence and Layer 2 CoS values, which
are both set to 5 by default. The sound quality of a Cisco IP phone call can deteriorate if the voice traffic
is transmitted unevenly. To provide more predictable voice traffic flow, you can configure QoS to trust the
Layer 3 IP precedence or Layer 2 CoS value in the voice traffic (refer to Chapter 41, “Configuring
PFC QoS”).

You can configure the ports on WS-X6548-RJ-45 and WS-X6548-RJ-21 switching modules to trust
received Layer 2 CoS values (QoS port architecture 1p1q0t/1p3qlt). The WS-X6548-RJ-45 and
WS-X6548-RJ-21 switching modules cannot supply power to Cisco IP phones. Configure QoS policies
that use the Layer 3 IP precedence value on other switching modules.

You can configure a Layer 2 access port with an attached Cisco IP phone to use one VLAN for voice
traffic and another VLAN for data traffic from a device attached to the Cisco IP phone.

You can configure Layer 2 access ports on the switch to send Cisco Discovery Protocol (CDP) packets
that instruct an attached Cisco IP phone to transmit voice traffic to the switch in any of the following
ways:

¢ In the voice VLAN, tagged with a Layer 2 CoS priority value
¢ In the access VLAN, tagged with a Layer 2 CoS priority value

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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e In the access VLAN, untagged (no Layer 2 CoS priority value)

~
Note  In all configurations, the voice traffic carries a Layer 3 IP precedence value (the default is 5 for voice
traffic and 3 for voice control traffic).

You cannot use Cisco IOS software commands to configure the frame type used by data traffic sent from
a device attached to the access port on the Cisco IP phone.

Cisco IP Phone Data Traffic
N

Note Untagged traffic from the device attached to the Cisco IP phone passes through the Cisco IP phone
unchanged, regardless of the trust state of the access port on the Cisco IP phone.

To process tagged data traffic (traffic in 802.1Q or 802.1p frame types) from the device attached to the
access port on the Cisco IP phone (see Figure 16-1), you can configure Layer 2 access ports on the
switch to send CDP packets that instruct an attached Cisco IP phone to configure the access port on the
Cisco IP phone to either of these two modes:

e Trusted mode—All traffic received through the access port on the Cisco IP phone passes through the
Cisco IP phone unchanged.

e Untrusted mode—All traffic in 802.1Q or 802.1p frames received through the access port on the
Cisco IP phone is marked with a configured Layer 2 CoS value. The default Layer 2 CoS value is 0.
Untrusted mode is the default.

Cisco IP Phone Power Configurations

These sections describe Cisco IP phone power configurations:
e Locally Powered Cisco IP Phones, page 16-3
¢ Inline-Powered Cisco IP Phones, page 16-4

Locally Powered Cisco IP Phones

There are two varieties of local power:
e From a power supply connected to the Cisco IP phone

e From a power supply through a patch panel over the twisted-pair Ethernet cable to the
Cisco IP phone

When a locally powered Cisco IP phone is present on a switching module port, the switching module
cannot detect its presence. The supervisor engine discovers the Cisco IP phone through CDP messaging
with the Cisco IP phone.

If a locally powered Cisco IP phone loses local power and the mode is set to auto, the switching module
discovers the Cisco IP phone and informs the supervisor engine, which then supplies inline power to the
Cisco IP phone.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Inline-Powered Cisco IP Phones

)

Note

A

Inline power is from switching modules that support an inline power daughtercard. Inline power is sent
over the twisted-pair Ethernet cable to the Cisco IP phone.

For information about switching modules that support inline power, refer to the Release Notes for Cisco
10S Release 12.2SXF and Rebuilds.

When a switching module port detects an unpowered Cisco IP phone, the switching module reports to
the supervisor engine that an unpowered Cisco IP phone is present and on which module and port. If the
port is configured in auto mode, the supervisor engine determines if there is enough system power
available to power up the Cisco IP phone. If there is sufficient power available, the supervisor engine
removes the default-allocated power required by a Cisco IP phone from the total available system power
and sends a message to the switching module instructing it to provide power to the port. If there is not
enough available power for the Cisco IP phone, the supervisor engine sends a message to the switching
module indicating that power is denied to the port.

Cisco IP phones may have different power requirements. The supervisor engine initially allocates the
configured default of 7 W (167 mA at 42 V) to the Cisco IP phone. When the correct amount of power
is determined from the CDP messaging with the Cisco IP phone, the supervisor engine reduces or
increases the allocated power.

For example, the default allocated power is 7 W. A Cisco IP phone requiring 6.3 W is plugged into a
port. The supervisor engine allocates 7 W for the Cisco IP phone and powers it up. Once the

Cisco IP phone is operational, it sends a CDP message with the actual power requirement to the
supervisor engine. The supervisor engine then decreases the allocated power to the required amount.

When you power off the Cisco IP phone through the CLI or SNMP or remove it, the supervisor engine
sends a message to the switching module to turn off the power on the port. That power is then returned
to the available system power.

Caution

When a Cisco IP phone cable is plugged into a port and the power is turned on, the supervisor engine
has a 4-second timeout waiting for the link to go up on the line. During those 4 seconds, if the

Cisco IP phone cable is unplugged and a network device is plugged in, the network device could be
damaged. We recommend that you wait at least 10 seconds between unplugging a network device and
plugging in another network device.

Other Cisco IP Phone Features

The Catalyst 6500 series switch provides support for authentication, authorization, and accounting
(AAA) for Cisco IP phones, as described in Chapter 46, “Configuring IEEE 802.1X Port-Based
Authentication.”

The Catalyst 6500 series switch also supports automatic tracking for Cisco Emergency Responder
(Cisco ER) to help you manage emergency calls in your telephony network. For further information, see
this URL:

http://www.cisco.com/en/US/products/sw/voicesw/ps842/tsd_products_support_series_home.html

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Default Cisco IP Phone Support Configuration

Cisco IP phone support is disabled by default.

When the voice VLAN feature is enabled, all untagged traffic is sent with the default CoS priority of the
port.

The CoS is not trusted for 802.1P or 802.1Q tagged traffic.

Cisco IP Phone Support Configuration Guidelines and
Restrictions

The following guidelines and restrictions apply when configuring Cisco IP phone support:

You must enable the Cisco Discovery Protocol (CDP) on the Catalyst 6500 series switch port
connected to the Cisco IP phone to send configuration information to the Cisco IP phone.

You can configure a voice VLAN only on a Layer 2 LAN port.

You can configure the ports on WS-X6548-RJ-45 and WS-X6548-RJ-21 switching modules to trust
received Layer 2 CoS values (QoS port architecture 1p1q0t/1p3qlt). The WS-X6548-RJ-45 and
WS-X6548-RJ-21 switching modules cannot supply power to Cisco IP phones.

You cannot configure 10/100 Mbps ports with QoS port architecture 1p4t/2q2t to trust received
Layer 2 CoS values. Configure policies to trust the Layer 3 IP precedence value on switching
modules with QoS port architecture 1p4t/2q2t.

The following conditions indicate that the Cisco IP phone and a device attached to the
Cisco IP phone are in the same VLAN and must be in the same IP subnet:

If they both use 802.1p or untagged frames

If the Cisco IP phone uses 802.1p frames and the device uses untagged frames

If the Cisco IP phone uses untagged frames and the device uses 802.1p frames

If the Cisco IP phone uses 802.1Q frames and the voice VLAN is the same as the access VLAN

The Cisco IP phone and a device attached to the Cisco IP phone cannot communicate if they are in
the same VLAN and subnet but use different frame types, because traffic between devices in the
same subnet is not routed (routing would eliminate the frame type difference).

You cannot use Cisco IOS software commands to configure the frame type used by traffic sent from
a device attached to the access port on the Cisco IP phone.

If you enable port security on a port configured with a voice VLAN and if there is a PC connected
to the Cisco IP phone, set the maximum allowed secure addresses on the port to at least 2.

You cannot configure static secure MAC addresses in the voice VLAN.

Ports configured with a voice VLAN can be secure ports (refer to Chapter 47, “Configuring Port
Security”).

In all configurations, the voice traffic carries a Layer 3 IP precedence value (the defaultis 5 for voice
traffic and 3 for voice control traffic).
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These sections describe how to configure Cisco IP phone support:

e Configuring Voice Traffic Support, page 16-6

e Configuring Data Traffic Support, page 16-7

e Configuring Inline Power Support, page 16-8

~

Note

Voice VLANSs are referred to as auxiliary VLANs in the Catalyst software publications.

Configuring Voice Traffic Support

Step 1
Step 2

Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

To configure the way in which the Cisco IP phone transmits voice traffic, perform this task:

Command

Purpose

Router (config)# interface fastethernet slot/port

Selects the port to configure.

Router (config-if)# switchport voice vlan
{voice_vlan_ID | dotlp | none | untagged}

Router (config-if)# no switchport voice vlan

Configures the way in which the Cisco IP phone
transmits voice traffic.

Clears the configuration.

Router (config)# end

Exits configuration mode.

Router# show interfaces fastethernet slot/port
switchport

Router# show running-config interface
fastethernet slot/port

Verifies the configuration.

When configuring the way in which the Cisco IP phone transmits voice traffic, note the following

information:

e Enter a voice VLAN ID to send CDP packets that configure the Cisco IP phone to transmit voice
traffic in 802.1Q frames, tagged with the voice VLAN ID and a Layer 2 CoS value (the default is
5). Valid VLAN IDs are from 1 to 4094. The switch puts the 802.1Q voice traffic into the voice

VLAN.

¢ Enter the dotlp keyword to send CDP packets that configure the Cisco IP phone to transmit voice
traffic in 802.1p frames, tagged with VLAN ID 0 and a Layer 2 CoS value (the default is 5 for voice
traffic and 3 for voice control traffic). The switch puts the 802.1p voice traffic into the access VLAN.

¢ Enter the untagged keyword to send CDP packets that configure the Cisco IP phone to transmit
untagged voice traffic. The switch puts the untagged voice traffic into the access VLAN.

¢ Enter the none keyword to allow the Cisco IP phone to use its own configuration and transmit
untagged voice traffic. The switch puts the untagged voice traffic into the access VLAN.

¢ In all configurations, the voice traffic carries a Layer 3 IP precedence value (the default is 5).

e Refer to Chapter 41, “Configuring PFC QoS,” for information about how to configure QoS.

e Refer to the “Configuring a LAN Interface as a Layer 2 Access Port” section on page 10-14 for
information about how to configure the port as a Layer 2 access port and configure the

access VLAN.
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This example shows how to configure Fast Ethernet port 5/1 to send CDP packets that tell the
Cisco IP phone to use VLAN 101 as the voice VLAN:

Router# configure terminal

Router (config)# interface fastethernet 5/1
Router (config-if)# switchport voice vlan 101

Router (config-if)# exit

This example shows how to verify the configuration of Fast Ethernet port 5/1:

Router# show interfaces fastethernet 5/1 switchport

Name: Fab5/1

Switchport: Enabled
Administrative Mode: access
Operational Mode: access

Administrative Trunking Encapsulation: dotlg
Operational Trunking Encapsulation: dotlg

Negotiation of Trunking: off
Access Mode VLAN: 100

Voice VLAN: 101

Trunking Native Mode VLAN: 1

(default)

Administrative private-vlan host-association: none

Administrative private-vlan mapping:
Operational private-vlan: none
Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001
Capture Mode Disabled

Capture VLANs Allowed: ALL

Configuring Data Traffic Support

Step 1
Step 2

Step 3
Step 4

900 ((Inactive)) 901

((Inactive))

To configure the way in which the Cisco IP phone transmits data traffic, perform this task:

Command

Purpose

Router (config)# interface fastethernet slot/port

Selects the port to configure.

Router (config-if)# mls gos trust extend
[cos cos_value]

Router (config-if)# no mls gos trust extend

Configures the way in which the Cisco IP phone
transmits data traffic.

Clears the configuration.

Router (config) # end

Exits configuration mode.

Router# show interfaces fastethernet slot/port
switchport

Router# show running-config interface
fastethernet slot/port

Verifies the configuration.

When configuring the way in which the Cisco IP phone transmits data traffic, note the following

information:

¢ To send CDP packets that configure the Cisco IP phone to trust tagged traffic received from a device
connected to the access port on the Cisco IP phone, do not enter the cos keyword and CoS value.

e To send CDP packets that configure the Cisco IP phone to mark tagged ingress traffic received from
a device connected to the access port on the Cisco IP phone, enter the cos keyword and CoS value

(valid values are O through 7).

¢ You cannot use Cisco 10S software commands to configure whether or not traffic sent from a device
attached to the access port on the Cisco IP phone is tagged.

[ oL-3999-08
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This example shows how to configure Fast Ethernet port 5/1 to send CDP packets that tell the
Cisco IP phone to configure its access port as untrusted and to mark all tagged traffic received from a
device connected to the access port on the Cisco IP phone with CoS 3:

Router# configure terminal

Router (config)# interface fastethernet 5/1
Router (config-if)# mls gos trust extend cos 3

This example shows how to configure Fast Ethernet port 5/1 to send CDP packets that tell the
Cisco IP phone to configure its access port as trusted:

Router# configure terminal

Router (config)# interface fastethermet 5/1

Router (config-if)# mls gos trust extend

This example shows how to verify the configuration on Fast Ethernet port 5/1:

Router# show queueing interface fastethernet 5/1 | include Extend

Extend trust state: trusted

Configuring Inline Power Support

Step 1
Step 2

Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

To configure inline power support, perform this task:

Command

Purpose

Router (config)# interface fastethernet slot/port

Selects the port to configure.

Router (config-if)# power inline {auto \ never}

Router (config-if)# no power inline

Configures inline power support.

Clears the configuration.

Router (config) # end

Exits configuration mode.

Router# show power inline
[fastethernet slot/port]

Verifies the configuration.

When configuring inline power support, note the following information:

¢ To configure auto-detection of a Cisco IP phone, enter the auto keyword.

e To disable auto-detection of a Cisco IP phone, enter the never keyword.

This example shows how to disable inline power on Fast Ethernet port 5/1:

Router# configure terminal

Router (config)# interface fastethermet 5/1

Router (config-if)# power inline never

This example shows how to enable inline power on Fast Ethernet port 5/1:

Router# configure terminal

Router (config)# interface fastethermet 5/1

Router (config-if)# power inline auto

This example shows how to verify the inline power configuration on Fast Ethernet port 5/1:

Router# show power inline fastethernet 5/1

Interface Admin Oper Power
(Watts)
Fa5/1 auto on 6.3

Device

cisco phone device
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£
Tip

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
I oL-3999-08 .m


http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html
http://www.cisco.com/go/techdocideas

Chapter 16 Configuring Cisco IP Phone Support |

M Configuring Cisco IP Phone Support

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
m. 0L-3999-08 |



Note

Tip

Configuring IEEE 802.1Q Tunneling

This chapter describes how to configure IEEE 802.1Q tunneling on the Catalyst 6500 series switches.

e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

e http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

e The WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6148-GE-TX, and WS-X6148V-GE-TX
switching modules do not support IEEE 802.1Q tunneling.

This chapter consists of these sections:
e Understanding How 802.1Q Tunneling Works, page 17-1
e 802.1Q Tunneling Configuration Guidelines and Restrictions, page 17-3
¢ Configuring 802.1Q Tunneling, page 17-6

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How 802.1Q Tunneling Works

802.1Q tunneling enables service providers to use a single VLAN to support customers who have
multiple VLANS, while preserving customer VLAN IDs and keeping traffic in different customer
VLANS segregated.

A port configured to support 802.1Q tunneling is called a tunnel port. When you configure tunneling,
you assign a tunnel port to a VLAN that you dedicate to tunneling, which then becomes a tunnel VLAN.
To keep customer traffic segregated, each customer requires a separate tunnel VLAN, but that one tunnel
VLAN supports all of the customer’s VLANSs.

802.1Q tunneling is not restricted to point-to-point tunnel configurations. Any tunnel port in a tunnel
VLAN is a tunnel entry and exit point. An 802.1Q tunnel can have as many tunnel ports as are needed
to connect customer switches.
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The customer switches are trunk connected, but with 802.1Q tunneling, the service provider switches
only use one service provider VLAN to carry all the customer VLANS, instead of directly carrying all
the customer VLANS.

With 802.1Q tunneling, tagged customer traffic comes from an 802.1Q trunk port on a customer device
and enters the service-provider edge switch through a tunnel port. The link between the 802.1Q trunk
port on a customer device and the tunnel port is called an asymmetrical link because one end is
configured as an 802.1Q trunk port and the other end is configured as a tunnel port. You assign the tunnel
port to an access VLAN ID unique to each customer. See Figure 17-1 on page 17-2 and Figure 17-2 on
page 17-3.

Figure 17-1 IEEE 802.1Q Tunnel Ports in a Service-Provider Network
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802.1Q Tunneling Configuration Guidelines and Restrictions

Figure 17-2 Untagged, 802.1Q-Tagged, and Double-Tagged Ethernet Frames
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When a tunnel port receives tagged customer traffic from an 802.1Q trunk port, it does not strip the
received 802.1Q tag from the frame header; instead, the tunnel port leaves the 802.1Q tag intact, adds a
2-byte Ethertype field (0x8100) followed by a 2-byte field containing the priority (CoS) and the VLAN.
The received customer traffic is then put into the VLAN to which the tunnel port is assigned. This
Ethertype 0x8100 traffic, with the received 802.1Q tag intact, is called tunnel traffic.

A VLAN carrying tunnel traffic is an 802.1Q tunnel. The tunnel ports in the VLAN are the tunnel’s
ingress and egress points.

The tunnel ports do not have to be on the same network device. The tunnel can cross other network links
and other network devices before reaching the egress tunnel port. A tunnel can have as many tunnel ports
as required to support the customer devices that need to communicate through the tunnel.

An egress tunnel port strips the 2-byte Ethertype field (0x8100) and the 2-byte length field and transmits
the traffic with the 802.1Q tag still intact to an 802.1Q trunk port on a customer device. The 802.1Q trunk
port on the customer device strips the 802.1Q tag and puts the traffic into the appropriate customer
VLAN.

Tunnel traffic carries a second 802.1Q tag only when it is on a trunk link between service-provider
network devices, with the outer tag containing the service-provider-assigned VLAN ID and the inner tag
containing the customer-assigned VLAN IDs.

802.1Q Tunneling Configuration Guidelines and Restrictions

When configuring 802.1Q tunneling in your network, follow these guidelines and restrictions:
e Use asymmetrical links to put traffic into a tunnel or to remove traffic from a tunnel.

e Configure tunnel ports only to form an asymmetrical link.

[ oL-3999-08
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e Dedicate one VLAN for each tunnel.
e Assign only tunnel ports to VLANSs used for tunneling.
e Trunks require no special configuration to carry tunnel VLAN:S.

e Tunnel ports are not trunks. Any commands to configure trunking are inactive while the port is
configured as a tunnel port.

e Tunnel ports learn customer MAC addresses.

e We recommend that you use ISL trunks to carry tunnel traffic between devices that do not have
tunnel ports. Because of the 802.1Q native VLAN feature, using 802.1Q trunks requires that you be
very careful when you configure tunneling: a mistake might direct tunnel traffic to a non-tunnel port.

e By default, the native VLAN traffic of a dotlq trunk is sent untagged, which cannot be
double-tagged in the service provider network. Because of this situation, the native VLAN traffic
might not be tunneled correctly. Be sure that the native VLAN traffic is always sent tagged in an
asymmetrical link. To tag the native VLAN egress traffic and drop all untagged ingress traffic, enter
the global vlan dotlq tag native command.

e Configure jumbo frame support on tunnel ports:
- See the “Configuring Jumbo Frame Support” section on page 9-10.

- Take note of the modules listed in the “Configuring Jumbo Frame Support” section that do not
support jumbo frames.

e Jumbo frames can be tunneled as long as the jumbo frame length combined with the 802.1Q tag does
not exceed the maximum frame size.

e Because tunnel traffic has the added ethertype and length field and retains the 802.1Q tag within the
switch, the following restrictions exist:

— The Layer 3 packet within the Layer 2 frame cannot be identified in tunnel traffic.

— Layer 3 and higher parameters cannot be identified in tunnel traffic (for example, Layer 3
destination and source addresses).

— Because the Layer 3 addresses cannot be identified within the packet, tunnel traffic cannot be
routed.

— The switch can provide only MAC-layer filtering for tunnel traffic (VLAN IDs and source and
destination MAC addresses).

— The switch can provide only MAC-layer access control and QoS for tunnel traffic.
— QoS cannot detect the received CoS value in the 802.1Q 2-byte Tag Control Information field.

¢ On an asymmetrical link, the Cisco Discovery Protocol (CDP) reports a native VLAN mismatch if
the VLAN of the tunnel port does not match the native VLAN of the 802.1Q trunk. The 802.1Q
tunnel feature does not require that the VLANs match. Ignore the messages if your configuration
requires nonmatching VLANSs.

e Asymmetrical links do not support the Dynamic Trunking Protocol (DTP) because only one port on
the link is a trunk. Configure the 802.1Q trunk port on an asymmetrical link to trunk unconditionally.

e The 802.1Q tunneling feature cannot be configured on ports configured to support private VLANS.
e The following Layer 2 protocols work between devices connected by an asymmetrical link:

- CDP

— UniDirectional Link Detection (UDLD)

— Port Aggregation Protocol (PAgP)

- Link Aggregation Control Protocol (LACP)
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Spanning-tree BPDU filtering is enabled automatically on tunnel ports.
CDP is automatically disabled on tunnel ports.
VLAN Trunk Protocol (VTP) does not work between the following devices:
— Devices connected by an asymmetrical link
— Devices communicating through a tunnel

N

Note VTP works between tunneled devices if Layer 2 protocol tunneling is enabled. See
Chapter 18, “Configuring Layer 2 Protocol Tunneling,” for configuration details.

To configure an EtherChannel as an asymmetrical link, all ports in the EtherChannel must have the
same tunneling configuration. Because the Layer 3 packet within the Layer 2 frame cannot be
identified, you must configure the EtherChannel to use MAC-address-based frame distribution.

The following configuration guidelines are required for your Layer 2 protocol tunneling configuration:

On all the service provider edge switches, PortFast BPDU filtering must be enabled on the 802.1Q
tunnel ports as follows:

Router (config-if)# spanning-tree bpdufilter enable
Router (config-if)# spanning-tree portfast

S

Note  Spanning-tree BPDU filtering is enabled automatically on tunnel ports.

At least one VLAN must be available for Native VLAN tagging (vlan dotlq tag native option). If
you use all the available VLANSs and then try to enable the vlan dotlq tag native option, the option
will not be enabled.

On all the service provider core switches, tag native VLAN egress traffic and drop untagged native
VLAN ingress traffic by entering the following command:

Router (config) # vlan dotlqg tag native

On all the customer switches, either enable or disable the global vlan dotlq tag native option.

N

Note  If this option is enabled on one switch and disabled on another switch, all traffic is dropped;
all customer switches must have this option configured the same on each switch.

The following configuration guidelines are optional for your Layer 2 protocol tunneling configuration:

Because all the BPDUs are being dropped, spanning tree PortFast can be enabled on Layer 2
protocol tunnel ports as follows:

Router (config-if)# spanning-tree portfast trunk

If the service provider does not want the customer to see its switches, CDP should be disabled on
the 802.1Q tunnel port as follows:

Router (config-if)# no cdp enable

[ oL-3999-08
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Configuring 802.1Q Tunneling

These sections describe 802.1Q tunneling configuration:
e Configuring 802.1Q Tunnel Ports, page 17-6
e Configuring the Switch to Tag Native VLAN Traffic, page 17-6

A

Caution  Ensure that only the appropriate tunnel ports are in any VLAN used for tunneling and that one VLAN is
used for each tunnel. Incorrect assignment of tunnel ports to VLANSs can forward traffic inappropriately.

Configuring 802.1Q Tunnel Ports

To configure 802.1Q tunneling on a port, perform this task:

Command Purpose
Step1 Router(config)# interface type' slot/port Selects the LAN port to configure.
Step2 Router(config-if)# switchport Configures the LAN port for Layer 2 switching:

¢ You must enter the switchport command once
without any keywords to configure the LAN port as
a Layer 2 interface before you can enter additional
switchport commands with keywords.

e Required only if you have not entered the
switchport command already for the interface.

Step3 Router(config-if)# switchport mode dotlg-tunnel Configures the Layer 2 port as a tunnel port.

Router (config-if)# no switchport mode dotlg-tunnel |(Clears the tunnel port configuration.

Step4 Router(config-if)# end Exits configuration mode.

Step5 Router# show dotlg-tunnel [{interface type Verifies the configuration.
interface-number} ]

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to configure tunneling on port 4/1 and verify the configuration:

Router# configure terminal

Router (config)# interface fastethermet 4/1
Router (config-if)# switchport mode dotlg-tunnel
Router (config-if)# end

Router# show dotlg-tunnel interface

Configuring the Switch to Tag Native VLAN Traffic

The vlan dotlq tag native command is a global command that configures the switch to tag native VLAN
traffic, and admit only 802.1Q tagged frames on 802.1Q trunks, dropping any untagged traffic, including
untagged traffic in the native VLAN.
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To configure the switch to tag traffic in the native VLAN, perform this task:

Command Purpose

Step1 Router(config)# vlan dotlq tag native Configures the switch to tag native VLAN traffic.
Router (config) # no vlan dotlqg tag native (Hearstheconﬁguraﬁon_

Step2 Router (config)# end Exits configuration mode.

Step3 Router# show vlan dotlq tag native Verifies the configuration.

This example shows how to configure the switch to tag native VLAN traffic and verify the configuration:

Router# configure terminal

Router (config)# vlan dotlqg tag native
Router (config) # end

Router# show vlan dotlg tag native

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 1

Configuring Layer 2 Protocol Tunneling

This chapter describes how to configure Layer 2 protocol tunneling on the Catalyst 6500 series switches.

e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

e The WS-X6548-GE-TX, WS-X6548V-GE-TX, WS-X6148-GE-TX, and WS-X6148V-GE-TX
switching modules do not support Layer 2 protocol tunneling.

This chapter consists of these sections:
e Understanding How Layer 2 Protocol Tunneling Works, page 18-1
e Configuring Support for Layer 2 Protocol Tunneling, page 18-2

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How Layer 2 Protocol Tunneling Works

Layer 2 protocol tunneling allows Layer 2 protocol data units (PDUs) (CDP, STP, and VTP) to be
tunneled through a network. This section uses the following terminology:

e FEdge switch—The switch connected to the customer switch and placed on the boundary of the
service provider network (see Figure 18-1).

e Layer 2 protocol tunnel port—A port on the edge switch on which a specific tunneled protocol can
be encapsulated or deencapsulated. The Layer 2 protocol tunnel port is configured through CLI
commands.

e Tunneled PDU—A CDP, STP, or VTP PDU.
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Without Layer 2 protocol tunneling, tunnel ports drop STP and VTP packets and process CDP packets. This
handling of the PDUs creates different spanning tree domains (different spanning tree roots) for the
customer switches. For example, STP for a VLAN on switch 1 (see Figure 18-1) builds a spanning tree
topology on switches 1, 2, and 3 without considering convergence parameters based on switches 4 and 5. To
provide a single spanning tree domain for the customer, a generic scheme to tunnel BPDUs was created
for control protocol PDUs (CDP, STP, and VTP). This process is referred to as Generic Bridge PDU
Tunneling (GBPT).

Figure 18-1 Layer 2 Protocol Tunneling Network Configuration
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GBPT provides a scalable approach to PDU tunneling by software encapsulating the PDUs in the ingress
edge switches and then multicasting them in hardware. All switches inside the service provider network
treat these encapsulated frames as data packets and forward them to the other end. The egress edge
switch listens for these special encapsulated frames and deencapsulates them; they are then forwarded
out of the tunnel.

The encapsulation involves rewriting the destination media access control (MAC) address in the PDU.
An ingress edge switch rewrites the destination MAC address of the PDUs received on a Layer 2 tunnel
port with the Cisco proprietary multicast address (01-00-Oc-cd-cd-d0). The PDU is then flooded to the
native VLAN of the Layer 2 tunnel port. If you enable Layer 2 protocol tunneling on a port, PDUs of an
enabled protocol are not sent out. If you disable Layer 2 protocol tunneling on a port, the disabled
protocols function the same way they were functioning before Layer 2 protocol tunneling was enabled
on the port.

Configuring Support for Layer 2 Protocol Tunneling
N

Note e Encapsulated PDUs received by an 802.1Q tunnel port are transmitted from other tunnel ports in the
same VLAN on the switch.

e Configure jumbo frame support on Layer 2 protocol tunneling ports:
- See the “Configuring Jumbo Frame Support” section on page 9-10.

— Take note of the modules listed in the “Configuring Jumbo Frame Support” section that do not
support jumbo frames.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
m. 0L-3999-08 |



| Chapter18 Configuring Layer 2 Protocol Tunneling

Configuring Support for Layer 2 Protocol Tunneling ||

To configure Layer 2 protocol tunneling on a port, perform this task:

Command

Purpose

Step 1 Router (config)# interface typel slot/port
p

Selects the LAN port to configure.

Step2 Router(config-if)# switchport

Configures the LAN port for Layer 2 switching:

¢ You must enter the switchport command once
without any keywords to configure the LAN port as a
Layer 2 interface before you can enter additional
switchport commands with keywords.

e Required only if you have not entered the switchport
command already for the interface.

Step3 Router (config-if)# l2protocol-tunnel
[edp |drop-threshold

[packets|shutdown-threshold [packets] |stp|vtp]

Router (config-if)# no l2protocol-tunnel [cdp |

drop-threshold|shutdown-threshold|stp|vtp]

Configures the Layer 2 port as a Layer 2 protocol tunnel
port for the protocols specified.

Clears the configuration.

Step4 Router (config)# end

Exits configuration mode.

Step5 Router# show l2protocol-tunnel [interface
type' slot/port|summary]

Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When you configure a Layer 2 port as a Layer 2 protocol tunnel port, note the following information:

e Optionally, you may specify a drop threshold for the port. The drop threshold value, from 1 to 4096,
determines the number of packets to be processed for that protocol on that interface in one second.
When the drop threshold is exceeded, PDUs for the specified protocol are dropped for the remainder
of the 1-second period. If a shutdown threshold is not specified, the value is 0 (shutdown threshold

disabled).

e Optionally, you may specify a shutdown threshold for the port. The shutdown threshold value, from
1 to 4096, determines the number of packets to be processed for that protocol on that interface in
one second. When the shutdown threshold is exceeded, the port is put in errdisable state. If a
shutdown threshold is not specified, the value is 0 (shutdown threshold disabled).

Note  Refer to the Cisco I0S Master Command List, Release 12.2SX for more information about the 12ptguard

keyword for the following commands:

« errdisable detect cause

* errdisable recovery cause

This example shows how to configure Layer 2 protocol tunneling and shutdown thresholds on port 5/1
for CDP, STP, and VTP, and verify the configuration:

Router# configure terminal

Router (config)# interface fastethermet 5/1

Router (config-if)# switchport

Router (config-if)# 1l2protocol-tunnel shutdown-threshold cdp 10

(
(
Router (config-if
(
(

12protocol-tunnel shutdown-threshold stp 10

)
) #

Router (config-if)# l2protocol-tunnel shutdown-threshold vtp 10
) #

Router (config-if end
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o

Router# show l2protocol-tunnel summary

Port Protocol Threshold

(cos/cdp/stp/vtp)
Fa5/1 cdp stp vtp 0/10 /10 /10 down trunk
Router#

This example shows how to display counter information for port 5/1:

Router# show l2protocol-tunnel interface fastethernet 5/1
Port Protocol Threshold Counters
(cos/cdp/stp/vtp) (cdp/stp/vtp/decap)

Router#

This example shows how to clear the Layer 2 protocol tunneling configuration from port 5/1:

shutdown-threshold cdp 10
shutdown-threshold stp 10

Router (config-if
Router (config-if

no l2protocol-tunnel
no l2protocol-tunnel

( ) #
( ) #
Router (config-if)# no l2protocol-tunnel shutdown-threshold vtp 10
Router (config-if)# no l2protocol-tunnel cdp
Router (config-if)# no l2protocol-tunnel stp
Router (config-if)# no l2protocol-tunnel vtp

Router (config-if)# end

Router# show l2protocol-tunnel summary

Port Protocol Threshold
(cos/cdp/stp/vtp)

Router#

This example shows how to clear Layer 2 protocol tunneling port counters:

Router# clear l2protocol-tunnel counters
Router#

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples

and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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CHAPTER 1

Configuring Standard-Compliant IEEE MST

This chapter describes how to configure the standard-compliant IEEE Multiple Spanning Tree (MST)
protocol on Catalyst 6500 series switches.

The IEEE MST protocol has transitioned from a prestandard state to a released state. This chapter
describes the standard-compliant MST implementation supported in Release 12.2(18)SXF and later
releases. Chapter 20, “Configuring STP and Prestandard IEEE 802.1s MST,” describes the
prestandard MST implementation supported in releases earlier than Release 12.2(18)SXF.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter consists of these sections:

Understanding MST, page 19-1

Understanding RSTP, page 19-9

Configuring MST, page 19-15

Displaying the MST Configuration and Status, page 19-28

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding MST

These sections describe MST:

MST Overview, page 19-2
MST Regions, page 19-2
IST, CIST, and CST, page 19-3
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e Hop Count, page 19-6

¢ Boundary Ports, page 19-6

e Standard-Compliant MST Implementation, page 19-7

¢ Interoperability with IEEE 802.1D-1998 STP, page 19-9

MST Overview

MST maps multiple VLANSs into a spanning tree instance, with each instance having a spanning tree
topology independent of other spanning tree instances. This architecture provides multiple forwarding
paths for data traffic, enables load balancing, and reduces the number of spanning tree instances required
to support a large number of VLANs. MST improves the fault tolerance of the network because a failure
in one instance (forwarding path) does not affect other instances (forwarding paths).

The most common initial deployment of MST is in the backbone and distribution layers of a Layer 2
switched network. This deployment provides the kind of highly available network that is required in a
service-provider environment.

MST provides rapid spanning tree convergence through explicit handshaking, which eliminates the
802.1D forwarding delay and quickly transitions root bridge ports and designated ports to the forwarding
state.

MST improves spanning tree operation and maintains backward compatibility with these STP versions:
¢ Original 802.1D spanning tree
e Existing Cisco-proprietary Multiple Instance STP (MISTP)
¢ Existing Cisco per-VLAN spanning tree plus (PVST+)
e Rapid per-VLAN spanning tree plus (rapid PVST+)

For information about PVST+ and rapid PVST+, see Chapter 20, “Configuring STP and Prestandard
IEEE 802.1s MST.” For information about other spanning tree features such as Port Fast, UplinkFast,
root guard, and so forth, see Chapter 21, “Configuring Optional STP Features.”

)
Note e JEEE 802.1w defined the Rapid Spanning Tree Protocol (RSTP) and was incorporated into
IEEE 802.1D.

e IEEE 802.1s defined MST and was incorporated into IEEE 802.1Q.

MST Regions

For switches to participate in MST instances, you must consistently configure the switches with the same
MST configuration information. A collection of interconnected switches that have the same MST
configuration comprises an MST region as shown in Figure 19-1 on page 19-5.

The MST configuration controls to which MST region each switch belongs. The configuration includes
the name of the region, the revision number, and the MST VLAN-to-instance assignment map.
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A region can have one or multiple members with the same MST configuration; each member must be
capable of processing RSTP bridge protocol data units (BPDUs). There is no limit to the number of MST
regions in a network, but each region can support up to 65 spanning tree instances. Instances can be
identified by any number in the range from 0 to 4094. You can assign a VLAN to only one spanning tree
instance at a time.

IST, CIST, and CST

These sections describe internal spanning tree (IST), common and internal spanning tree (CIST), and
common spanning tree (CST):

e ST, CIST, and CST Overview, page 19-3

e Spanning Tree Operation Within an MST Region, page 19-4
e Spanning Tree Operations Between MST Regions, page 19-4
e [EEE 802.1s Terminology, page 19-5

IST, CIST, and CST Overview

Unlike other spanning tree protocols, in which all the spanning tree instances are independent, MST
establishes and maintains IST, CIST, and CST spanning trees:

e An IST is the spanning tree that runs in an MST region.

Within each MST region, MST maintains multiple spanning tree instances. Instance 0 is a special
instance for a region, known as the IST. All other MST instances are numbered from 1 to 4094.

The IST is the only spanning tree instance that sends and receives BPDUs. All of the other
spanning tree instance information is contained in MSTP records (M-records), which are
encapsulated within MST BPDUs. Because the MST BPDU carries information for all instances, the
number of BPDUs that need to be processed to support multiple spanning tree instances is
significantly reduced.

All MST instances within the same region share the same protocol timers, but each MST instance
has its own topology parameters, such as root bridge ID, root path cost, and so forth. By default, all
VLANS are assigned to the IST.

An MST instance is local to the region; for example, MST instance 1 in region A is independent of
MST instance 1 in region B, even if regions A and B are interconnected.

e A CIST is a collection of the ISTs in each MST region.
e The CST interconnects the MST regions and single spanning trees.

The spanning tree computed in a region appears as a subtree in the CST that encompasses the entire
switched domain. The CIST is formed by the spanning tree algorithm running among switches that
support the 802.1w, 802.1s, and 802.1D standards. The CIST inside an MST region is the same as the
CST outside a region.

For more information, see the “Spanning Tree Operation Within an MST Region” section on page 19-4
and the “Spanning Tree Operations Between MST Regions” section on page 19-4.
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Spanning Tree Operation Within an MST Region

The IST connects all the MST switches in a region. When the IST converges, the root of the IST becomes
the CIST regional root (called the IST master before the implementation of the 802.1s standard) as shown
in Figure 19-1 on page 19-5. The CIST regional root is also the CIST root if there is only one region in
the network. If the CIST root is outside the region, one of the MST switches at the boundary of the region
is selected as the CIST regional root.

When an MST switch initializes, it sends BPDUs that identify itself as the root of the CIST and the CIST
regional root, with both of the path costs to the CIST root and to the CIST regional root set to zero. The
switch also initializes all of its MST instances and claims to be the root for all of them. If the switch
receives superior MST root information (lower switch ID, lower path cost, and so forth) than currently
stored for the port, it relinquishes its claim as the CIST regional root.

During initialization, a region might have many subregions, each with its own CIST regional root. As
switches receive superior IST information from a neighbor in the same region, they leave their old
subregions and join the new subregion that contains the true CIST regional root, which causes all
subregions to shrink except for the one that contains the true CIST regional root.

For correct operation, all switches in the MST region must agree on the same CIST regional root.
Therefore, any two switches in the region only synchronize their port roles for an MST instance if they
converge to a common CIST regional root.

Spanning Tree Operations Between MST Regions

If there are multiple regions or 802.1D switches within the network, MST establishes and maintains the
CST, which includes all MST regions and all 802.1D STP switches in the network. The MST instances
combine with the IST at the boundary of the region to become the CST.

The IST connects all the MST switches in the region and appears as a subtree in the CIST that
encompasses the entire switched domain. The root of the subtree is the CIST regional root. The MST
region appears as a virtual switch to adjacent STP switches and MST regions.

Figure 19-1 shows a network with three MST regions and an 802.1D switch (D). The CIST regional root
for region 1 (A) is also the CIST root. The CIST regional root for region 2 (B) and the CIST regional
root for region 3 (C) are the roots for their respective subtrees within the CIST.
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Figure 19-1 MST Regions, CIST Regional Roots, and CST Root
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Only the CST instance sends and receives BPDUs, and MST instances add their spanning tree
information into the BPDUs to interact with neighboring switches and compute the final spanning tree
topology. Because of this, the spanning tree parameters related to BPDU transmission (for example,
hello time, forward time, max-age, and max-hops) are configured only on the CST instance but affect all
MST instances. Parameters related to the spanning tree topology (for example, switch priority, port
VLAN cost, and port VLAN priority) can be configured on both the CST instance and the MST instance.

MST switches use Version 3 BPDUs or 802.1D STP BPDUs to communicate with 802.1D switches.
MST switches use MST BPDUs to communicate with MST switches.

IEEE 802.1s Terminology

Some MST naming conventions used in the prestandard implementation have been changed to include
identification of some internal and regional parameters. These parameters are used only within an MST
region, compared to external parameters that are used throughout the whole network. Because the CIST
is the only spanning tree instance that spans the whole network, only the CIST parameters require the

external qualifiers and not the internal or regional qualifiers.

e The CIST root is the root bridge for the the CIST, which is the unique instance that spans the whole
network.

e The CIST external root path cost is the cost to the CIST root. This cost is left unchanged within an
MST region. Remember that an MST region looks like a single switch to the CIST. The CIST
external root path cost is the root path cost calculated between these virtual switches and switches
that do not belong to any region.

[ oL-3999-08
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Hop Count

e The CIST regional root was called the IST master in the prestandard implementation. If the CIST
root is in the region, the CIST regional root is the CIST root. Otherwise, the CIST regional root is
the closest switch to the CIST root in the region. The CIST regional root acts as a root bridge for the

IST.

e The CIST internal root path cost is the cost to the CIST regional root in a region. This cost is only
relevant to the IST, instance 0.

Table 19-1 compares the IEEE standard and the Cisco prestandard terminology.

Table 19-1 Prestandard and Standard Terminology

IEEE Standard Definition

Cisco Prestandard Implementation

Cisco Standard Implementation

CIST regional root

IST master

CIST regional root

CIST internal root path cost

IST master path cost

CIST internal path cost

CIST external root path cost

Root path cost

Root path cost

MSTTI regional root

Instance root

Instance root

MSTTI internal root path cost

Root path cost

Root path cost

MST does not use the message-age and maximum-age information in the configuration BPDU to
compute the spanning tree topology. Instead, they use the path cost to the root and a hop-count
mechanism similar to the IP time-to-live (TTL) mechanism.

By using the spanning-tree mst max-hops global configuration command, you can configure the
maximum hops inside the region and apply it to the IST and all MST instances in that region. The hop
count achieves the same result as the message-age information (triggers a reconfiguration). The root
bridge of the instance always sends a BPDU (or M-record) with a cost of 0 and the hop count set to the
maximum value. When a switch receives this BPDU, it decrements the received remaining hop count by
one and propagates this value as the remaining hop count in the BPDUs it generates. When the count
reaches zero, the switch discards the BPDU and ages the information held for the port.

The message-age and maximum-age information in the RSTP portion of the BPDU remain the same
throughout the region, and the same values are propagated by the region-designated ports at the
boundary.

Boundary Ports

In the Cisco prestandard implementation, a boundary port connects an MST region to one of these STP
regions:

e A single spanning tree region running RSTP
e A single spanning tree region running PVST+ or rapid PVST+
e Another MST region with a different MST configuration

A boundary port also connects to a LAN, the designated switch of which is either a single spanning tree
switch or a switch with a different MST configuration.

There is no definition of a boundary port in the 802.1s standard. The 802.1Q-2002 standard identifies
two kinds of messages that a port can receive: internal (coming from the same region) and external.
When a message is external, it is received only by the CIST. If the CIST role is root or alternate, or if
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the external BPDU is a topology change, it could have an impact on the MST instances. When a message
is internal, the CIST part is received by the CIST, and each MST instance receives its respective
M-record. The Cisco prestandard implementation treats a port that receives an external message as a
boundary port, which means a port cannot receive a mix of internal and external messages.

An MST region includes both switches and LANs. A segment belongs to the region of its designated
port. Therefore, a port in a different region from the designated port for a segment is a boundary port.
This definition allows two ports internal to a region to share a segment with a port belonging to a
different region, creating the possibility of receiving both internal and external messages on a port.

The primary change from the Cisco prestandard implementation is that a designated port is not defined
as boundary unless it is running in an STP-compatible mode.

If there is an 802.1D STP switch on the segment, messages are always considered external.

The other change from the prestandard implementation is that the CIST regional root bridge ID field is
now inserted where an RSTP or legacy 802.1s switch has the sender switch ID. The whole region
performs like a single virtual switch by sending a consistent sender switch ID to neighboring switches.
In this example, switch C would receive a BPDU with the same consistent sender switch ID of root,
whether or not A or B is designated for the segment.

Standard-Compliant MST Implementation

The standard-compliant MST implementation includes features required to meet the standard, as well as
some of the desirable prestandard functionality that is not yet incorporated into the published standard.
These sections describe the standard-compliant MST implementation:

e Changes in Port-Role Naming, page 19-7
¢ Spanning Tree Interoperation Between Legacy and Standard-Compliant Switches, page 19-8

e Detecting Unidirectional Link Failure, page 19-8

Changes in Port-Role Naming

The boundary role was deleted from the final MST standard, but this boundary concept is maintained in
the standard-compliant implementation. However, an MST instance (MSTI) port at a boundary of the
region might not follow the state of the corresponding CIST port. The following two situations currently
exist:

e The boundary port is the root port of the CIST regional root—When the CIST instance port is
proposed and is synchronized, it can send back an agreement and move to the forwarding state only
after all the corresponding MSTI ports are synchronized (and thus forwarding). The MSTI ports now
have a special master role.

e The boundary port is not the root port of the CIST regional root—The MSTI ports follow the state
and role of the CIST port. The standard provides less information, and it might be difficult to
understand why an MSTI port can be alternately blocking when it receives no BPDUs (M-records).
In this situation, although the boundary role no longer exists, when you enter the show commands,
they identify a port as boundary in the type column of the output.
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Spanning Tree Interoperation Between Legacy and Standard-Compliant Switches

Note

Because automatic detection of prestandard switches can fail, you can use an interface configuration
command to identify prestandard ports. A region cannot be formed between a standard and a prestandard
switch, but they can interoperate before using the CIST. Only the capability of load balancing over
different instances is lost in this specific situation. The CLI displays different flags depending on the
port configuration when the port receives prestandard BPDUs. A syslog message also appears the first
time a switch receives a prestandard BPDU on a port that has not been configured for prestandard BPDU
transmission.

Figure 19-2 illustrates a standard-compliant switch connected to a prestandard switch. Assume that A is
the standard-compliant switch and B is a prestandard switch, both configured to be in the same region.
A is the root bridge for the CIST, and so B has a root port (BX) on segment X and an alternate port (BY)
on segment Y. If segment Y flaps, and the port on BY becomes the alternate before sending out a single
prestandard BPDU, AY cannot detect that a prestandard switch is connected to Y and continues to send
standard BPDUs. The port BY is fixed in a boundary, and no load balancing is possible between A and
B. The same problem exists on segment X, but B might transmit topology changes.

Figure 19-2 Standard-Compliant and Prestandard Switch Interoperation

Segment X MST
Region

Switch A O |
€7 €7 Switch B
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SegmentY

We recommend that you minimize the interaction between standard and prestandard MST
implementations.

Detecting Unidirectional Link Failure

This feature is not yet present in the IEEE MST standard, but it is included in the standard-compliant
implemtation. The software checks the consistency of the port role and state in the received BPDUs to
detect unidirectional link failures that could cause bridging loops.

When a designated port detects a conflict, it keeps its role, but reverts to a discarding state because
disrupting connectivity in case of inconsistency is preferable to opening a bridging loop.

Figure 19-3 illustrates a unidirectional link failure that typically creates a bridging loop. Switch A is the
root bridge, and its BPDUs are lost on the link leading to switch B. RSTP and MST BPDUs include the
role and state of the sending port. With this information, switch A can detect that switch B does not react
to the superior BPDUs it sends and that switch B is the designated, not root bridge. As a result, switch
A blocks (or keeps blocking) its port, thus preventing the bridging loop.
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Figure 19-3 Detecting Unidirectional Link Failure
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Interoperability with IEEE 802.1D-1998 STP

A switch running MST supports a built-in protocol migration feature that enables it to interoperate with
802.1D switches. If this switch receives an 802.1D configuration BPDU (a BPDU with the protocol
version set to 0), it sends only 802.1D BPDUs on that port. An MST switch also can detect that a port is
at the boundary of a region when it receives an 8§02.1D BPDU, an MST BPDU (Version 3) associated
with a different region, or an RSTP BPDU (Version 2).

However, the switch does not automatically revert to the MST mode if it no longer receives 802.1D
BPDUs because it cannot detect whether the 802.1D switch has been removed from the link unless the
802.1D switch is the designated switch. A switch might also continue to assign a boundary role to a port
when the switch to which this switch is connected has joined the region. To restart the protocol migration
process (force the renegotiation with neighboring switches), use the clear spanning-tree
detected-protocols privileged EXEC command.

If all the 802.1D switches on the link are RSTP switches, they can process MST BPDUs as if they are
RSTP BPDUs. Therefore, MST switches send either a Version 0 configuration and topology change
notification (TCN) BPDUs or Version 3 MST BPDUs on a boundary port. A boundary port connects to
aLAN, the designated switch of which is either a single spanning tree switch or a switch with a different
MST configuration.

Understanding RSTP

RSTP takes advantage of point-to-point wiring and provides rapid convergence of the spanning tree.
Reconfiguration of the spanning tree can occur in less than 1 second (in contrast to 50 seconds with the
default settings in the 802.1D spanning tree).

These section describes how the RSTP works:
e Port Roles and the Active Topology, page 19-10
e Rapid Convergence, page 19-11
e Synchronization of Port Roles, page 19-12

e Bridge Protocol Data Unit Format and Processing, page 19-13
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Port Roles and the Active Topology

The RSTP provides rapid convergence of the spanning tree by assigning port roles and by learning the
active topology. The RSTP builds upon the 802.1D STP to select the switch with the highest switch
priority (lowest numerical priority value) as the root bridge as described in the “Election of the Root
Bridge” section on page 20-4. The RSTP then assigns one of these port roles to individual ports:

e Root port—Provides the best path (lowest cost) when the switch forwards packets to the root bridge.

e Designated port—Connects to the designated switch, which incurs the lowest path cost when
forwarding packets from that LAN to the root bridge. The port through which the designated switch
is attached to the LAN is called the designated port.

e Alternate port—Offers an alternate path toward the root bridge to that provided by the current root
port.

e Backup port—Acts as a backup for the path provided by a designated port toward the leaves of the
spanning tree. A backup port can exist only when two ports are connected in a loopback by a
point-to-point link or when a switch has two or more connections to a shared LAN segment.

¢ Disabled port—Has no role within the operation of the spanning tree.

A port with the root or a designated port role is included in the active topology. A port with the alternate
or backup port role is excluded from the active topology.

In a stable topology with consistent port roles throughout the network, the RSTP ensures that every root
port and designated port immediately transition to the forwarding state while all alternate and backup
ports are always in the discarding state (equivalent to blocking in 802.1D). The port state controls the
operation of the forwarding and learning processes. Table 19-2 provides a comparison of 802.1D and
RSTP port states.

Table 19-2 Port State Comparison

STP Port State Is Port Included in the
Operational Status (IEEE 802.1D) RSTP Port State Active Topology?
Enabled Blocking Discarding No
Enabled Listening Discarding No
Enabled Learning Learning Yes
Enabled Forwarding Forwarding Yes
Disabled Disabled Discarding No

To be consistent with Cisco STP implementations, this guide defines the port state as blocking instead
of discarding. Designated ports start in the listening state.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

0L-3999-08 |



| Chapter 19

Configuring Standard-Compliant IEEE MST

Understanding RSTP W

Rapid Convergence

The RSTP provides for rapid recovery of connectivity following the failure of a switch, a switch port, or
a LAN. It provides rapid convergence for edge ports, new root ports, and ports connected through
point-to-point links as follows:

Edge ports—If you configure a port as an edge port on an RSTP switch by using the spanning-tree
portfast interface configuration command, the edge port immediately transitions to the forwarding
state. An edge port is the same as a Port Fast-enabled port, and you should enable it only on ports
that connect to a single end station.

Root ports—If the RSTP selects a new root port, it blocks the old root port and immediately
transitions the new root port to the forwarding state.

Point-to-point links—If you connect a port to another port through a point-to-point link and the local
port becomes a designated port, it negotiates a rapid transition with the other port by using the
proposal-agreement handshake to ensure a loop-free topology.

As shown in Figure 19-4, switch A is connected to switch B through a point-to-point link, and all of
the ports are in the blocking state. Assume that the priority of switch A is a smaller numerical value
than the priority of switch B. Switch A sends a proposal message (a configuration BPDU with the
proposal flag set) to switch B, proposing itself as the designated switch.

After receiving the proposal message, switch B selects as its new root port the port from which the
proposal message was received, forces all nonedge ports to the blocking state, and sends an
agreement message (a BPDU with the agreement flag set) through its new root port.

After receiving switch B’s agreement message, switch A also immediately transitions its designated
port to the forwarding state. No loops in the network are formed because switch B blocked all of its
nonedge ports and because there is a point-to-point link between switches A and B.

When switch C is connected to switch B, a similar set of handshaking messages are exchanged.
Switch C selects the port connected to switch B as its root port, and both ends immediately transition
to the forwarding state. With each iteration of this handshaking process, one more switch joins the
active topology. As the network converges, this proposal-agreement handshaking progresses from
the root toward the leaves of the spanning tree.

The switch learns the link type from the port duplex mode: a full-duplex port is considered to have
a point-to-point connection and a half-duplex port is considered to have a shared connection. You
can override the default setting that is controlled by the duplex setting by using the spanning-tree
link-type interface configuration command.
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Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter19  Configuring Standard-Compliant IEEE MST |

W Understanding RSTP

Figure 19-4 Proposal and Agreement Handshaking for Rapid Convergence
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Synchronization of Port Roles

When the switch receives a proposal message on one of its ports and that port is selected as the new root
port, the RSTP forces all other ports to synchronize with the new root information.

The switch is synchronized with superior root information received on the root port if all other ports are
synchronized. An individual port on the switch is synchronized if:

e That port is in the blocking state.
e It is an edge port (a port configured to be at the edge of the network).

If a designated port is in the forwarding state and is not configured as an edge port, it transitions to the
blocking state when the RSTP forces it to synchronize with new root information. In general, when the
RSTP forces a port to synchronize with root information and the port does not satisfy any of the above
conditions, its port state is set to blocking.

After ensuring that all of the ports are synchronized, the switch sends an agreement message to the
designated switch corresponding to its root port. When the switches connected by a point-to-point link
are in agreement about their port roles, the RSTP immediately transitions the port states to forwarding.
The sequence of events is shown in Figure 19-5.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

0L-3999-08 |



| Chapter18  Configuring Standard-Compliant IEEE MST

Understanding RSTP W

Figure 19-5 Sequence of Events During Rapid Convergence

4. Agreement 1. Proposal
5. Forward
Edge port
2. Block 3. Block
9. Forward 11. Forward

8. Agreemen//& Proposal 7. Proposal\v\\o. Agreement

—O Root port
—®@ Designated port

88761

Bridge Protocol Data Unit Format and Processing

These sections describe bridge protocol data unit (BPDU) format and processing:

e BPDU Format and Processing Overview, page 19-13
e Processing Superior BPDU Information, page 19-14
e Processing Inferior BPDU Information, page 19-14

BPDU Format and Processing Overview
The RSTP BPDU format is the same as the 802.1D BPDU format except that the protocol version is set

to 2. A new 1-byte Version 1 Length field is set to zero, which means that no Version 1 protocol
information is present. Table 19-3 describes the RSTP flag fields.

Table 19-3 RSTP BPDU Flags

Bit Function
0 Topology change (TC)
1 Proposal
2-3: Port role:
00 Unknown
01 Alternate port or backup port
10 Root port
11 Designated port
4 Learning
Forwarding
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Table 19-3 RSTP BPDU Flags (continued)

Bit Function
6 Agreement
7 Topology change acknowledgement (TCA)

The sending switch sets the proposal flag in the RSTP BPDU to propose itself as the designated switch
on that LAN. The port role in the proposal message is always set to the designated port.

The sending switch sets the agreement flag in the RSTP BPDU to accept the previous proposal. The port
role in the agreement message is always set to the root port.

The RSTP does not have a separate TCN BPDU. It uses the topology change (TC) flag to show the
topology changes. However, for interoperability with 802.1D switches, the RSTP switch processes and
generates TCN BPDUs.

The learning and forwarding flags are set according to the state of the sending port.

Processing Superior BPDU Information

A superior BPDU is a BPDU with root information (such as lower switch ID or lower path cost) that is
superior to what is currently stored for the port.

If a port receives a superior BPDU, the RSTP triggers a reconfiguration. If the port is proposed and is
selected as the new root port, RSTP forces all the other ports to synchronize.

If the BPDU received is an RSTP BPDU with the proposal flag set, the switch sends an agreement
message after all of the other ports are synchronized. If the BPDU is an 802.1D BPDU, the switch does
not set the proposal flag and starts the forward-delay timer for the port. The new root port requires twice
the forward-delay time to transition to the forwarding state.

If the superior information received on the port causes the port to become a backup port or an alternate
port, RSTP sets the port to the blocking state and sends an agreement message. The designated port
continues sending BPDUs with the proposal flag set until the forward-delay timer expires, at which time
the port transitions to the forwarding state.

Processing Inferior BPDU Information

An inferior BPDU is a BPDU with root information (such as higher switch ID or higher path cost) that
is inferior to what is currently stored for the port.

If a designated port receives an inferior BPDU, it immediately replies with its own information.
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Topology Changes

These are the differences between the RSTP and the 802.1D in handling spanning tree topology changes:

Detection—Unlike 802.1D in which any transition between the blocking and the forwarding state
causes a topology change, only transitions from the blocking to the forwarding state cause a
topology change with RSTP (only an increase in connectivity is considered a topology change).
State changes on an edge port do not cause a topology change. When an RSTP switch detects a
topology change, it deletes the learned information on all of its nonedge ports except on those from
which it received the TC notification.

Notification—The RSTP does not use TCN BPDUs, unlike 802.1D. However, for 802.1D
interoperability, an RSTP switch processes and generates TCN BPDUs.

Acknowledgement—When an RSTP switch receives a TCN message on a designated port from an
802.1D switch, it replies with an 802.1D configuration BPDU with the TCA bit set. However, if the
TC-while timer (the same as the TC timer in 802.1D) is active on a root port connected to an §02.1D
switch and a configuration BPDU with the TCA set is received, the TC-while timer is reset.

This method of operation is only required to support 802.1D switches. The RSTP BPDUs never have
the TCA bit set.

Propagation—When an RSTP switch receives a TC message from another switch through a
designated or root port, it propagates the change to all of its nonedge, designated ports and to the
root port (excluding the port on which it is received). The switch starts the TC-while timer for all
such ports and flushes the information learned on them.

Protocol migration—For backward compatibility with 802.1D switches, RSTP selectively sends
802.1D configuration BPDUs and TCN BPDUs on a per-port basis.

When a port is initialized, the migrate-delay timer is started (specifies the minimum time during
which RSTP BPDUs are sent), and RSTP BPDUs are sent. While this timer is active, the switch
processes all BPDUs received on that port and ignores the protocol type.

If the switch receives an 802.1D BPDU after the port migration-delay timer has expired, it assumes
that it is connected to an 802.1D switch and starts using only 802.1D BPDUs. However, if the RSTP
switch is using 802.1D BPDUs on a port and receives an RSTP BPDU after the timer has expired,
it restarts the timer and starts using RSTP BPDUs on that port.

Configuring MST

These sections describe how to configure MST:

Default MST Configuration, page 19-16

MST Configuration Guidelines and Restrictions, page 19-16

Specifying the MST Region Configuration and Enabling MST, page 19-17 (required)
Configuring the Root Bridge, page 19-19 (optional)

Configuring a Secondary Root Bridge, page 19-20 (optional)

Configuring Port Priority, page 19-21 (optional)

Configuring Path Cost, page 19-22 (optional)

Configuring the Switch Priority, page 19-23 (optional)

Configuring the Hello Time, page 19-24 (optional)
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Configuring the Transmit Hold Count, page 19-25 (optional)

Configuring the Maximum-Aging Time, page 19-26 (optional)

Configuring the Maximum-Hop Count, page 19-26 (optional)

Specifying the Link Type to Ensure Rapid Transitions, page 19-26 (optional)
Designating the Neighbor Type, page 19-27 (optional)

Restarting the Protocol Migration Process, page 19-28 (optional)

Default MST Configuration

Table 19-4 shows the default MST configuration.

Table 19-4 Default MST Configuration

Feature

Default Setting

spanning tree mode

PVST+ (Rapid PVST+ and MST are disabled)

Switch priority (configurable on a per-CIST port basis) 32768
spanning tree port priority (configurable on a per-CIST port basis) 128
spanning tree port cost (configurable on a per-CIST port basis) 1000 Mbps: 4
100 Mbps: 19
10 Mbps: 100
Hello time 2 seconds
Forward-delay time 15 seconds
Maximum-aging time 20 seconds
Maximum hop count 20 hops

MST Configuration Guidelines and Restrictions

When configuring MST, follow these guidelines and restrictions:

The 802.1s MST standard allows up to 65 MST instances. You can map an unlimited number of
VLANS to an MST instance.

PVST+, rapid PVST+, and MST are supported, but only one version can be active at any time.

VTP does not propagate the MST configuration. You must manually configure the MST
configuration (region name, revision number, and VLAN-to-instance mapping) on each switch
within the MST region through the command-line interface (CLI) or SNMP.

For load balancing across redundant paths in the network to work, all VLAN-to-instance mapping
assignments must match; otherwise, all traffic flows on a single link.

All MST boundary ports must be forwarding for load balancing between a PVST+ and an MST
cloud or between a rapid-PVST+ and an MST cloud. For this to occur, the CIST regional root of the
MST cloud must be the root of the CST. If the MST cloud consists of multiple MST regions, one of
the MST regions must contain the CST root, and all of the other MST regions must have a better
path to the root contained within the MST cloud than a path through the PVST+ or rapid-PVST+
cloud.
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e Partitioning the network into a large number of regions is not recommended. However, if this
situation is unavoidable, we recommend that you partition the switched LAN into smaller LANs
interconnected by non-Layer 2 devices.

e Adding or removing VLANS to an existing MST instance will trigger spanning tree recalculation for
that MST instance, and the traffic of all the VLANs for that MST instance will be disrupted.

Specifying the MST Region Configuration and Enabling MST

For two or more switches to be in the same MST region, they must have the same VLAN-to-instance
mapping, the same configuration revision number, and the same MST name.

A region can have one member or multiple members with the same MST configuration; each member
must be capable of processing RSTP BPDUs. There is no limit to the number of MST regions in a
network, but each region can only support up to 65 spanning tree instances. You can assign a VLAN to
only one spanning tree instance at a time.

To specify the MST region configuration and enable MST, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step 2 Router (config) # spanning-tree mst configuration Enters MST configuration mode.

Step 3 Router (config-mst)# instance instance_id vlan Maps VLANSs to an MST instance.
vlan_range .
e For instance_id, the range is 0 to 4094.

e For vlan vian_range, the range is 1 to 4094.

When you map VLANSs to an MST instance, the
mapping is incremental, and the VLANS specified in
the command are added to or removed from the
VLANS that were previously mapped.

To specify a VLAN range, use a hyphen; for example,
instance 1 vlan 1-63 maps VLANSs 1 through 63 to MST
instance 1.

To specify a VLAN series, use a comma; for example,
instance 1 vlan 10, 20, 30 maps VLANSs 10, 20, and 30
to MST instance 1.

Step4  Router(config-mst)# name instance name Specifies the instance name. The name string has a
maximum length of 32 characters and is case sensitive.

Step5  Router (config-mst)# revision version Specifies the configuration revision number. The range is
0 to 65535.

Step6  Router (config-mst)# show pending Verifies your configuration by displaying the pending
configuration.

Step7  Router(config)# exit Applies all changes, and return to global configuration
mode.
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Command Purpose

Step 8 Router (config)# spanning-tree mode mst Enables MST and RSTP.

A

Caution  Changing the spanning tree mode can disrupt
traffic because all spanning tree instances are
stopped for the previous mode and restarted in
the new mode.

You cannot run both MST and PVST+ or both MST and
rapid PVST+ at the same time.

Step9 Router(config)# end Returns to privileged EXEC mode.
Step10 Router# show running-config Verifies your entries.
Step11 Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

To return to defaults, do the following:

e To return to the default MST region configuration, use the no spanning-tree mst configuration
global configuration command.

e To return to the default VLAN-to-instance map, use the no instance instance_id [vlan vian_range]
MST configuration command.

¢ To return to the default name, use the no name MST configuration command.
e To return to the default revision number, use the no revision MST configuration command.

¢ To reenable PVST+, use the no spanning-tree mode or the spanning-tree mode pvst global
configuration command.

This example shows how to enter MST configuration mode, map VLANSs 10 to 20 to MST instance 1,
name the region regionl, set the configuration revision to 1, display the pending configuration, apply the
changes, and return to global configuration mode:

Router (config) # spanning-tree mst configuration
Router (config-mst)# instance 1 vlan 10-20
Router (config-mst)# name regionl

Router (config-mst)# revision 1

Router (config-mst)# show pending

Pending MST configuration

Name [regionl]

Revision 1

Instances configured 2

Instance Vlans Mapped

0 1-9,21-4094
1 10-20

Router (config-mst) # exit
Router (config) #
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Configuring the Root Bridge

Note

The switch maintains a spanning tree instance for the group of VLANs mapped to it. A switch ID,
consisting of the switch priority and the switch MAC address, is associated with each instance. For a
group of VLANS, the switch with the lowest switch ID becomes the root bridge.

To configure a switch to become the root bridge, use the spanning-tree mst instance_id root global
configuration command to modify the switch priority from the default value (32768) to a significantly
lower value so that the switch becomes the root bridge for the specified spanning tree instance. When
you enter this command, the switch checks the switch priorities of the root bridges. Because of the
extended system ID support, the switch sets its own priority for the specified instance to 24576 if this
value will cause this switch to become the root bridge for the specified spanning tree instance.

If any root bridge for the specified instance has a switch priority lower than 24576, the switch sets its
own priority to 4096 less than the lowest switch priority. (4096 is the value of the least-significant bit of
a 4-bit switch priority value as shown in Table 20-2 on page 20-3.)

If your network consists of switches that both do and do not support the extended system ID, it is unlikely
that the switch with the extended system ID support will become the root bridge. The extended system
ID increases the switch priority value every time the VLAN number is greater than the priority of the
connected switches running older software.

The root bridge for each spanning tree instance should be a backbone or distribution switch. Do not
configure an access switch as the spanning tree primary root bridge.

Use the diameter keyword, which is available only for MST instance 0, to specify the Layer 2 network
diameter (that is, the maximum number of Layer 2 hops between any two end stations in the Layer 2
network). When you specify the network diameter, the switch automatically sets an optimal hello time,
forward-delay time, and maximum-age time for a network of that diameter, which can significantly
reduce the convergence time. You can use the hello keyword to override the automatically calculated
hello time.

With the switch configured as the root bridge, do not manually configure the hello time, forward-delay
time, and maximum-age time with the spanning-tree mst hello-time, spanning-tree mst
forward-time, and spanning-tree mst max-age global configuration commands.
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To configure a switch as the root bridge, perform this task:

Command

Purpose

Step 1 Router (config)# configure terminal

Enters global configuration mode.

Step 2 Router (config-config)# spanning-tree mst

instance_1id root primary [d:i.a.meter net_diameter

[hello-time seconds]]

(Optional) Configures a switch as the root bridge.

e For instance_id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is 0 to
4094.

e (Optional) For diameter net_diameter, specify the
maximum number of Layer 2 hops between any two
end stations. The range is 2 to 7. This keyword is
available only for MST instance 0.

e (Optional) For hello-time seconds, specify the
interval in seconds between the generation of
configuration messages by the root bridge. The range
is 1 to 10 seconds; the default is 2 seconds.

Step 3 Router (config-config)# end

Returns to privileged EXEC mode.

Step4 Router# show spanning-tree mst instance_id

Verifies your entries.

Step5 Router# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst instance_id root global

configuration command.

Configuring a Secondary Root Bridge

When you configure a switch with the extended system ID support as the secondary root, the switch

priority is modified from the default value (32768) to 28672. The switch is then likely to become the root
bridge for the specified instance if the primary root bridge fails. This is assuming that the other network
switches use the default switch priority of 32768 and therefore are unlikely to become the root bridge.

You can execute this command on more than one switch to configure multiple backup root bridges. Use
the same network diameter and hello-time values that you used when you configured the primary root
bridge with the spanning-tree mst instance_id root primary global configuration command.
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To configure a switch as the secondary root bridge, perform this task:

Command

Purpose

Router# configure terminal

Enters global configuration mode.

Router (config)# spanning-tree mst instance id
root secondary [diameter net_diameter [hello-time
seconds]]

(Optional) Configures a switch as the secondary root
bridge.

e For instance_id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is 0 to
4094.

e (Optional) For diameter netr_diameter, specify the
maximum number of switches between any two end
stations. The range is 2 to 7. This keyword is
available only for MST instance 0.

e (Optional) For hello-time seconds, specify the
interval in seconds between the generation of
configuration messages by the root bridge. The range
is 1 to 10 seconds; the default is 2 seconds.

Use the same network diameter and hello-time values
that you used when configuring the primary root bridge.
See the “Configuring the Root Bridge” section on

page 19-19.

Router (config) # end

Returns to privileged EXEC mode.

Router# show spanning-tree mst instance_id

Verifies your entries.

Router# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst instance_id root global

configuration command.

Configuring Port Priority

If a loop occurs, MST uses the port priority when selecting an interface to put into the forwarding state.
You can assign higher priority values (lower numerical values) to interfaces that you want selected first
and lower priority values (higher numerical values) that you want selected last. If all interfaces have the
same priority value, MST puts the interface with the lowest interface number in the forwarding state and

blocks the other interfaces.

To configure the MST port priority of an interface, perform this task:

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2 Router(config)# interface {{type' slot/port} | (Optional) Specifies an interface to configure, and enters
{port-channel number}} interface configuration mode.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
[ oL-3999-08 .m



Chapter19  Configuring Standard-Compliant IEEE MST |

M Configuring MST

Command Purpose

Step3  Router (config-if)# spanning-tree mst instance_id |Configures the port priority.
port-priority priority . . . . X
e For instance_id, you can specify a single instance, a

range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is 0 to
4094.

e For priority, the range is 0 to 240 in increments of 16.
The default is 128. The lower the number, the higher
the priority.

The priority values are 0, 16, 32, 48, 64, 80, 96, 112,
128, 144, 160, 176, 192, 208, 224, and 240. All other
values are rejected.

Step4  Router(config-if)# end Returns to privileged EXEC mode.
Step 5 Router# show spanning-tree mst interface Verifies your entries.
interface_id
or

Router# show spanning-tree mst instance_id

Step6  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

~
Note  The show spanning-tree mst interface interface_id privileged EXEC command displays information

only if the port is in a link-up operative state. Otherwise, you can use the show running-config interface
privileged EXEC command to confirm the configuration.

To return the interface to its default setting, use the no spanning-tree mst instance_id port-priority
interface configuration command.

Configuring Path Cost

The MST path cost default value is derived from the media speed of an interface. If a loop occurs, MST
uses cost when selecting an interface to put in the forwarding state. You can assign lower cost values to
interfaces that you want selected first and higher cost values that you want selected last. If all interfaces
have the same cost value, MST puts the interface with the lowest interface number in the forwarding state
and blocks the other interfaces.

To configure the MST cost of an interface, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step2  Router(config)# interface {{type' slot/port} | (Optional) Specifies an interface to configure, and enters
{port-channel number}} interface configuration mode.
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Command Purpose

Step 3 Router (config-if) # spanning-tree mst instance_id Conﬁgures the cost.

cost cost .
If a loop occurs, MST uses the path cost when selecting

an interface to place into the forwarding state. A lower
path cost represents higher-speed transmission.

e For instance_id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is O to
4094.

e For cost, the range is 1 to 200000000; the default
value is derived from the media speed of the

interface.
Step4  Router(config-if)# end Returns to privileged EXEC mode.
Step 5 Router# show spanning-tree mst interface Verifies your entries.
interface_id
or
Router# show spanning-tree mst instance_id
Step6  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

N

Note  The show spanning-tree mst interface interface_id privileged EXEC command displays information
only for ports that are in a link-up operative state. Otherwise, you can use the show running-config
privileged EXEC command to confirm the configuration.

To return the interface to its default setting, use the no spanning-tree mst instance_id cost interface
configuration command.

Configuring the Switch Priority

You can configure the switch priority so that it is more likely that a switch is chosen as the root bridge.

N

Note  Exercise care when using this command. For most situations, we recommend that you use the
spanning-tree mst instance_id root primary and the spanning-tree mst instance_id root secondary
global configuration commands to modify the switch priority.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
[ oL-3999-08 .m



Chapter19  Configuring Standard-Compliant IEEE MST |

M Configuring MST

To configure the switch priority, perform this task:

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2 Router(config)# spanning-tree mst instance id (Optional) Configures the switch priority.

priority priority . . . . .
e For instance_id, you can specify a single instance, a

range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is 0 to
4094.

e For priority, the range is 0 to 61440 in increments of
4096; the default is 32768. The lower the number, the
more likely the switch will be chosen as the root
bridge.

Priority values are 0, 4096, 8192, 12288, 16384,
20480, 24576, 28672, 32768, 36864, 40960, 45056,

49152, 53248, 57344, and 61440. All other values
are rejected.

Step3  Router(config)# end Returns to privileged EXEC mode.
Step 4 Router# show spanning-tree mst instance_id Verifies your entries.
Step5  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst instance_id priority global
configuration command.

Configuring the Hello Time

You can configure the interval between the generation of configuration messages by the root bridge by
changing the hello time.

)

Note  Exercise care when using this command. For most situations, we recommend that you use the
spanning-tree mst instance_id root primary and the spanning-tree mst instance_id root secondary
global configuration commands to modify the hello time.

To configure the hello time for all MST instances, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step2  Router(config)# spanning-tree mst hello-time (Optional) Configures the hello time for all MST
seconds instances. The hello time is the interval between the

generation of configuration messages by the root bridge.
These messages mean that the switch is alive.

For seconds, the range is 1 to 10; the default is 2.

Step3 end Returns to privileged EXEC mode.
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Command

Purpose

Router# show spanning-tree mst

Verifies your entries.

Router# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst hello-time global configuration

command.

Configuring the Forwarding-Delay Time

Step 1
Step 2

Step 3
Step 4
Step 5

To configure the forwarding-delay time for all MST instances, perform this task:

Command

Purpose

Router# configure terminal

Enters global configuration mode.

Router (config) # spanning-tree mst forward-time
seconds

(Optional) Configures the forward time for all MST
instances. The forward delay is the number of seconds a
port waits before changing from its spanning-tree
learning and listening states to the forwarding state.

For seconds, the range is 4 to 30; the default is 15.

Router (config) # end

Returns to privileged EXEC mode.

Router# show spanning-tree mst

Verifies your entries.

Router# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst forward-time global

configuration command.

Configuring the Transmit Hold Count

To configure the transmit hold count for all MST instances, perform this task:

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2  Router(config)# spanning-tree transmit hold-count |Configures the transmit hold count for all MST instances.
hold _count_value . .
For hold_count_value, the range is 1 to 20; the default is
6.

Step3  Router(config)# end Returns to privileged EXEC mode.

Step4  Router# show spanning-tree mst Verifies your entries.

Step5  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.
To return the switch to its default setting, use the no spanning-tree transmit hold-count global
configuration command.
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Configuring the Maximum-Aging Time

To configure the maximum-aging time for all MST instances, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step2  Router(config)# spanning-tree mst max-age seconds |(Optional) Configures the maximum-aging time for all
MST instances. The maximum-aging time is the number
of seconds a switch waits without receiving spanning-tree
configuration messages before attempting a
reconfiguration.

For seconds, the range is 6 to 40; the default is 20.

Step3  Router(config)# end Returns to privileged EXEC mode.
Step4  Router# show spanning-tree mst Verifies your entries.
Step5 Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst max-age global configuration
command.

Configuring the Maximum-Hop Count

To configure the maximum-hop count for all MST instances, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step2  Router(config)# spanning-tree mst max-hops (Optional) Specifies the number of hops in a region
hop_count before the BPDU is discarded, and the information held

for a port is aged.

For hop_count, the range is 1 to 255; the default is 20.

Step3  Router(config)# end Returns to privileged EXEC mode.
Stepd  Router# show spanning-tree mst Verifies your entries.
Step5  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

To return the switch to its default setting, use the no spanning-tree mst max-hops global configuration
command.

Specifying the Link Type to Ensure Rapid Transitions

If you connect a port to another port through a point-to-point link and the local port becomes a
designated port, the RSTP negotiates a rapid transition with the other port by using the
proposal-agreement handshake to ensure a loop-free topology as described in the “Rapid Convergence”
section on page 19-11.
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By default, the link type is controlled from the duplex mode of the interface: a full-duplex port is
considered to have a point-to-point connection; a half-duplex port is considered to have a shared
connection. If you have a half-duplex link physically connected point-to-point to a single port on a
remote switch running MST, you can override the default setting of the link type and enable rapid
transitions to the forwarding state.

To override the default link-type setting, perform this task:

Command Purpose

Step1  Router# configure terminal Enters global configuration mode.

Step2 Router(config)# interface {{type' slot/port} | (Optional) Specifies an interface to configure, and enters
{port-channel number}} interface configuration mode.

Step3  Router(config)# spanning-tree link-type Specifies that the link type of a port is point-to-point.
point-to-point

Step4  Router(config)# end Returns to privileged EXEC mode.

Step5 Router# show spanning-tree mst interface Verifies your entries.
interface_id

Step6  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

To return the port to its default setting, use the no spanning-tree link-type interface configuration
command.

Designating the Neighbor Type

A topology could contain both prestandard and 802.1s standard compliant devices. By default, ports can
automatically detect prestandard devices, but they can still receive both standard and prestandard
BPDUs. When there is a mismatch between a device and its neighbor, only the CIST runs on the
interface.

You can choose to set a port to send only prestandard BPDUs. The prestandard flag appears in all the
show commands, even if the port is in STP compatibility mode.

To override the default link-type setting, perform this task:

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2  Router(config) # interface ({{type' slot/port} | (Optional) Specifies an interface to configure, and enters
{port-channel number}} interface configuration mode.
Step3 Router(config)# spanning-tree mst pre-standard Specifies that the port can send only prestandard BPDUs.
Step4d  Router(config)# end Returns to privileged EXEC mode.
Step5 Router# show spanning-tree mst interface Verifies your entries.
interface_id
Step6  Router# copy running-config startup-config (Optional) Saves your entries in the configuration file.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet
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To return the port to its default setting, use the no spanning-tree mst prestandard interface
configuration command.

Restarting the Protocol Migration Process

Displaying

A switch running MST supports a built-in protocol migration feature that enables it to interoperate with
802.1D switches. If this switch receives an 802.1D configuration BPDU (a BPDU with the protocol
version set to 0), it sends only 802.1D BPDUs on that port. An MST switch also can detect that a port is
at the boundary of a region when it receives an 802.1D BPDU, an MST BPDU (Version 3) associated
with a different region, or an RST BPDU (Version 2).

However, the switch does not automatically revert to the MST mode if it no longer receives 802.1D
BPDUs because it cannot detect whether the 802.1D switch has been removed from the link unless the
802.1D switch is the designated switch. A switch also might continue to assign a boundary role to a port
when the switch to which it is connected has joined the region.

To restart the protocol migration process (force the renegotiation with neighboring switches) on the
switch, use the clear spanning-tree detected-protocols privileged EXEC command.

To restart the protocol migration process on a specific interface, use the clear spanning-tree
detected-protocols interface interface_id privileged EXEC command.

the MST Configuration and Status

To display the spanning-tree status, use one or more of the privileged EXEC commands that are
described in Table 19-5.

Table 19-5 Commands for Displaying MST Status

Command Purpose

show spanning-tree mst configuration Displays the MST region configuration.

show spanning-tree mst configuration digest Displays the MD5 digest included in the current MSTCI.
show spanning-tree mst instance_ id Displays MST information for the specified instance.
show spanning-tree mst interface interface id Displays MST information for the specified interface.

e

Tip

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring STP and Prestandard IEEE 802.1s MST

This chapter describes how to configure the Spanning Tree Protocol (STP) and prestandard IEEE 802.1s
Multiple Spanning Tree (MST) protocol on Catalyst 6500 series switches.

The IEEE 802.1s MST protocol has transitioned from a prestandard state to a released state.
Chapter 19, “Configuring Standard-Compliant IEEE MST,” describes the standard-compliant MST
implementation supported in Release 12.2(18)SXF and later releases. This chapter describes the
prestandard MST implementation supported in releases earlier than Release 12.2(18)SXF.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

For information on configuring the PortFast, UplinkFast, and BackboneFast STP enhancements, see
Chapter 21, “Configuring Optional STP Features.”

This chapter consists of these sections:

Understanding How STP Works, page 20-2

Understanding How IEEE 802.1w RSTP Works, page 20-13
Understanding How Prestandard IEEE 802.1s MST Works, page 20-14
Default STP Configuration, page 20-21

STP and MST Configuration Guidelines and Restrictions, page 20-21
Configuring STP, page 20-22

Configuring Prestandard IEEE 802.1s MST, page 20-33

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Understanding How STP Works

These sections describe how STP works:
e STP Overview, page 20-2
e Understanding the Bridge ID, page 20-2
e Understanding Bridge Protocol Data Units, page 20-4
e Election of the Root Bridge, page 20-4
e STP Protocol Timers, page 20-5
e (Creating the Spanning Tree Topology, page 20-5
e STP Port States, page 20-6
e STP and IEEE 802.1Q Trunks, page 20-12

STP Overview

STP is a Layer 2 link-management protocol that provides path redundancy while preventing undesirable
loops in the network. For a Layer 2 Ethernet network to function properly, only one active path can exist
between any two stations. STP operation is transparent to end stations, which cannot detect whether they
are connected to a single LAN segment or a switched LAN of multiple segments.

Catalyst 6500 series switches use STP (the IEEE 802.1D bridge protocol) on all VLANs. By default, a
single instance of STP runs on each configured VLAN (provided you do not manually disable STP). You
can enable and disable STP on a per-VLAN basis.

When you create fault-tolerant internetworks, you must have a loop-free path between all nodes in a
network. The STP algorithm calculates the best loop-free path throughout a switched Layer 2 network.
Layer 2 LAN ports send and receive STP frames at regular intervals. Network devices do not forward
these frames, but use the frames to construct a loop-free path.

Multiple active paths between end stations cause loops in the network. If a loop exists in the network,
end stations might receive duplicate messages and network devices might learn end station MAC
addresses on multiple Layer 2 LAN ports. These conditions result in an unstable network.

STP defines a tree with a root bridge and a loop-free path from the root to all network devices in the
Layer 2 network. STP forces redundant data paths into a standby (blocked) state. If a network segment
in the spanning tree fails and a redundant path exists, the STP algorithm recalculates the spanning tree
topology and activates the standby path.

When two Layer 2 LAN ports on a network device are part of a loop, the STP port priority and port path
cost setting determine which port is put in the forwarding state and which port is put in the blocking
state. The STP port priority value represents the location of a port in the network topology and how
efficiently that location allows the port to pass traffic. The STP port path cost value represents media
speed.

Understanding the Bridge ID

Each VLAN on each network device has a unique 64-bit bridge ID consisting of a bridge priority value,
an extended system ID, and an STP MAC address allocation.

This section contains these topics:

e Bridge Priority Value, page 20-3
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e Extended System ID, page 20-3
e STP MAC Address Allocation, page 20-3

Bridge Priority Value

The bridge priority is a 4-bit value when the extended system ID is enabled (see Table 20-2 on page 20-3
and the “Configuring the Bridge Priority of a VLAN” section on page 20-30).

Extended System ID

A 12-bit extended system ID field is part of the bridge ID (see Table 20-2 on page 20-3). Chassis that
support only 64 MAC addresses always use the 12-bit extended system ID. On chassis that support 1024
MAC addresses, you can enable use of the extended system ID. STP uses the VLAN ID as the extended
system ID. See the “Enabling the Extended System ID” section on page 20-24.

Table 20-1 Bridge Priority Value with the Extended System ID Disabled

Bridge Priority Value
Bit16 |Bit15 |Bit14 |Bit13 |Bit12 |Bit11 |Bit10 |Bit9 |Bit8 |Bit7 |Bit6 |Bit5 |Bit4 |Bit3 |Bit2 |Bit1
32768 [16384 (8192 4096 (2048 1024 |512 256 128 |64 32 16 8 4 2 1

Table 20-2 Bridge Priority Value and Extended System ID with the Extended System ID Enabled

Bridge Priority Value Extended System ID (Set Equal to the VLAN ID)
Bit16 |Bit15 |Bit14 |Bit13 |Bit12 |Bit11 |Bit10 |Bit9 |Bit8 |Bit7 |Bit6 |Bitsh |Bit4 |Bit3 |Bit2 |Bit1
32768 16384 (8192 4096 (2048 1024  |512 256 |128 |64 32 16 8 4 2 1

STP MAC Address Allocation

Catalyst 6500 series switch chassis have either 64 or 1024 MAC addresses available to support software
features such as STP. To view the MAC address range on your chassis, enter the show catalyst6000
chassis-mac-address command.

For chassis with 64 MAC addresses, STP uses the extended system ID plus a MAC address to make the
bridge ID unique for each VLAN.

When the extended system ID is not enabled, STP uses one MAC address per VLAN to make the bridge
ID unique for each VLAN.

If you have a network device in your network with the extended system ID enabled, you should also
enable the extended system ID on all other Layer 2 connected network devices to avoid undesirable root
bridge election and spanning tree topology issues.

When the extended system ID is enabled, the root bridge priority becomes a multiple of 4096 plus the
VLAN ID. With the extended system ID enabled, a switch bridge ID (used by the spanning tree algorithm
to determine the identity of the root bridge, the lowest being preferred) can only be specified as a
multiple of 4096. Only the following values are possible: 0, 4096, 8192, 12288, 16384, 20480, 24576,
28672, 32768, 36864, 40960, 45056, 49152, 53248, 57344, and 61440.

If another bridge in the same spanning tree domain does not have the extended system ID enabled, it
could win root bridge ownership because of the finer granularity in the selection of its bridge ID.
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Understanding Bridge Protocol Data Units

Bridge protocol data units (BPDUs) are transmitted in one direction from the root bridge. Each network
device sends configuration BPDUs to communicate and compute the spanning tree topology. Each
configuration BPDU contains the following minimal information:

e The unique bridge ID of the network device that the transmitting network device believes to be the
root bridge

e The STP path cost to the root

e The bridge ID of the transmitting bridge

e Message age

e The identifier of the transmitting port

e Values for the hello, forward delay, and max-age protocol timers

When a network device transmits a BPDU frame, all network devices connected to the LAN on which
the frame is transmitted receive the BPDU. When a network device receives a BPDU, it does not forward
the frame but instead uses the information in the frame to calculate a BPDU, and, if the topology
changes, initiate a BPDU transmission.

A BPDU exchange results in the following:
¢ One network device is elected as the root bridge.
¢ The shortest distance to the root bridge is calculated for each network device based on the path cost.

e A designated bridge for each LAN segment is selected. This is the network device closest to the root
bridge through which frames are forwarded to the root.

e A root port is selected. This is the port providing the best path from the bridge to the root bridge.

e Ports included in the spanning tree are selected.

Election of the Root Bridge

For each VLAN, the network device with the highest-priority bridge ID (the lowest numerical ID value)
is elected as the root bridge. If all network devices are configured with the default priority (32768), the
network device with the lowest MAC address in the VLAN becomes the root bridge. The bridge priority
value occupies the most significant bits of the bridge ID.

When you change the bridge priority value, you change the probability that the switch will be elected as
the root bridge. Configuring a higher-priority value increases the probability; a lower-priority value
decreases the probability.

The STP root bridge is the logical center of the spanning tree topology in a Layer 2 network. All paths
that are not needed to reach the root bridge from anywhere in the Layer 2 network are placed in STP
blocking mode.

BPDUs contain information about the transmitting bridge and its ports, including bridge and MAC
addresses, bridge priority, port priority, and path cost. STP uses this information to elect the root bridge
for the Layer 2 network, to elect the root port leading to the root bridge, and to determine the designated
port for each Layer 2 segment.
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STP Protocol Timers

Table 20-3 describes the STP protocol timers that affect STP performance.

Table 20-3 STP Protocol Timers

Variable Description

Hello timer Determines how often the network device broadcasts hello messages to other
network devices.

Forward delay timer Determines how long each of the listening and learning states last before the
port begins forwarding.

Maximum age timer Determines the amount of time protocol information received on an port is
stored by the network device.

Creating the Spanning Tree Topology

In Figure 20-1, Switch A is elected as the root bridge because the bridge priority of all the network
devices is set to the default (32768) and Switch A has the lowest MAC address. However, due to traffic
patterns, number of forwarding ports, or link types, Switch A might not be the ideal root bridge. By
increasing the priority (lowering the numerical value) of the ideal network device so that it becomes the
root bridge, you force an STP recalculation to form a new spanning tree topology with the ideal network
device as the root.

Figure 20-1 Spanning Tree Topology
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When the spanning tree topology is calculated based on default parameters, the path between source and
destination end stations in a switched network might not be ideal. For instance, connecting higher-speed
links to a port that has a higher number than the current root port can cause a root-port change. The goal
is to make the fastest link the root port.

For example, assume that one port on Switch B is a fiber-optic link, and another port on Switch B (an
unshielded twisted-pair [UTP] link) is the root port. Network traffic might be more efficient over the
high-speed fiber-optic link. By changing the STP port priority on the fiber-optic port to a higher priority
(lower numerical value) than the root port, the fiber-optic port becomes the new root port.
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STP Port States

These sections describe the STP port states:
e STP Port State Overview, page 20-6
e Blocking State, page 20-8
e Listening State, page 20-9
e Learning State, page 20-10
e Forwarding State, page 20-11
e Disabled State, page 20-12

STP Port State Overview

Propagation delays can occur when protocol information passes through a switched LAN. As a result,
topology changes can take place at different times and at different places in a switched network. When
a Layer 2 LAN port transitions directly from nonparticipation in the spanning tree topology to the
forwarding state, it can create temporary data loops. Ports must wait for new topology information to
propagate through the switched LAN before starting to forward frames. They must allow the frame
lifetime to expire for frames that have been forwarded using the old topology.

Each Layer 2 LAN port on a Catalyst 6500 series switch using STP exists in one of the following five
states:

e Blocking—The Layer 2 LAN port does not participate in frame forwarding.

e Listening—First transitional state after the blocking state when STP determines that the Layer 2
LAN port should participate in frame forwarding.

e Learning—The Layer 2 LAN port prepares to participate in frame forwarding.

e Forwarding—The Layer 2 LAN port forwards frames.

e Disabled—The Layer 2 LAN port does not participate in STP and is not forwarding frames.
A Layer 2 LAN port moves through these five states as follows:

e From initialization to blocking

¢ From blocking to listening or to disabled

e From listening to learning or to disabled

¢ From learning to forwarding or to disabled

e From forwarding to disabled

Figure 20-2 illustrates how a Layer 2 LAN port moves through the five states.
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Figure 20-2 STP Layer 2 LAN Interface States
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When you enable STP, every port in the Catalyst 6500 series switch, VLAN, and network goes through
the blocking state and the transitory states of listening and learning at power up. If properly configured,
each Layer 2 LAN port stabilizes to the forwarding or blocking state.

When the STP algorithm places a Layer 2 LAN port in the forwarding state, the following process
occurs:

1. The Layer 2 LAN port is put into the listening state while it waits for protocol information that
suggests it should go to the blocking state.

2. The Layer 2 LAN port waits for the forward delay timer to expire, moves the Layer 2 LAN port to
the learning state, and resets the forward delay timer.

3. In the learning state, the Layer 2 LAN port continues to block frame forwarding as it learns end
station location information for the forwarding database.

4. The Layer 2 LAN port waits for the forward delay timer to expire and then moves the Layer 2 LAN
port to the forwarding state, where both learning and frame forwarding are enabled.

[ oL-3999-08
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Blocking State

A Layer 2 LAN port in the blocking state does not participate in frame forwarding, as shown in
Figure 20-3. After initialization, a BPDU is sent out to each Layer 2 LAN port. A network device
initially assumes it is the root until it exchanges BPDUs with other network devices. This exchange
establishes which network device in the network is the root or root bridge. If only one network device is
in the network, no exchange occurs, the forward delay timer expires, and the ports move to the listening
state. A port always enters the blocking state following initialization.

Figure 20-3 Interface 2 in Blocking State

Segment

frames Forwarding

v

LRt e
) Network
c‘detatIOH T management
al rjsses BPjUs and data frames
Filtering System Frame
database module forwarding
o BPDUs Network
- management
R frames
H HH H H <— Data | o
frames
< frames—{ pons |«
Blocking Segment
frames

A Layer 2 LAN port in the blocking state performs as follows:
¢ Discards frames received from the attached segment.
e Discards frames switched from another port for forwarding.

¢ Does not incorporate end station location into its address database. (There is no learning on a
blocking Layer 2 LAN port, so there is no address database update.)

e Receives BPDUs and directs them to the system module.
¢ Does not transmit BPDUs received from the system module.

e Receives and responds to network management messages.
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Listening State

The listening state is the first transitional state a Layer 2 LAN port enters after the blocking state. The
Layer 2 LAN port enters this state when STP determines that the Layer 2 LAN port should participate
in frame forwarding. Figure 20-4 shows a Layer 2 LAN port in the listening state.

Figure 20-4 Interface 2 in Listening State
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A Layer 2 LAN port in the listening state performs as follows:
e Discards frames received from the attached segment.
e Discards frames switched from another LAN port for forwarding.

¢ Does not incorporate end station location into its address database. (There is no learning at this
point, so there is no address database update.)

e Receives BPDUs and directs them to the system module.
e Receives, processes, and transmits BPDUs received from the system module.

e Receives and responds to network management messages.
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Learning State

A Layer 2 LAN port in the learning state prepares to participate in frame forwarding. The Layer 2 LAN
port enters the learning state from the listening state. Figure 20-5 shows a Layer 2 LAN port in the
learning state.

Figure 20-5 Interface 2 in Learning State
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A Layer 2 LAN port in the learning state performs as follows:
e Discards frames received from the attached segment.
e Discards frames switched from another port for forwarding.
¢ Incorporates end station location into its address database.
e Receives BPDUs and directs them to the system module.
e Receives, processes, and transmits BPDUs received from the system module.

e Receives and responds to network management messages.
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Forwarding State

A Layer 2 LAN port in the forwarding state forwards frames, as shown in Figure 20-6. The Layer 2 LAN
port enters the forwarding state from the learning state.

Figure 20-6 Interface 2 in Forwarding State
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A Layer 2 LAN port in the forwarding state performs as follows:
e Forwards frames received from the attached segment.
e Forwards frames switched from another port for forwarding.
e Incorporates end station location information into its address database.
e Receives BPDUs and directs them to the system module.
¢ Processes BPDUs received from the system module.

e Receives and responds to network management messages.
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Disabled State

A Layer 2 LAN port in the disabled state does not participate in frame forwarding or STP, as shown in
Figure 20-7. A Layer 2 LAN port in the disabled state is virtually nonoperational.

Figure 20-7 Interface 2 in Disabled State
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A disabled Layer 2 LAN port performs as follows:
e Discards frames received from the attached segment.
e Discards frames switched from another port for forwarding.

¢ Does not incorporate end station location into its address database. (There is no learning, so there is
no address database update.)

e Does not receive BPDUs.

¢ Does not receive BPDUs for transmission from the system module.

STP and IEEE 802.1Q Trunks

802.1Q trunks impose some limitations on the STP strategy for a network. In a network of Cisco network
devices connected through 802.1Q trunks, the network devices maintain one instance of STP for each
VLAN allowed on the trunks. However, non-Cisco 802.1Q network devices maintain only one instance
of STP for all VLANSs allowed on the trunks.

When you connect a Cisco network device to a non-Cisco device through an 802.1Q trunk, the Cisco
network device combines the STP instance of the 802.1Q VLAN of the trunk with the STP instance of
the non-Cisco 802.1Q network device. However, all per-VLAN STP information is maintained by Cisco
network devices separated by a cloud of non-Cisco 802.1Q network devices. The non-Cisco 802.1Q
cloud separating the Cisco network devices is treated as a single trunk link between the network devices.
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For more information on 802.1Q trunks, see Chapter 10, “Configuring LAN Ports for Layer 2
Switching.”

Understanding How IEEE 802.1w RSTP Works
~

Note  RSTP is available as a standalone protocol in Rapid-Per-VLAN-Spanning Tree (Rapid-PVST) mode. In
this mode, the switch runs an RSTP instance on each VLAN, which follows the usual PVST+ approach.

These sections describe Rapid Spanning Tree Protocol (RSTP):
e [EEE 802.1w RSTP Overview, page 20-13
e RSTP Port Roles, page 20-13
e RSTP Port States, page 20-14
e Rapid-PVST, page 20-14

IEEE 802.1w RSTP Overview

RSTP significantly reduces the time to reconfigure the active topology of the network when changes
occur to the physical topology or its configuration parameters. RSTP selects one switch as the root of a
spanning tree-connected active topology and assigns port roles to individual ports of the switch,
depending on whether that port is part of the active topology.

RSTP provides rapid connectivity following the failure of a switch, switch port, or a LAN. A new root
port and the designated port on the other side of the bridge transition to forwarding using an explicit
handshake between them. RSTP allows switch port configuration so that the ports can transition to
forwarding directly when the switch reinitializes.

RSTP as specified in 802.1w supersedes STP specified in 802.1D, but remains compatible with STP.
RSTP provides backward compatibility with 802.1D bridges as follows:

e RSTP selectively sends 802.1D-configured BPDUs and topology change notification (TCN) BPDUs
on a per-port basis.

¢ When a port initializes, the migration-delay timer starts and RSTP BPDUs are transmitted. While
the migration-delay timer is active, the bridge processes all BPDUs received on that port.

e If the bridge receives an 802.1D BPDU after a port’s migration-delay timer expires, the bridge
assumes it is connected to an 802.1D bridge and starts using only 802.1D BPDUs.

e When RSTP uses 802.1D BPDUs on a port and receives an RSTP BPDU after the migration-delay
expires, RSTP restarts the migration-delay timer and begins using RSTP BPDUs on that port.

RSTP Port Roles

RSTP uses the following definitions for port roles:
¢ Root—A forwarding port elected for the spanning tree topology.
e Designated—A forwarding port elected for every switched LAN segment.

e Alternate—An alternate path to the root bridge to that provided by the current root port.
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e Backup—A backup for the path provided by a designated port toward the leaves of the spanning tree.
Backup ports can exist only where two ports are connected together in a loopback by a point-to-point
link or bridge with two or more connections to a shared LAN segment.

e Disabled—A port that has no role within the operation of spanning tree.
Port roles are assigned as follows:
¢ A root port or designated port role includes the port in the active topology.

e An alternate port or backup port role excludes the port from the active topology.

RSTP Port States

Rapid-PVST

The port state controls the forwarding and learning processes and provides the values of discarding,
learning, and forwarding. Table 20-4 provides a comparison between STP port states and RSTP port
states.

Table 20-4 Comparison Between STP and RSTP Port States

Operational Status STP Port State RSTP Port State | Port Included in Active Topology
Enabled Blocking! Discarding? No
Enabled Listening Discarding No
Enabled Learning Learning Yes
Enabled Forwarding Forwarding Yes
Disabled Disabled Discarding No

1. IEEE 802.1D port state designation.
2. IEEE 802.1w port state designation. Discarding is the same as blocking in RSTP and MST.

In a stable topology, RSTP ensures that every root port and designated port transition to forwarding, and
ensures that all alternate ports and backup ports are always in the discarding state.

Rapid-PVST uses the existing configuration for PVST+; however, Rapid-PVST uses RSTP to provide
faster convergence. Independent VLANS run their own RSTP instance.

Dynamic entries are flushed immediately on a per-port basis upon receiving a topology change.

UplinkFast and BackboneFast configurations are ignored in Rapid-PVST mode; both features are
included in RSTP.

Understanding How Prestandard IEEE 802.1s MST Works

These sections describe Multiple Spanning Tree (MST):
e [EEE 802.1s MST Overview, page 20-15
e MST-to-PVST Interoperability, page 20-16
e Common Spanning Tree, page 20-18
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e MST Instances, page 20-18

e MST Configuration Parameters, page 20-18
e MST Regions, page 20-19

e Message Age and Hop Count, page 20-20

e Default STP Configuration, page 20-21

IEEE 802.1s MST Overview

MST in this release is based on the draft version of the IEEE standard. 802.1s for MST is an amendment
to 802.1Q. MST extends the IEEE 802.1w rapid spanning tree (RST) algorithm to multiple spanning
trees. This extension provides both rapid convergence and load balancing in a VLAN environment. MST
converges faster than PVST+. MST is backward compatible with 802.1D STP, 802.1w (rapid spanning
tree protocol [RSTP]), and the Cisco PVST+ architecture.

MST allows you to build multiple spanning trees over trunks. You can group and associate VLANS to
spanning tree instances. Each instance can have a topology independent of other spanning tree instances.
This new architecture provides multiple forwarding paths for data traffic and enables load balancing.
Network fault tolerance is improved because a failure in one instance (forwarding path) does not affect
other instances (forwarding paths).

In large networks, you can more easily administer the network and use redundant paths by locating
different VLAN and spanning tree instance assignments in different parts of the network. A

spanning tree instance can exist only on bridges that have compatible VLAN instance assignments. You
must configure a set of bridges with the same MST configuration information, which allows them to
participate in a specific set of spanning tree instances. Interconnected bridges that have the same MST
configuration are referred to as an MST region.

MST uses the modified RSTP version called the Multiple Spanning Tree Protocol (MSTP). The MST
feature has these characteristics:

e MST runs a variant of spanning tree called internal spanning tree (IST). IST augments the common
spanning tree (CST) information with internal information about the MST region. The MST region
appears as a single bridge to adjacent single spanning tree (SST) and MST regions.

e A bridge running MST provides interoperability with single spanning tree bridges as follows:

— MST bridges run IST, which augments the common spanning tree (CST) information with
internal information about the MST region.

— IST connects all the MST bridges in the region and appears as a subtree in the CST that includes
the whole bridged domain. The MST region appears as a virtual bridge to adjacent SST bridges
and MST regions.

— The common and internal spanning tree (CIST) is the collection of ISTs in each MST region,
the CST that interconnects the MST regions, and the SST bridges. CIST is the same as an IST
inside an MST region and the same as CST outside an MST region. The STP, RSTP, and MSTP
together elect a single bridge as the root of the CIST.
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e MST establishes and maintains additional spanning trees within each MST region. These spanning
trees are referred to as MST instances (MSTIs). The IST is numbered 0, and the MSTIs are
numbered 1,2,3, and so on. Any MSTT is local to the MST region that is independent of MSTIs in
another region, even if the MST regions are interconnected. MST instances combine with the IST at
the boundary of MST regions to become the CST as follows:

Spanning tree information for an MSTI is contained in an MSTP record (M-record). M-records are
always encapsulated within MST BPDUs (MST BPDUs). The original spanning trees computed by
MSTP are called M-trees. M-trees are active only within the MST region. M-trees merge with the
IST at the boundary of the MST region and form the CST.

e MST provides interoperability with PVST+ by generating PVST+ BPDUs for the non-CST VLANS.
e MST supports some of the PVST+ extensions in MSTP as follows:

— UplinkFast and BackboneFast are not available in MST mode; they are included in RSTP.

— PortFast is supported.

— BPDU filter and BPDU guard are supported in MST mode.

— Loop guard and root guard are supported in MST. MST preserves the VLAN 1 disabled
functionality except that BPDUs are still transmitted in VLAN 1.

— MST switches operate as if MAC reduction is enabled.

— For private VLANs (PVLANSs), secondary VLANs must be mapped to the same instance as the
primary.

MST-to-PVST Interoperability

A virtual bridged LAN may contain interconnected regions of single spanning tree (SST) and MST
bridges. Figure 20-8 shows this relationship.
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Figure 20-8 Network with Interconnected SST and MST Regions

F/f = Forwarding

B/b = Blocking
R = Root Bridge 0
r = Root port %

An MST region appears as an SST or pseudobridge to STP running in the SST region. Pseudobridges
operate as follows:

e The same values for root identifiers and root path costs are sent in all BPDUs of all the pseudobridge
ports. Pseudobridges differ from a single SST bridge as follows:

— The pseudobridge BPDUs have different bridge identifiers. This difference does not affect STP
operation in the neighboring SST regions because the root identifier and root cost are the same.

— BPDUs sent from the pseudobridge ports may have significantly different message ages.
Because the message age increases by 1 second for each hop, the difference in the message age
is in the order of seconds.

e Data traffic from one port of a pseudobridge (a port at the edge of a region) to another port follows
a path entirely contained within the pseudobridge or MST region.

e Data traffic belonging to different VLANs may follow different paths within the MST regions
established by MST.

e Loop prevention is achieved by either of the following:

— Blocking the appropriate pseudobridge ports by allowing one forwarding port on the boundary
and blocking all other ports.

- Setting the CST partitions to block the ports of the SST regions.

e A pseudobridge differs from a single SST bridge because the BPDUs sent from the pseudobridge’s
ports have different bridge identifiers. The root identifier and root cost are the same for both bridges.

These guidelines apply in a topology where you configure MST switches (all in the same region) to
interact with PVST+ switches:

¢ Configure the root for all VLANSs inside the MST region as shown in this example:

Router# show spanning-tree mst interface gigabitethernet 1/1

GigabitEthernetl/1 of MST00 is root forwarding
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Edge port: no (trunk) port guard : none (default)
Link type: point-to-point (auto) bpdu filter: disable (default)
Boundary : boundary (PVST) bpdu guard : disable (default)

Bpdus sent 10, received 310

Instance Role Sts Cost Prio.Nbr Vlans mapped
0 Root FWD 20000 128.1 1-2,4-2999,4000-4094
3 Boun FWD 20000 128.1 3,3000-3999

The ports that belong to the MST switch at the boundary simulate PVST+ and send PVST+ BPDUs
for all the VLANSs.

If you enable loop guard on the PVST+ switches, the ports might change to a loop-inconsistent state
when the MST switches change their configuration. To correct the loop-inconsistent state, you must
disable and reenable loop guard on that PVST+ switch.

Do not locate the root for some or all of the VLANs inside the PVST+ side of the MST switch
because when the MST switch at the boundary receives PVST+ BPDUs for all or some of the
VLANS on its designated ports, root guard sets the port to the blocking state. Do not designate
switches with a slower CPU running PVST+ as a switch running MST.

When you connect a PVST+ switch to two different MST regions, the topology change from the PVST+
switch does not pass beyond the first MST region. In this case, the topology changes are only propagated
in the instance to which the VLAN is mapped. The topology change stays local to the first MST region
and the CAM entries in the other region are not flushed. To make the topology change visible throughout
other MST regions, you can map that VLAN to IST or connect the PVST+ switch to the two regions
through access links.

Common Spanning Tree

CST (802.1Q) is a single spanning tree for all the VLANS. In a Catalyst 6500 series switch running
PVST+, the VLAN 1 spanning tree corresponds to CST. In a Catalyst 6500 series switch running MST,
IST (instance 0) corresponds to CST.

MST Instances

This release supports up to 16 instances; each spanning tree instance is identified by an instance ID that
ranges from 0 to 15. Instance 0 is mandatory and is always present. Instances 1 through 15 are optional.

MST Configuration Parameters

MST configuration includes these three parts:

Name—A 32-character string (null padded) identifying the MST region.

Revision number—An unsigned 16-bit number that identifies the revision of the current MST
configuration.

A
Note  You must set the revision number when required as part of the MST configuration. The

revision number is not incremented automatically each time you commit the MST
configuration.
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e MST configuration table—An array of 4096 bytes. Each byte, interpreted as an unsigned integer,
corresponds to a VLAN. The value is the instance number to which the VLAN is mapped. The first
byte that corresponds to VLAN 0 and the 4096th byte that corresponds to VLAN 4095 are unused
and always set to zero.

You must configure each byte manually. You can use SNMP or the CLI to perform the configuration.

MST BPDUs contain the MST configuration ID and the checksum. An MST bridge accepts an MST
BPDU only if the MST BPDU configuration ID and the checksum match its own MST region
configuration ID and checksum. If one value is different, the MST BPDU is considered to be an
SST BPDU.

These sections describe MST regions:
e MST Region Overview, page 20-19
e Boundary Ports, page 20-19
e IST Master, page 20-20
e Edge Ports, page 20-20
e Link Type, page 20-20

MST Region Overview

Boundary Ports

Interconnected bridges that have the same MST configuration are referred to as an MST region. There
is no limit on the number of MST regions in the network.

To form an MST region, bridges can be either of the following:
e An MST bridge that is the only member of the MST region.

e An MST bridge interconnected by a LAN. A LAN’s designated bridge has the same MST
configuration as an MST bridge. All the bridges on the LAN can process MST BPDUs.

If you connect two MST regions with different MST configurations, the MST regions do the following:

e Load balance across redundant paths in the network. If two MST regions are redundantly connected,
all traffic flows on a single connection with the MST regions in a network.

¢ Provide an RSTP handshake to enable rapid connectivity between regions. However, the
handshaking is not as fast as between two bridges. To prevent loops, all the bridges inside the region
must agree upon the connections to other regions. This situation introduces a delay. We do not
recommend partitioning the network into a large number of regions.

A boundary port is a port that connects to a LAN, the designated bridge, of which is either an SST bridge,
or a bridge with a different MST configuration. A designated port knows that it is on the boundary if it
detects an STP bridge or receives an agreement message from an RST or MST bridge with a different
configuration.

At the boundary, the role of MST ports do not matter; their state is forced to be the same as the IST port
state. If the boundary flag is set for the port, the MSTP port-role selection process assigns a port role to
the boundary and assigns the same state as the state of the IST port. The IST port at the boundary can
take up any port role except a backup port role.
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IST Master

Edge Ports

Link Type

The IST master of an MST region is the bridge with the lowest bridge identifier and the least path cost
to the CST root. If an MST bridge is the root bridge for CST, then it is the IST master of that MST region.
If the CST root is outside the MST region, then one of the MST bridges at the boundary is selected as
the IST master. Other bridges on the boundary that belong to the same region eventually block the
boundary ports that lead to the root.

If two or more bridges at the boundary of a region have an identical path to the root, you can set a slightly
lower bridge priority to make a specific bridge the IST master.

The root path cost and message age inside a region stay constant, but the IST path cost is incremented
and the IST remaining hops are decremented at each hop. To display the information about the IST
master, path cost, and remaining hops for the bridge, enter the show spanning-tree mst command.

An edge port is a port that is a port that is connected to a nonbridging device (for example, a host or a
router). A port that connects to a hub is also an edge port if the hub or any LAN that is connected by it
does not have a bridge. An edge port can start forwarding as soon as the link is up.

MST requires that you configure all ports for each host or router. To establish rapid connectivity after a
failure, you need to block the non-edge designated ports of an intermediate bridge. If the port connects
to another bridge that can send back an agreement, then the port starts forwarding immediately.
Otherwise, the port needs twice the forward delay time to start forwarding again. You must explicitly
configure the ports that are connected to the hosts and routers as edge ports while using MST.

To prevent a misconfiguration, the PortFast operation is turned off if the port receives a BPDU. To
display the configured and operational status of PortFast, enter the show spanning-tree mst interface
command.

Rapid connectivity is established only on point-to-point links. You must configure ports explicitly to a
host or router. However, cabling in most networks meets this requirement, and you can avoid explicit
configuration by treating all full-duplex links as point-to-point links by entering the spanning-tree
linktype command.

Message Age and Hop Count

IST and MST instances do not use the message age and maximum age timer settings in the BPDU. IST
and MST use a separate hop-count process that is very similar to the IP TTL process. You can configure
each MST bridge with a maximum hop count. The root bridge of the instance sends a BPDU (or
M-record) with the remaining hop count that is equal to the maximum hop count. When a bridge receives
a BPDU (or M-record), it decrements the received remaining hop count by one. The bridge discards the
BPDU (M-record) and ages out the information held for the port if the count reaches zero after
decrementing. The nonroot bridges propagate the decremented count as the remaining hop count in the
BPDUs (M-records) they generate.

The message age and maximum age timer settings in the RST portion of the BPDU remain the same
throughout the region, and the same values are propagated by the region’s designated ports at the
boundary.
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Table 20-5 shows the default STP configuration.

Table 20-5 STP Default Configuration

Default STP Configuration

Feature

Default Value

Enable state

STP enabled for all VLANSs

Bridge priority

32768

STP port priority (configurable on a per-port
basis—used on LAN ports configured as
Layer 2 access ports)

128

STP port cost (configurable on a per-port
basis—used on LAN ports configured as
Layer 2 access ports)

¢ 10-Gigabit Ethernet: 2
e Gigabit Ethernet: 4

e Fast Ethernet: 19

e Ethernet: 100

STP VLAN port priority (configurable on a
per-VLAN basis—used on LAN ports
configured as Layer 2 trunk ports)

STP VLAN port cost (configurable on a
per-VLAN basis—used on LAN ports
configured as Layer 2 trunk ports)

¢ 10-Gigabit Ethernet: 2
e Gigabit Ethernet: 4

e Fast Ethernet: 19

e Ethernet: 100

Hello time 2 seconds
Forward delay time 15 seconds
Maximum aging time 20 seconds
Mode PVST

STP and MST Configuration Guidelines and Restrictions

When configuring MST, follow these guidelines and restrictions:

¢ Do not disable spanning tree on any VLAN in any of the PVST bridges.

e Do not use PVST bridges as the root of CST.

¢ Ensure that all PVST spanning tree root bridges have lower (numerically higher) priority than the

CST root bridge.

¢ Ensure that trunks carry all of the VLANs mapped to an instance or do not carry any VLANS at all

for this instance.

¢ Do not connect switches with access links because access links may partition a VLAN.

¢ Any MST configuration involving a large number of either existing or new logical VLAN ports

should be completed during a maintenance window because the complete MST database gets
reinitialized for any incremental change (such as adding new VLANS to instances or moving VLANSs

across instances).
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Configuring STP

These sections describe how to configure STP on VLANS:

e Enabling STP, page 20-22
e Enabling the Extended System ID, page

20-24

¢ Configuring the Root Bridge, page 20-24

¢ Configuring a Secondary Root Bridge, page 20-26

e Configuring STP Port Priority, page 20-26

e Configuring STP Port Cost, page 20-28

e Configuring the Bridge Priority of a VLAN, page 20-30

e Configuring the Hello Time, page 20-31

e Configuring the Forward-Delay Time for a VLAN, page 20-32

e Configuring the Maximum Aging Time for a VLAN, page 20-32

e Enabling Rapid-PVST, page 20-33

~

Note  The STP commands described in this chapter

can be configured on any LAN port, but they are in effect

only on LAN ports configured with the switchport keyword.

A

Caution  We do not recommend disabling spanning tree, even in a topology that is free of physical loops. Spanning
tree serves as a safeguard against misconfigurations and cabling errors. Do not disable spanning tree in

a VLAN without ensuring that there are no p

hysical loops present in the VLAN.

Enabling STP
N

Note  STP is enabled by default on VLAN 1 and on all newly created VLANS.

You can enable STP on a per-VLAN basis. Th

e Catalyst 6500 series switch maintains a separate instance

of STP for each VLAN (except on VLANSs on which you disable STP).
To enable STP on a per-VLAN basis, perform this task:

Command

Purpose

Step1 Router (config) # spanning-tree vlan vlan_ID

Router (config)# default spanning-tree vlan
vlan_ID

Router (config) # no spanning-tree vlan vlan ID

Enables STP on a per-VLAN basis. The vian_ID value
can be 1 through 4094, except reserved VLANS (see
Table 20-5 on page 20-21).

Reverts all STP parameters to default values for the
specified VLAN.

Disables STP on the specified VLAN; see the following
Cautions for information regarding this command.

Release 12.2SXF
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Command Purpose
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan_ID Verifies that STP is enabled.

Caution Do not disable spanning tree on a VLAN unless all switches and bridges in the VLAN have spanning
tree disabled. You cannot disable spanning tree on some switches and bridges in a VLAN and leave it
enabled on other switches and bridges in the VLAN. This action can have unexpected results because
switches and bridges with spanning tree enabled will have incomplete information regarding the physical
topology of the network.

Caution  We do not recommend disabling spanning tree, even in a topology that is free of physical loops. Spanning
tree serves as a safeguard against misconfigurations and cabling errors. Do not disable spanning tree in
a VLAN without ensuring that there are no physical loops present in the VLAN.

This example shows how to enable STP on VLAN 200:
Router# configure terminal
Router (config)# spanning-tree vlan 200
Router (config) # end
Router#
A
Note  Because STP is enabled by default, entering a show running command to view the resulting
configuration does not display the command you entered to enable STP.
This example shows how to verify the configuration:
Router# show spanning-tree vlan 200
VLAN0200
Spanning tree enabled protocol ieee
Root ID Priority 32768
Address 00d40.00b8.14c8
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 32768
Address 0040.00b8.14c8
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300
Interface Role Sts Cost Prio.Nbr Status
Fa4/4 Desg FWD 200000 128.196 P2p
Fad/5 Back BLK 200000 128.197 P2p
Router#
~
Note  You must have at least one interface that is active in VLAN 200 to create a VLAN 200 spanning tree. In
this example, two interfaces are active in VLAN 200.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Enabling the Extended System ID

)

Note  The extended system ID is enabled permanently on chassis that support 64 MAC addresses.
You can enable the extended system ID on chassis that support 1024 MAC addresses (see the
“Understanding the Bridge ID” section on page 20-2).
To enable the extended system ID, perform this task:
Command Purpose
Step1 Router(config)# spanning-tree extend system-id Enables the extended system ID.

Router (config) # no spanning-tree extend system-id |Disables the extended,systenll[)

Note  You cannot disable the extended system ID on
chassis that support 64 MAC addresses or when
you have configured extended range VLANSs (see
“STP Default Configuration” section on

page 20-21).
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan_ID Verifies the configuration

~

Note

When you enable or disable the extended system ID, the bridge IDs of all active STP instances are
updated, which might change the spanning tree topology.

This example shows how to enable the extended system ID:

Router# configure terminal

Router (config) # spanning-tree extend system-id
Router (config)# end

Router#

This example shows how to verify the configuration:

Router# show spanning-tree summary | include Extended
Extended system ID is enabled.

Configuring the Root Bridge

Catalyst 6500 series switches maintain a separate instance of STP for each active VLAN. A bridge ID,
consisting of the bridge priority and the bridge MAC address, is associated with each instance. For each
VLAN, the network device with the highest-priority (lowest-numerical) bridge ID becomes the root
bridge for that VLAN.

To configure a VLAN instance to become the root bridge, enter the spanning-tree vlan vian_ID root
command to modify the bridge priority from the default value (32768) to a significantly lower value.

When you enter the spanning-tree vlan vian_ID root command, the switch checks the bridge priority
of the current root bridges for each VLAN. When the extended system ID is disabled, the switch sets the
bridge priority for the specified VLANs to 8192 if this value will cause the switch to become the root
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Note

A

Configuring STP W

for the specified VLANs. When the extended system ID is enabled, the switch sets the bridge priority
for the specified VLANS to 24576 if this value will cause the switch to become the root for the specified
VLAN:S.

If the extended system ID is disabled and if any root bridge for the specified VLANSs has a bridge priority
lower than 8192, the switch sets the bridge priority for the specified VLANS to 1 less than the lowest
bridge priority.

If the extended system ID is enabled and if any root bridge for the specified VLANSs has a bridge priority
lower than 24576, the switch sets the bridge priority for the specified VLANSs to 4096 less than the

lowest bridge priority. (4096 is the value of the least significant bit of a 4-bit bridge priority value; see
Table 20-2 on page 20-3.)

The spanning-tree vlan vlan_ID root command fails if the value required to be the root bridge is less
than 1.

The spanning-tree vlan vian_ID root command can cause the following effects:

e If the extended system ID is disabled, and if all network devices in VLAN 100 have the default
priority of 32768, entering the spanning-tree vlan 100 root primary command on the switch sets
the bridge priority for VLAN 100 to 8192, which causes the switch to become the root bridge for
VLAN 100.

e If the extended system ID is enabled, and if all network devices in, for example, VLAN 20 have the
default priority of 32768, entering the spanning-tree vlan 20 root primary command on the switch
sets the bridge priority to 24576, which causes the switch to become the root bridge for VLAN 20.

Caution

Note

The root bridge for each instance of STP should be a backbone or distribution switch. Do not configure
an access switch as the STP primary root.

Use the diameter keyword to specify the Layer 2 network diameter (that is, the maximum number of
bridge hops between any two end stations in the Layer 2 network). When you specify the network
diameter, the Catalyst 6500 series switch automatically selects an optimal hello time, forward delay
time, and maximum age time for a network of that diameter, which can significantly reduce the STP
convergence time. You can use the hello keyword to override the automatically calculated hello time.

To preserve a stable STP topology, we recommend that you avoid configuring the hello time, forward
delay time, and maximum age time manually after configuring the Catalyst 6500 series switch as the root
bridge.
To configure a Catalyst 6500 series switch as the root bridge, perform this task:
Command Purpose
Step1 Router(config)# spanning-tree vlan vlan_ID root Configures a Catalyst 6500 series switch as the root
primary [diameter hops [hello-time seconds]] bridge. The vian_ID value can be 1 through 4094, except
reserved VLANSs (see Table 20-5 on page 20-21).
Router (config)# no spanning-tree vlan vlan ID Clears the root bridge configuration.
root
Step2 Router(config)# end Exits configuration mode.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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This example shows how to configure the Catalyst 6500 series switch as the root bridge for VLAN 10,
with a network diameter of 4:

Router# configure terminal

Router (config)# spanning-tree vlan 10 root primary diameter 4
Router (config) # end

Router#

Configuring a Secondary Root Bridge

Step 1

Step 2

When you configure a Catalyst 6500 series switch as the secondary root, the STP bridge priority is
modified from the default value (32768) so that the switch is likely to become the root bridge for the
specified VLANSs if the primary root bridge fails (assuming the other network devices in the network use
the default bridge priority of 32768).

If the extended system ID is enabled, STP sets the bridge priority to 28672. If the extended system ID is
disabled, STP sets the bridge priority to 16384.

You can run this command on more than one Catalyst 6500 series switch to configure multiple backup
root bridges. Use the same network diameter and hello time values as you used when configuring the
primary root bridge.

To configure a Catalyst 6500 series switch as the secondary root bridge, perform this task:

Command Purpose

Router (config)# [no] spanning-tree vlan vlan_ID Configures a Catalyst 6500 series switch as the secondary
root secondary [diameter hops [hello-time root bridge. The vlan_ID value can be 1 through 4094,
seconds] ] except reserved VLANs (see Table 14-1 on page 14-2).
Router (config)# no spanning-tree vlan vlan_ID Clears the root bridge configuring,

root

Router (config)# end Exits configuration mode.

This example shows how to configure the Catalyst 6500 series switch as the secondary root bridge for
VLAN 10, with a network diameter of 4:

Router# configure terminal

Router (config)# spanning-tree vlan 10 root secondary diameter 4
Router (config) # end

Router#

Configuring STP Port Priority

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

If a loop occurs, STP considers port priority when selecting a LAN port to put into the forwarding state.
You can assign higher priority values to LAN ports that you want STP to select first and lower priority
values to LAN ports that you want STP to select last. If all LAN ports have the same priority value, STP
puts the LAN port with the lowest LAN port number in the forwarding state and blocks other LAN ports.
The possible priority range is 0 through 240 (default 128), configurable in increments of 16.

When the LAN port is configured as a trunk port, you can specify a different port priority for each VLAN
carried by the trunk. VLANSs not configured with a VLAN port priority default to using the spanning-tree
port priority. Do not configure VLAN port priority for access ports.
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To configure the STP port priority of a Layer 2 LAN interface, perform this task:

Command Purpose
Step1 Router(config)# interface {{type' slot/port} | Selects an interface to configure.
{port-channel port_channel_ number}}
Step2 Router(config-if)# spanning-tree port-priority Configures the port priority for the LAN interface. The
port _priority port_priority value can be from 0 to 240 in increments
of 16.
Router (config-if)# no spanning-tree port-priority |Reverts to the default port priority value.
Step3 Router(config-if)# spanning-tree vlan vlan ID Configures the VLAN port priority for the LAN interface.
port-priority port priority The port_priority value can be from 0 to 240 in
increments of 16. The vlan_ID value can be 1 through
4094, except reserved VLANSs (see Table 14-1 on
page 14-2).
Router (config-if)# [no] spanning-tree vlan Reverts to the default VLAN port priority value.
vlian_ID port-priority
Step4 Router (config-if)# end Exits configuration mode.
Step5 Router# show spanning-tree interface {type' Verifies the configuration.
slot/port} \ {port-channel port_channel_ number}
Router# show spanning-tree vlan vlan_ID
1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet
This example shows how to configure the STP port priority of Fast Ethernet port 4/4:
Router# configure terminal
Router (config) # interface fastethernet 4/4
Router (config-if)# spanning-tree port-priority 160
Router (config-if)# end
Router#
This example shows how to verify the configuration of Fast Ethernet port 4/4:
Router# show spanning-tree interface fastethernet 4/4
Vlan Role Sts Cost Prio.Nbr Status
VLANOOO1 Back BLK 200000 160.196 P2p
VLANO00O6 Back BLK 200000 160.196 P2p
VLAN0198 Back BLK 200000 160.196 P2p
VLANO0199 Back BLK 200000 160.196 P2p
VLAN0200 Back BLK 200000 160.196 P2p
Router#
Fastethernet 4/4 is a trunk. Several VLANSs are configured and active as shown in the example. The port
priority configuration applies to all VLANSs on this interface.
~
Note  The show spanning-tree interface command only displays information if the port is connected and
operating. If this condition is not met, enter a show running-config interface command to verify the
configuration.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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This example shows how to configure the VLAN port priority of Fast Ethernet port 4/4:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface fastEthernet 4/4

Router (config-if)# spanning-tree vlan 200 port-priority 64
Router (config-if)# 4z

Router#

The configuration entered in the example only applies to VLAN 200. All VLANSs other than 200 still
have a port priority of 160.

This example shows how to verify the configuration:

Router# show spanning-tree interface fastethernet 4/4

Vlan Role Sts Cost Prio.Nbr Status
VLANO00O01 Back BLK 200000 160.196 P2p
VLAN00O6 Back BLK 200000 160.196 P2p
VLAN0199 Back BLK 200000 160.196 P2p
VLAN0200 Desg FWD 200000 64.196 P2p
Router#

You also can display spanning tree information for VLAN 200 using the following command:

Router# show spanning-tree vlan 200 interface fastEthernet 4/4
Interface Role Sts Cost Prio.Nbr Status

Fad/4 Desg LRN 200000 64.196 P2p

Configuring STP Port Cost

Step 1

Step 2

Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

The STP port path cost default value is determined from the media speed of a LAN interface. If a loop
occurs, STP considers port cost when selecting a LAN interface to put into the forwarding state. You can
assign lower cost values to LAN interfaces that you want STP to select first and higher cost values to
LAN interfaces that you want STP to select last. If all LAN interfaces have the same cost value, STP
puts the LAN interface with the lowest LAN interface number in the forwarding state and blocks other
LAN interfaces. The possible cost range is 0 through 200000000 (the default is media specific).

STP uses the port cost value when the LAN interface is configured as an access port and uses VLAN
port cost values when the LAN interface is configured as a trunk port.

To configure the STP port cost of a Layer 2 LAN interface, perform this task:

Command Purpose

Router (config)# interface {{type' slot/port} | Selects an interface to configure.

{port-channel port_channel_number}}

Router (config-if)# spanning-tree cost port_cost Configures the port cost for the LAN interface. The

port_cost value can be from 1 to 200000000 (1 to 65535
in Release 12.1(2)E and earlier releases).

Router (config-if)# no spanning-tree cost Reverts to the default port cost.
Router (config-if)# [no] spanning-tree vlan Configures the VLAN port cost for the LAN interface.
vlan_ID cost port cost The port_cost value can be from 1 to 200000000. The

vlan_ID value can be 1 through 4094, except reserved
VLANS (see Table 14-1 on page 14-2).
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Command Purpose

Step4 Router(config-if)# no spanning-tree vlan vlan_ID Reverts to the default VLAN port cost.
cost

Step5 Router(config-if)# end Exits configuration mode.

Step6 Router# show spanning-tree interface (type' Verifies the configuration.
slot/port} \ {port-channel port_channel_ number}

show spanning-tree vlan vlan_ID

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

Note

This example shows how to change the STP port cost of Fast Ethernet port 4/4:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface fastEthernet 4/4

Router (config-if)# spanning-tree cost 1000

Router (config-if)# 4z

Router#

This example shows how to verify the configuration:

Router# show spanning-tree interface fastEthernet 4/4

Vlan Role Sts Cost Prio.Nbr Status
VLANOOOL1 Back BLK 1000 160.196 P2p
VLAN0O0O06 Back BLK 1000 160.196 P2p
VLANQ0OO7 Back BLK 1000 160.196 P2p
VLAN0O0O08 Back BLK 1000 160.196 P2p
VLAN0O0O09 Back BLK 1000 160.196 P2p
VLANO0O010 Back BLK 1000 160.196 P2p
Router#

This example shows how to configure the port priority at an individual port VLAN cost for VLAN 200:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface fastEthernet 4/4

Router (config-if)# spanning-tree vlan 200 cost 2000

Router (config-1if)# 4z

Router#

This example shows how to verify the configuration:

Router# show spanning-tree vlan 200 interface fastEthernet 4/4
Interface Role Sts Cost Prio.Nbr Status

In the following output other VLANs (VLAN 1 for example) have not been affected by this
configuration.

Router# show spanning-tree vlan 1 interface fastEthernet 4/4

Interface Role Sts Cost Prio.Nbr Status
Fad/4 Back BLK 1000 160.196 P2p
Router#

[ oL-3999-08
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)

Note  The show spanning-tree command only displays information for ports that are in link-up operative state
and are appropriately configured for DTP. If these conditions are not met, you can enter a show
running-config command to confirm the configuration.

Configuring the Bridge Priority of a VLAN
~

Note  Be careful when using this command. For most situations, we recommend that you enter the

spanning-tree vlan vian_ID root primary and the spanning-tree vlan vian_ID root secondary
commands to modify the bridge priority.

To configure the STP bridge priority of a VLAN when the extended system ID is disabled, perform this
task:

Command Purpose

Step1 Router(config)# spanning-tree vlan vlan ID Configures the bridge priority of a VLAN when the

priority bridge priority extended system ID is disabled. The bridge_priority
value can be from 1 to 65535. The vilan_ID value can be
1 through 4094, except reserved VLANSs (see Table 14-1
on page 14-2).

Router (config)# no spanning-tree vlan vlan ID Reverts to the default bridge priority value.
priority

Step2 Router (config)# end Exits configuration mode.

Step3 Router# show spanning-tree vlan vlan_ID bridge Verifies the configuration.
[detail]

To configure the STP bridge priority of a VLAN when the extended system ID is enabled, perform this
task:

Command Purpose

Step1 Router(config)# [no] spanning-tree vlan vlan_ ID Configures the bridge priority of a VLAN when the
priority {0 | 4096 | 8192 | 12288 | 16384 | 20480 |oy(ended system ID is enabled. The vlan_ID value can be

| 24576 | 28672 | 32768 | 36864 | 40960 | 45056 |
49152 | 53248 | 57344 | 61440} 1 through 4094, except reserved VLANSs (see Table 14-1
on page 14-2).

Router (config)# no spanning-tree vlan vlan ID Reverts to the default bridge priority value.
priority

Step2 Router(config)# end Exits configuration mode.

Step3 Router# show spanning-tree vlan vlan_ID bridge Verifies the configuration.
[detail]

This example shows how to configure the bridge priority of VLAN 200 to 33792 when the extended
system ID is disabled:

Router# configure terminal

Router (config) # spanning-tree vlan 200 priority 33792
Router (config) # end

Router#

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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This example shows how to verify the configuration:

Router# show spanning-tree vlan 200 bridge
Hello Max Fwd

Vlan Bridge ID Time Age Delay Protocol
VLAN200 33792 0050.3e8d.64c8 2 20 15 1ieee
Router#

Configuring the Hello Time

~

Note  Be careful when using this command. For most situations, we recommend that you use the
spanning-tree vlan vian_ID root primary and spanning-tree vlan vian_ID root secondary commands
to modify the hello time.

To configure the STP hello time of a VLAN, perform this task:
Command Purpose
Step1 Router(config)# spanning-tree vlan vlan_ID Configures the hello time of a VLAN. The hello_time
hello-time hello_time value can be from 1 to 10 seconds. The vlan_ID value can
be 1 through 4094, except reserved VLANS (see
Table 14-1 on page 14-2).
Router (config) # no spanning-tree vlan vlan_ID Reverts to the default hello time.
hello-time
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan_ID bridge Verifies the configuration.
[detail]

This example shows how to configure the hello time for VLAN 200 to 7 seconds:

Router# configure terminal

Router (config) # spanning-tree vlan 200 hello-time 7
Router (config)# end

Router#

This example shows how to verify the configuration:

Router# show spanning-tree vlan 200 bridge
Hello Max Fwd

Vlan Bridge ID Time Age Delay Protocol
VLAN200 49152 0050.3e8d.64c8 7 20 15 1ieee
Router#

[ oL-3999-08
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Configuring the Forward-Delay Time for a VLAN

To configure the STP forward delay time for a VLAN, perform this task:

Command Purpose

Step1 Router(config)# spanning-tree vlan vlan_ID Configures the forward time of a VLAN. The

forward-time forward time forward_time value can be from 4 to 30 seconds. The
vlan_ID value can be 1 through 4094, except reserved
VLANS (see Table 14-1 on page 14-2).

Router (config) # no spanning-tree vlan vlan_ID Reverts to the default forward time.
forward-time

Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan_ID bridge Verifies the configuration_
[detail]

This example shows how to configure the forward delay time for VLAN 200 to 21 seconds:

Router# configure terminal

Router (config)# spanning-tree vlan 200 forward-time 21
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show spanning-tree vlan 200 bridge
Hello Max Fwd

Vlan Bridge ID Time Age Delay Protocol
VLAN200 49152 0050.3e8d.64c8 2 20 21 ieee
Router#

Configuring the Maximum Aging Time for a VLAN

To configure the STP maximum aging time for a VLAN, perform this task:

Command Purpose

Step1 Router(config)# spanning-tree vlan vlan_ID Configures the maximum aging time of a VLAN. The

max-age max age max_age value can be from 6 to 40 seconds. The vian_ID
value can be 1 through 4094, except reserved VLANS (see
Table 14-1 on page 14-2).

Router (config)# no spanning-tree vlan vlan ID Reverts to the default maximum aging time.
max-age

Step2 Router (config)# end Exits configuration mode.

Step3 Router# show spanning-tree vlan vlan_ID bridge Verifies the configuration.
[detail]

This example shows how to configure the maximum aging time for VLAN 200 to 36 seconds:

Router# configure terminal

Router (config) # spanning-tree vlan 200 max-age 36
Router (config) # end

Router#

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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This example shows how to verify the configuration:

Router# show spanning-tree vlan 200 bridge
Hello Max Fwd

Vlan Bridge ID Time Age Delay Protocol
VLAN200 49152 0050.3e8d.64c8 2 36 15 1ieee
Router#

Enabling Rapid-PVST

Rapid-PVST uses the existing PVST+ framework for configuration and interaction with other features. It also
supports some of the PVST+ extensions.

To enable Rapid-PVST mode on the switch, enter the spanning-tree mode rapid-pvst command in
privileged mode. To configure the switch in Rapid-PVST mode, see the “Configuring STP” section on
page 20-22.

Specifying the Link Type

Rapid connectivity is established only on point-to-point links. Spanning tree views a point-to-point link
as a segment connecting only two switches running the spanning tree algorithm. Because the switch
assumes that all full-duplex links are point-to-point links and that half-duplex links are shared links, you
can avoid explicitly configuring the link type. To configure a specific link type, enter the spanning-tree
linktype command.

Restarting Protocol Migration

A switch running both MSTP and RSTP supports a built-in protocol migration process that enables the
switch to interoperate with legacy 802.1D switches. If this switch receives a legacy 802.1D configuration
BPDU (a BPDU with the protocol version set to 0), it sends only 802.1D BPDUs on that port. An MSTP
switch can also detect that a port is at the boundary of a region when it receives a legacy BPDU, or an
MST BPDU (version 3) associated with a different region, or an RST BPDU (version 2).

However, the switch does not automatically revert to the MSTP mode if it no longer receives 802.1D
BPDUs because it cannot determine whether the legacy switch has been removed from the link unless
the legacy switch is the designated switch. A switch also might continue to assign a boundary role to a
port when the switch to which it is connected has joined the region.

To restart the protocol migration process (force the renegotiation with neighboring switches) on the
entire switch, you can use the clear spanning-tree detected-protocols privileged EXEC command. To
restart the protocol migration process on a specific interface, enter the clear spanning-tree
detected-protocols interface interface-id privileged EXEC command.

Configuring Prestandard IEEE 802.1s MST

Release 12.2SX supports MST. These sections describe how to configure MST:
e Enabling MST, page 20-34
e Displaying MST Configurations, page 20-35
e Configuring MST Instance Parameters, page 20-39
e Configuring MST Instance Port Parameters, page 20-40
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e Restarting Protocol Migration, page 20-40

Enabling MST

To enable and configure MST, perform these tasks in privileged mode:

Command Purpose
Step1 Router# show spanning-tree mst configuration Displays the current MST configuration.
Step2 Router(config)# spanning-tree mode mst Configures MST mode.
Step3 Router(config)# spanning-tree mst configuration Configures the MST region by entering the MST
configuration submode.
Router (config)# no spanning-tree mst Clears the MST configuration.
configuration
Step4 Router (config-mst)# show current Displays the current MST configuration from within the

MST configuration submode.

Step5 Router(config-mst)# name name revision Enters the MST configuration.
revision_number instance instance_number vlan
vlan_range

Step6 Router(config-mst)# no instance instance number (Optional) Unmaps all VLANSs that were mapped to an
instance.
Step7 Router (config-mst)# no instance instance_number (Optional) Unmaps a VLAN from an instance.
vlan vlan_number
Step8 Router (config-mst)# end Applies the configuration and exit configuration mode.
Step9 Router# show spanning-tree mst config Shows the MST configuration from the global

configuration mode.

These examples show how to enable MST:

Router# show spanning-tree mst configuration
% Switch is not in mst mode
Name [1]

Revision O

Instance Vlans mapped

Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # spanning-tree mode mst

Router (config) # spanning-tree mst configuration

Router (config-mst)# show current
Current MST configuration

Name []

Revision 0

Instance Vlans mapped

0 1-4094

Router (config-mst)# name cisco

Router (config-mst)# revision 2

Router (config-mst)# instance 1 vlan 1
( ) #

Router (config-mst instance 2 vlan 1-1000

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Router (config-mst)# show pending
Pending MST configuration

Name [cisco]

Revision 2

Instance Vlans mapped

0 1001-4094
2 1-1000

Router (config-mst)# no instance 2
Router (config-mst)# show pending
Pending MST configuration

Name [cisco]

Revision 2

Instance Vlans mapped

Router (config-mst)# instance 1 vlan 2000-3000
Router (config-mst)# no instance 1 vlan 2500
Router (config-mst)# show pending

Pending MST configuration

Name [cisco]

Revision 2

Instance Vlans mapped

0 1-1999,2500,3001-4094

1 2000-2499,2501-3000

Router (config) # exit

Router (config)# no spanning-tree mst configuration
Router (config)# do show spanning-tree mst configuration
Name [1

Revision O

Instance Vlans mapped

Displaying MST Configurations

To display MST configurations, perform these tasks in MST mode:

Command Purpose
Step1 Router# show spanning-tree mst configuration Displays the active configuration.
Step2 Router# show spanning-tree mst [detail] Displays information about the MST instances currently
running.
Step3 Router# show spanning-tree mst instance-id Displays information about a specific MST instance.
[detail]
Step4 Router# show spanning-tree mst interface Displays information for a given port.
interface name [detaill]
Step5 Router# show spanning-tree mst number interface Displays MST information for a given port and a given
interface name [detail] instance.
Step6 Router# show spanning-tree mst [x] [interface Y]  Displays detailed MST information.
detail
Step7 Router# show spanning-tree vlan vlan ID Displays VLAN information in MST mode.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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These examples show how to display spanning tree VLAN configurations in MST mode:

Router (config) # spanning-tree mst configuration
Router (config-mst)# instance 1 vlan 1-10
Router (config-mst)# name cisco

Router (config-mst)# revision 1

Router (config-mst)# 4z

Router# show spanning-tree mst configuration

Name [cisco]

Revision 1

Instance Vlans mapped

0 11-4094

1 1-10
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Router# show spanning-tree mst

###### MSTOO
Bridge
Root

vlans mapped:
address 0040.00b8.1400
address 00d0.004a.3clc
port Fad/48

IST master this switch

Operational hello time 2,
Configured hello time 2,
Interface Role Sts Cost
Fad/4 Back BLK 1000
Fa4d/5 Desg FWD 200000
Fad/48 Root FWD 200000
###### MSTOL vlans mapped:
Bridge address 00d0.00b8.1400
Root this switch for MSTO1
Interface Role Sts Cost
Fad/4 Back BLK 1000
Fad/5 Desg FWD 200000
Fad/48 Boun FWD 200000

Router# show spanning-tree mst 1

#H###44 MSTOL vlans mapped:
Bridge address 00d40.00b8.1400
Root this switch for MSTO1
Interface Role Sts Cost
Fad/4 Back BLK 1000
Fa4d/5 Desg FWD 200000
Fad/48 Boun FWD 200000

11-4094
priority
priority

Configuring Prestandard IEEE 802.1s MST W

32768
32768

(32768 sysid 0)
(32768 sysid 0)

path cost 203100

forward delay 15,
forward delay 15,

Prio.Nbr
160.196
128.197
128.240

1-10

priority

Prio.Nbr
160.196
128.197
128.240

1-10
priority

Prio.Nbr
160.196
128.197
128.240

max age 20,
max age 20,

max hops 20
max hops 20

Status

P2p

P2p

P2p Bound (STP)

32769 (32768 sysid 1)

Status

P2p
P2p
P2p Bound (STP)

32769 (32768 sysid 1)

Status

P2p
P2p Bound (STP)

Router# show spanning-tree mst interface fastEthernet 4/4

FastEthernet4/4 of MST00 is backup blocking

Edge port:no (default) port guard :none (default)
Link type:point-to-point (auto) bpdu filter:disable (default)
Boundary :internal bpdu guard :disable (default)
Bpdus sent 2, received 368

Instance Role Sts Cost Prio.Nbr Vlans mapped

0 Back BLK 1000 160.196 11-4094

1 Back BLK 1000 160.196 1-10

Router# show spanning-tree mst 1 interface fastEthernet 4/4
FastEthernetd4/4 of MSTO01l is backup blocking

Edge port:no (default) port guard :none (default)
Link type:point-to-point (auto) bpdu filter:disable (default)
Boundary :internal bpdu guard :disable (default)
Bpdus (MRecords) sent 2, received 364

Instance Role Sts Cost

Prio.Nbr Vlans mapped
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Router# show spanning-tree mst 1 detail

###### MSTOL vlans mapped: 1-10
Bridge address 00d0.00b8.1400 priority 32769 (32768 sysid 1)
Root this switch for MSTO1

FastEthernet4/4 of MSTO01l is backup blocking

Port info port id 160.196 priority 160 cost 1000
Designated root address 00d40.00b8.1400 priority 32769 cost 0
Designated bridge address 00d40.00b8.1400 priority 32769 port id 128.197

Timers:message expires in 5 sec, forward delay 0, forward transitions 0
Bpdus (MRecords) sent 123, received 1188

FastEthernet4/5 of MSTO0l1l is designated forwarding

Port info port id 128.197 priority 128 cost 200000
Designated root address 0040.00b8.1400 priority 32769 cost 0
Designated bridge address 00d40.00b8.1400 priority 32769 port id 128.197

Timers:message expires in 0 sec, forward delay 0, forward transitions 1
Bpdus (MRecords) sent 1188, received 123

FastEthernet4/48 of MST01l is boundary forwarding

Port info port id 128.240 priority 128 cost 200000
Designated root address 0040.00b8.1400 priority 32769 cost 0
Designated bridge address 00d40.00b8.1400 priority 32769 port id 128.240

Timers:message expires in 0 sec, forward delay 0, forward transitions 1
Bpdus (MRecords) sent 78, received 0

Router# show spanning-tree vlan 10

MSTO1
Spanning tree enabled protocol mstp
Root ID Priority 32769
Address 00d0.00b8.1400
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
Address 00d0.00b8.1400
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Status
Fad/4 Back BLK 1000 160.196 P2p
Fa4d/5 Desg FwWD 200000 128.197 P2p

Router# show spanning-tree summary

Root bridge for:MSTO1

EtherChannel misconfiguration guard is enabled
Extended system ID is enabled

Portfast is disabled by default
PortFast BPDU Guard 1is disabled by default
Portfast BPDU Filter is disabled by default

Loopguard is disabled by default
UplinkFast is disabled
BackboneFast is disabled

Pathcost method used is long

Name Blocking Listening Learning Forwarding STP Active
MSTOO0 1 0 0 2 3

MSTO1 1 0 0 2 3

2 msts 2 0 0 4 6
Router#
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To configure MST instance parameters, perform these tasks:

Command Purpose
Step1 Router(config)# spanning-tree mst X priority Y Configures the priority for an MST instance.
Step2 Router(config)# spanning-tree mst X root [primary |Configures the bridge as root for an MST instance.
| secondary]
Step3 Router# show spanning-tree mst Verifies the configuration.
This example shows how to configure MST instance parameters:
Router (config) # spanning-tree mst 1 priority ?
<0-61440> Dbridge priority in increments of 4096
Router (config) # spanning-tree mst 1 priority 1
% Bridge Priority must be in increments of 4096.
% Allowed values are:
0 4096 8192 12288 16384 20480 24576 28672
32768 36864 40960 45056 49152 53248 57344 61440
Router (config)# spanning-tree mst 1 priority 49152
Router (config) #
Router (config)# spanning-tree mst 0 root primary
mst 0 bridge priority set to 24576
mst bridge max aging time unchanged at 20
mst bridge hello time unchanged at 2
mst bridge forward delay unchanged at 15
Router (config)# 4z
Router#
Router# show spanning-tree mst
#####4# MSTOO vlans mapped: 11-4094
Bridge address 00d0.00b8.1400 priority 24576 (24576 sysid 0)
Root this switch for CST and IST
Configured hello time 2, forward delay 15, max age 20, max hops 20
Interface Role Sts Cost Prio.Nbr Status
Fad/4 Back BLK 1000 160.196 P2p
Fad/5 Desg FWD 200000 128.197 P2p
Fad/48 Desg FWD 200000 128.240 P2p Bound(STP)
#####4# MSTOL vlans mapped: 1-10
Bridge address 0040.00b8.1400 priority 49153 (49152 sysid 1)
Root this switch for MSTO1
Interface Role Sts Cost Prio.Nbr Status
Fad/4 Back BLK 1000 160.196 P2p
Fad/5 Desg FWD 200000 128.197 P2p
Fad/48 Boun FWD 200000 128.240 P2p Bound(STP)
Router#
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Configuring MST Instance Port Parameters

To configure MST instance port parameters, perform these tasks:

Command Purpose
Step1 Router(config-if)# spanning-tree mst x cost y Configures the MST instance port cost.
Step2 Router(config-if)# spanning-tree mst x Configures the MST instance port priority.

port-priority vy

Step 3 Router# show spanning-tree mst x interfacey Verifies the configuration.

This example shows how to configure MST instance port parameters:

Router (config) # interface fastEthernet 4/4

Router (config-if)# spanning-tree mst 1 ?
cost Change the interface spanning tree path cost for an instance
port-priority Change the spanning tree port priority for an instance

Router (config-if)# spanning-tree mst 1 cost 1234567
Router (config-if)# spanning-tree mst 1 port-priority 240
Router (config-if)# 4z

Router# show spanning-tree mst 1 interface fastEthernet 4/4

FastEthernet4/4 of MSTO01l is backup blocking

Edge port:no (default) port guard :none (default)
Link type:point-to-point (auto) bpdu filter:disable (default)
Boundary :internal bpdu guard :disable (default)

Bpdus (MRecords) sent 125, received 1782

Instance Role Sts Cost Prio.Nbr Vlans mapped
1 Back BLK 1234567 240.196 1-10
Router#

Restarting Protocol Migration

A switch running both MSTP and RSTP supports a built-in protocol migration mechanism that enables
the switch to interoperate with legacy 802.1D switches. If this switch receives a legacy 802.1D
configuration BPDU (a BPDU with the protocol version set to 0), it sends only 802.1D BPDUs on that
port. An MSTP switch can also detect that a port is at the boundary of a region when it receives a legacy
BPDU, an MST BPDU (version 3) associated with a different region, or an RST BPDU (version 2).

However, the switch does not automatically revert to the MSTP mode if it no longer receives 802.1D
BPDUs because it cannot determine whether the legacy switch has been removed from the link unless
the legacy switch is the designated switch. A switch also might continue to assign a boundary role to a
port when the switch to which it is connected has joined the region.

To restart the protocol migration process (force the renegotiation with neighboring switches) on the
entire switch, you can use the clear spanning-tree detected-protocols privileged EXEC command. Use
the clear spanning-tree detected-protocols interface interface-id privileged EXEC command to restart
the protocol migration process on a specific interface.
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This example shows how to restart protocol migration:

Router# clear spanning-tree detected-protocols interface fastEthernet 4/4
Router#

)o

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring Optional STP Features

This chapter describes how to configure optional STP features.

N

Note e For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

¢ For information on configuring the spanning tree protocol (STP), see Chapter 20, “Configuring STP
and Prestandard IEEE 802.1s MST.”

This chapter consists of these sections:
¢ Understanding How PortFast Works, page 21-2
e Understanding How BPDU Guard Works, page 21-2
¢ Understanding How PortFast BPDU Filtering Works, page 21-2
e Understanding How UplinkFast Works, page 21-3
e Understanding How BackboneFast Works, page 21-4
¢ Understanding How EtherChannel Guard Works, page 21-6
e Understanding How Root Guard Works, page 21-7
e Understanding How Loop Guard Works, page 21-7
e Enabling PortFast, page 21-8
¢ Enabling PortFast BPDU Filtering, page 21-10
e Enabling BPDU Guard, page 21-12
e Enabling UplinkFast, page 21-12
e Enabling BackboneFast, page 21-13
¢ Enabling EtherChannel Guard, page 21-14
¢ Enabling Root Guard, page 21-14
e Enabling Loop Guard, page 21-15
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e

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How PortFast Works

STP PortFast causes a Layer 2 LAN port configured as an access port to enter the forwarding state
immediately, bypassing the listening and learning states. You can use PortFast on Layer 2 access ports
connected to a single workstation or server to allow those devices to connect to the network immediately,
instead of waiting for STP to converge. Interfaces connected to a single workstation or server should not
receive bridge protocol data units (BPDUs). When configured for PortFast, a port is still running the
spanning tree protocol. A PortFast enabled port can immediately transition to the blocking state if
necessary (this could happen on receipt of a superior BPDU). PortFast can be enabled on trunk ports.
PortFast can have an operational value that is different from the configured value.

A

Caution  Because the purpose of PortFast is to minimize the time that access ports must wait for STP to converge,
it should only be used on access ports. If you enable PortFast on a port connected to a switch, you might
create a temporary bridging loop.

Understanding How BPDU Guard Works

When enabled on a port, BPDU Guard shuts down a port that receives a BPDU. When configured
globally, BPDU Guard is only effective on ports in the operational PortFast state. In a valid
configuration, PortFast Layer 2 LAN interfaces do not receive BPDUs. Reception of a BPDU by a
PortFast Layer 2 LAN interface signals an invalid configuration, such as connection of an unauthorized
device. BPDU Guard provides a secure response to invalid configurations, because the administrator
must manually put the Layer 2 LAN interface back in service. BPDU Guard can be configured at the
interface level. When configured at the interface level, BPDU Guard shuts the port down as soon as the
port receives a BPDU, regardless of the PortFast configuration.

~

Note  When enabled globally, BPDU Guard applies to all interfaces that are in an operational PortFast state.

Understanding How PortFast BPDU Filtering Works

PortFast BPDU filtering allows the administrator to prevent the system from sending or even receiving
BPDUs on specified ports.

When configured globally, PortFast BPDU filtering applies to all operational PortFast ports. Ports in an
operational PortFast state are supposed to be connected to hosts, that typically drop BPDUs. If an
operational PortFast port receives a BPDU, it immediately loses its operational PortFast status. In that
case, PortFast BPDU filtering is disabled on this port and STP resumes sending BPDUs on this port.
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A

Understanding How UplinkFast Works

PortFast BPDU filtering can also be configured on a per-port basis. When PortFast BPDU filtering is
explicitly configured on a port, it does not send any BPDUs and drops all BPDUs it receives.

Caution

Configuring PortFast BPDU filtering on a port that is not connected to a host can result in bridging loops.

When you enable PortFast BPDU filtering globally and set the port configuration as the default for
PortFast BPDU filtering (see the “Enabling PortFast BPDU Filtering” section on page 21-10), then
PortFast enables or disables PortFast BPDU filtering.

If the port configuration is not set to default, then the PortFast configuration will not affect PortFast
BPDU filtering. Table 21-1 lists all the possible PortFast BPDU filtering combinations. PortFast BPDU
filtering allows access ports to move directly to the forwarding state as soon as the end hosts are
connected.

Table 21-1 PortFast BPDU Filtering Port Configurations

Per-Port Configuration  |Global Configuration  |PortFast State |PortFast BPDU Filtering State
Default Enable Enable Enable!

Default Enable Disable Disable

Default Disable Not applicable |Disable

Disable Not applicable Not applicable |Disable

Enable Not applicable Not applicable |Enable

1. The port transmits at least 10 BPDUs. If this port receives any BPDUs, then PortFast and PortFast BPDU filtering are disabled.

Understanding How UplinkFast Works

Note

UplinkFast provides fast convergence after a direct link failure and achieves load balancing between
redundant Layer 2 links using uplink groups. An uplink group is a set of Layer 2 LAN interfaces (per
VLAN), only one of which is forwarding at any given time. Specifically, an uplink group consists of the
root port (which is forwarding) and a set of blocked ports, except for self-looping ports. The uplink group
provides an alternate path in case the currently forwarding link fails.

UplinkFast is most useful in wiring-closet switches. This feature may not be useful for other types of
applications.

Figure 21-1 shows an example topology with no link failures. Switch A, the root bridge, is connected
directly to Switch B over link L1 and to Switch C over link L2. The Layer 2 LAN interface on Switch C
that is connected directly to Switch B is in the blocking state.

[ oL-3999-08
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Figure 21-1 UplinkFast Example Before Direct Link Failure
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If Switch C detects a link failure on the currently active link L2 on the root port (a direct link failure),
UplinkFast unblocks the blocked port on Switch C and transitions it to the forwarding state without
going through the listening and learning states, as shown in Figure 21-2. This switchover takes
approximately one to five seconds.

Figure 21-2 UplinkFast Example After Direct Link Failure
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Switch C

Understanding How BackboneFast Works

BackboneFast is initiated when a root port or blocked port on a network device receives inferior BPDUs
from its designated bridge. An inferior BPDU identifies one network device as both the root bridge and
the designated bridge. When a network device receives an inferior BPDU, it indicates that a link to which
the network device is not directly connected (an indirect link) has failed (that is, the designated bridge
has lost its connection to the root bridge). Under normal STP rules, the network device ignores inferior
BPDUs for the configured maximum aging time, as specified by the STP max-age command.

The network device tries to determine if it has an alternate path to the root bridge. If the inferior BPDU
arrives on a blocked port, the root port and other blocked ports on the network device become alternate
paths to the root bridge. (Self-looped ports are not considered alternate paths to the root bridge.) If the
inferior BPDU arrives on the root port, all blocked ports become alternate paths to the root bridge. If the
inferior BPDU arrives on the root port and there are no blocked ports, the network device assumes that
it has lost connectivity to the root bridge, causes the maximum aging time on the root to expire, and
becomes the root bridge according to normal STP rules.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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If the network device has alternate paths to the root bridge, it uses these alternate paths to transmit a new
kind of Protocol Data Unit (PDU) called the Root Link Query PDU. The network device sends the Root
Link Query PDU out all alternate paths to the root bridge. If the network device determines that it still
has an alternate path to the root, it causes the maximum aging time to expire on the ports on which it
received the inferior BPDU. If all the alternate paths to the root bridge indicate that the network device
has lost connectivity to the root bridge, the network device causes the maximum aging times on the ports
on which it received an inferior BPDU to expire. If one or more alternate paths can still connect to the
root bridge, the network device makes all ports on which it received an inferior BPDU its designated
ports and moves them out of the blocking state (if they were in the blocking state), through the listening
and learning states, and into the forwarding state.

Figure 21-3 shows an example topology with no link failures. Switch A, the root bridge, connects
directly to Switch B over link L1 and to Switch C over link L2. The Layer 2 LAN interface on Switch C
that connects directly to Switch B is in the blocking state.

Figure 21-3 BackboneFast Example Before Indirect Link Failure
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If link L1 fails, Switch C cannot detect this failure because it is not connected directly to link L1.
However, because Switch B is directly connected to the root bridge over L1, it detects the failure and
elects itself the root and begins sending BPDUs to Switch C indicating itself as the root. When Switch C
receives the inferior BPDUs from Switch B, Switch C infers that an indirect failure has occurred. At that
point, BackboneFast allows the blocked port on Switch C to move immediately to the listening state
without waiting for the maximum aging time for the port to expire. BackboneFast then transitions the
Layer 2 LAN interface on Switch C to the forwarding state, providing a path from Switch B to Switch A.
This switchover takes approximately 30 seconds, twice the Forward Delay time if the default Forward
Delay time of 15 seconds is set. Figure 21-4 shows how BackboneFast reconfigures the topology to
account for the failure of link L1.

[ oL-3999-08
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Figure 21-4 BackboneFast Example After Indirect Link Failure
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If a new network device is introduced into a shared-medium topology as shown in Figure 21-5,
BackboneFast is not activated because the inferior BPDUs did not come from the recognized designated
bridge (Switch B). The new network device begins sending inferior BPDUs that indicate that it is the
root bridge. However, the other network devices ignore these inferior BPDUs and the new network
device learns that Switch B is the designated bridge to Switch A, the root bridge.

Figure 21-5 Adding a Network Device in a Shared-Medium Topology
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Understanding How EtherChannel Guard Works

EtherChannel guard detects a misconfigured EtherChannel where interfaces on the Catalyst 6500 series
switch are configured as an EtherChannel while interfaces on the other device are not, or not all the
interfaces on the other device are in the same EtherChannel.

In response to misconfiguration detected on the other device, EtherChannel guard puts interfaces on the
Catalyst 6500 series switch into the errdisabled state.
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Understanding How Root Guard Works

The STP root guard feature prevents a port from becoming root port or blocked port. If a port configured
for root guard receives a superior BPDU, the port immediately goes to the root-inconsistent (blocked)
state.

Understanding How Loop Guard Works

Loop guard helps prevent bridging loops that could occur because of a uni-directional link failure on a
point-to-point link. When enabled globally, the loop guard applies to all point-to-point ports on the
system. Loop guard detects root ports and blocked ports and ensures that they keep receiving BPDUs
from their designated port on the segment. If a loop guard enabled root or blocked port stop a receiving
BPDUs from its designated port, it transitions to the loop-inconsistent blocking state, assuming there is

a physical link error on this port. The port recovers from this loop-inconsistent state as soon as it receives
a BPDU.

You can enable loop guard on a per-port basis. When you enable loop guard, it is automatically applied
to all of the active instances or VLANs to which that port belongs. When you disable loop guard, it is

disabled for the specified ports. Disabling loop guard moves all loop-inconsistent ports to the listening
state.

If you enable loop guard on a channel and the first link becomes unidirectional, loop guard blocks the
entire channel until the affected port is removed from the channel. Figure 21-6 shows loop guard in a
triangle switch configuration.

Figure 21-6 Triangle Switch Configuration with Loop Guard

——@ Designated port
—O Root port
—+ Alternate port

55772

Figure 21-6 illustrates the following configuration:
e Switches A and B are distribution switches.
e Switch C is an access switch.
e Loop guard is enabled on ports 3/1 and 3/2 on Switches A, B, and C.

Enabling loop guard on a root switch has no effect but provides protection when a root switch becomes
a nonroot switch.

When using loop guard, follow these guidelines:

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter 21 Configuring Optional STP Features |

I Enabling PortFast

You cannot enable loop guard on PortFast-enabled ports.

You cannot enable loop guard if root guard is enabled.

Loop guard interacts with other features as follows:

Loop guard does not affect the functionality of UplinkFast or BackboneFast.
Enabling loop guard on ports that are not connected to a point-to-point link will not work.

Root guard forces a port to be always designated as the root port. Loop guard is effective only if the
port is a root port or an alternate port. You cannot enable loop guard and root guard on a port at the
same time.

Loop guard uses the ports known to spanning tree. Loop guard can take advantage of logical ports
provided by the Port Aggregation Protocol (PAgP). However, to form a channel, all the physical
ports grouped in the channel must have compatible configurations. PAgP enforces uniform
configurations of root guard or loop guard on all the physical ports to form a channel.

These caveats apply to loop guard:

— Spanning tree always chooses the first operational port in the channel to send the BPDUs. If that

link becomes unidirectional, loop guard blocks the channel, even if other links in the channel
are functioning properly.

If a set of ports that are already blocked by loop guard are grouped together to form a channel,
spanning tree loses all the state information for those ports and the new channel port may obtain
the forwarding state with a designated role.

If a channel is blocked by loop guard and the channel breaks, spanning tree loses all the state

information. The individual physical ports may obtain the forwarding state with the designated
role, even if one or more of the links that formed the channel are unidirectional.

~
Note  You can enable UniDirectional Link Detection (UDLD) to help isolate the link failure.

A loop may occur until UDLD detects the failure, but loop guard will not be able to
detect it.

Loop guard has no effect on a disabled spanning tree instance or a VLAN.

Enabling PortFast

Step 1

Step 2

Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Caution  Use PortFast only when connecting a single end station to a Layer 2 access port. Otherwise, you might

create a network loop.
To enable PortFast on a Layer 2 access port, perform this task:

Command Purpose

Router (config) # interface {type' slot/port} | Selects a port to configure,

{port-channel port_channel_number}

Router (config-if)# spanning-tree portfast Enables PortFast on a Layer 2 access port connected to a

single workstation or server.
Router (config-if)# spanning-tree portfast default |Enables PortFast.
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Command Purpose
Step4 Router(config-if)# end Exits configuration mode.
Step5 Router# show running interface { type' slot/port} | |Verifies the configuration.
{port-channel port_channel_number}
1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet
This example shows how to enable PortFast on Fast Ethernet interface 5/8:
Router# configure terminal
Router (config)# interface fastethermnet 5/8
Router (config-if)# spanning-tree portfast
Router (config-if)# end
Router#
This example shows how to verify the configuration:
Router# show running-config interface fastethernet 5/8
Building configuration...
Current configuration:
1
interface FastEthernet5/8
no ip address
switchport
switchport access vlan 200
switchport mode access
spanning-tree portfast
end
Router#
To enable the default PortFast configuration, perform this task:
Command Purpose
Step1 Router(config)# spanning-tree portfast default Configures the PortFast default.
Step2 Router(config)# show spanning-tree summary totals |Verifies the global configuration.
Step3 Router(config)# show spanning-tree interface x Verifies the effect on a specific port.
detail
Step4 Router(config-if)# spanning-tree portfast trunk Enables the PortFast trunk on a port
Step5 Router# show spanning-tree interface fastEthernet |Verifies the corﬂiguraﬁon,
x detail
This example shows how to enable the default PortFast configuration:
Router# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # spanning-tree portfast default
Router (config)# 4AZ
Root bridge for:VLAN0010
EtherChannel misconfiguration guard is enabled
Extended system ID is disabled
Portfast is enabled by default
PortFast BPDU Guard 1is disabled by default
Portfast BPDU Filter is disabled by default
Loopguard is disabled by default
UplinkFast is disabled
BackboneFast is disabled
Pathcost method used is long
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Name Blocking Listening Learning Forwarding STP Active
VLANO0OO1 0 0 0 1 1
VLAN0O010 0 0 0 2 2

2 vlans 0 0 0 3 3
Router#

Router# show spanning-tree interface fastEthernet 4/4 detail
Port 196 (FastEthernet4/4) of VLANO010 is forwarding

Port path cost 1000, Port priority 160, Port Identifier 160.196.
Designated root has priority 32768, address 0040.00b8.140a
Designated bridge has priority 32768, address 00d40.00b8.140a
Designated port id is 160.196, designated path cost 0
Timers:message age 0, forward delay 0, hold 0
Number of transitions to forwarding state:1
The port is in the portfast mode by default
Link type is point-to-point by default
BPDU:sent 10, received 0

Router (config-if)# spanning-tree portfast trunk

$Warning:portfast should only be enabled on ports connected to a single
host. Connecting hubs, concentrators, switches, bridges, etc... to this
interface when portfast is enabled, can cause temporary bridging loops.
Use with CAUTION

Router (config-if)# 4z

Router# show spanning-tree interface fastEthernet 4/4 detail
Port 196 (FastEthernet4/4) of VLANO010 is forwarding

Port path cost 1000, Port priority 160, Port Identifier 160.196.
Designated root has priority 32768, address 00d0.00b8.140a
Designated bridge has priority 32768, address 00d40.00b8.140a
Designated port id is 160.196, designated path cost 0
Timers:message age 0, forward delay 0, hold 0
Number of transitions to forwarding state:1
The port is in the portfast mode by portfast trunk configuration
Link type is point-to-point by default
BPDU:sent 30, received 0

Router#

Enabling PortFast BPDU Filtering

These sections describe how to configure PortFast BPDU filtering.

To enable PortFast BPDU filtering globally, perform this task:

Command Purpose

Step1 Router(config)# spanning-tree portfast Enables BPDU filtering globally on the switch.
bpdufilter default

Step2 Router# show spanning-tree summary totals Verifies the configuration.

BPDU filtering is set to default on each port. This example shows how to enable PortFast BPDU filtering
on the port and verify the configuration in PVST+ mode:
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Note  For PVST+ information, see Chapter 20, “Configuring STP and Prestandard IEEE 802.1s MST.”
Router (config)# spanning-tree portfast bpdufilter default
Router (config)# 4Z
Router# show spanning-tree summary totals
Root bridge for:VLAN0010
EtherChannel misconfiguration guard is enabled
Extended system ID is disabled
Portfast is enabled by default
PortFast BPDU Guard 1is disabled by default
Portfast BPDU Filter is enabled by default
Loopguard is disabled by default
UplinkFast is disabled
BackboneFast is disabled
Pathcost method used is long
Name Blocking Listening Learning Forwarding STP Active
2 vlans 0 0 0 3 3
Router#
To enable PortFast BPDU filtering on a nontrunking port, perform this task:
Command Purpose
Step1 Router(config)# interface fastEthernet 4/4 Selects the interface to configure.
Step2 Router(config-if)# spanning-tree bpdufilter Enables BPDU ﬁltering.
enable
Step3 Router# show spanning-tree interface Verifies the conﬁguration,
fastEthernet 4/4

This example shows how to enable PortFast BPDU filtering on a nontrunking port:

Router (config) # interface fastEthernet 4/4
Router (config-if)# spanning-tree bpdufilter enable
Router (config-if)# 4z

Router# show spanning-tree interface fastEthernet 4/4
Vlan Role Sts Cost Prio.Nbr Status

VLANO0010 Desg FWD 1000 160.196 Edge P2p

Router# show spanning-tree interface fastEthernet 4/4 detail

Router# show spanning-tree interface fastEthernet 4/4 detail

Port 196 (FastEthernetd4d/4) of VLANO0O1l0 is forwarding

Port path cost 1000, Port priority 160, Port Identifier 160.196.
Designated root has priority 32768, address 0040.00b8.140a
Designated bridge has priority 32768, address 00d40.00b8.140a
Designated port id is 160.196, designated path cost 0
Timers:message age 0, forward delay 0, hold 0
Number of transitions to forwarding state:1
The port is in the portfast mode by portfast trunk configuration
Link type is point-to-point by default
Bpdu filter is enabled
BPDU:sent 0, received 0

Router#
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Enabling BPDU Guard

To enable BPDU Guard globally, perform this task:

Command

Purpose

Step1 Router (config)# spanning-tree portfast bpduguard

default

Router (config)# no spanning-tree portfast
bpduguard default

Enables BPDU Guard globally.
Disables BPDU Guard globally.

Step2 Router(config)# end

Exits configuration mode.

Step3 Router# show spanning-tree summary totals

Verifies the configuration.

This example shows how to enable BPDU Guard:

Router# configure terminal

Router (config)# spanning-tree portfast bpduguard
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show spanning-tree summary totals default
Root bridge for:VLAN0010

EtherChannel misconfiguration guard is enabled
Extended system ID is disabled

Portfast is enabled by default
PortFast BPDU Guard 1is disabled by default
Portfast BPDU Filter is enabled by default

Loopguard is disabled by default
UplinkFast is disabled
BackboneFast is disabled

Pathcost method used is long

Name Blocking Listening Learning Forwarding STP Active

2 vlans 0 0 0
Router#

Enabling UplinkFast

UplinkFast increases the bridge priority to 49152 and adds 3000 to the STP port cost of all Layer 2 LAN
interfaces on the Catalyst 6500 series switch, decreasing the probability that the switch will become the
root bridge. UplinkFast cannot be enabled on VLANSs that have been configured for bridge priority. To
enable UplinkFast on a VLAN with bridge priority configured, restore the bridge priority on the VLAN
to the default value by entering a no spanning-tree vlan vian_ID priority command in global

Note

configuration mode.

When you enable UplinkFast, it affects all VLANSs on the Catalyst 6500 series switch. You cannot

configure UplinkFast on an individual VLAN.

To enable UplinkFast, perform this task:

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Command Purpose
Step1 Router(config)# spanning-tree uplinkfast Enables UplinkFast.
Router (config) # spanning-tree uplinkfast . .
[max-update-rate max update rate] Enables UplinkFast with an update rate in seconds.
Router (config)# no spanning-tree uplinkfast Reverts to the default rate.
max-update-rate
Router (config)# no spanning-tree uplinkfast [nsablesljphnthsL
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan ID Verifies that UplinkFast is enabled.

This example shows how to enable UplinkFast:

Router# configure terminal

Router (config)# spanning-tree uplinkfast
Router (config) # exit

Router#

This example shows how to enable UplinkFast with an update rate of 400 packets per second:

Router# configure terminal

Router (config)# spanning-tree uplinkfast

Router (config) # spanning-tree uplinkfast max-update-rate 400
Router (config) # exit

Router#

This example shows how to verify that UplinkFast is enabled:

Router# show spanning-tree uplinkfast
UplinkFast is enabled
Router#

Enabling BackboneFast

N

Note = BackboneFast operates correctly only when enabled on all network devices in the network.
BackboneFast is not supported on Token Ring VLANSs. This feature is supported for use with third-party
network devices.

To enable BackboneFast, perform this task:
Command Purpose
Step1 Router(config)# spanning-tree backbonefast Enables BackboneFast.
Router (config)# no spanning-tree backbonefast Disables BackboneFast.
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree vlan vlan ID Verifies that BackboneFast is enabled.

This example shows how to enable BackboneFast:

Router# configure terminal

[ oL-3999-08
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Router (config) # spanning-tree backbonefast
Router (config)# end
Router#

This example shows how to verify that BackboneFast is enabled:

Router# show spanning-tree backbonefast
BackboneFast is enabled

BackboneFast statistics

Number of transition via backboneFast (all VLANs)
Number of inferior BPDUs received (all VLANS)
Number of RLQ request PDUs received (all VLANs)
Number of RLQ response PDUs received (all VLANs)
Number of RLQ request PDUs sent (all VLANs)
Number of RLQ response PDUs sent (all VLANs)
Router#

Enabling EtherChannel Guard

To enable EtherChannel guard, perform this task:

Command Purpose
Step1 Router(config)# spanning-tree etherchannel guard EndﬂesfﬁherChannelguard
misconfig
Router (config)# no spanning-tree etherchannel [ﬁsablesfﬁherChannelguard,
guard misconfig
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree summary | include Verifies that EtherChannel guard is enabled.
EtherChannel

This example shows how to enable EtherChannel guard:

Router# configure terminal

Router (config) # spanning-tree etherchannel guard misconfig
Router (config) # end

Router#

This example shows how to verify the configuration:

Router# show spanning-tree summary | include EtherChannel
EtherChannel misconfiguration guard is enabled

To display the interfaces that are in the errdisable state, enter the show interface status err-disable
command.

After the misconfiguration has been cleared, interfaces in the errdisable state might automatically
recover. To manually return a port to service, enter a shutdown and then a no shutdown command for
the interface.

Enabling Root Guard

To enable root guard, perform this task:
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Command Purpose

Step1 Router(config)# interface {type' slot/port} | Selects a port to configure.
{port-channel port_channel_number}

Step2 Router(config-if)# spanning-tree guard root Enables root guard.
Router (config-if)# no spanning-tree guard root [nsablesrootguard,

Step3 Router(config-if)# end Exits configuration mode.

Step4 Router# show spanning-tree Verifies the configuration.

Router# show running interface {type' slot/port} |
{port-channel port_channel_number}

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

To display ports that are in the root-inconsistent state, enter the show spanning-tree inconsistentports
command.

Enabling Loop Guard

To enable loop guard globally on the switch, perform this task:

Command Purpose
Step1 Router(config)# spanning-tree loopguard default Enables loop guard globally on the switch.
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show spanning-tree interface 4/4 detail Verifies the configuration impact on a port.

This example shows how to enable loop guard globally:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # spanning-tree loopguard default
Router (config)# 4Z

Router# show spanning-tree interface fastEthernet 4/4 detail
Port 196 (FastEthernetd4d/4) of VLANO0O1l0 is forwarding

Port path cost 1000, Port priority 160, Port Identifier 160.196.
Designated root has priority 32768, address 0040.00b8.140a
Designated bridge has priority 32768, address 00d40.00b8.140a
Designated port id is 160.196, designated path cost 0
Timers:message age 0, forward delay 0, hold 0
Number of transitions to forwarding state:1
The port is in the portfast mode by portfast trunk configuration
Link type is point-to-point by default
Bpdu filter is enabled
Loop guard is enabled by default on the port
BPDU:sent 0, received 0

To enable loop guard on a port, perform this task:
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Step 1

Step 2
Step 3
Step 4

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

Command Purpose

Router (config)# interface {type' slot/port} | Se]ectszlportto corﬂigure,

{port-channel port_channel_number}

Router (config-if)# spanning-tree guard loop (jonﬁguresloop guard,

Router (config)# end Exits configuration mode.

Router# show spanning-tree interface 4/4 detail Verifies the configuration impact on that port.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

o

This example shows how to enable loop guard:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # interface fastEthernet 4/4

Router (config-if)# spanning-tree guard loop

Router (config-if)# 4z

This example shows how to verify the configuration:

Router# show spanning-tree interface fastEthernet 4/4 detail
Port 196 (FastEthernet4/4) of VLANO010 is forwarding

Port path cost 1000, Port priority 160, Port Identifier 160.196.
Designated root has priority 32768, address 0040.00b8.140a
Designated bridge has priority 32768, address 00d40.00b8.140a
Designated port id is 160.196, designated path cost 0
Timers:message age 0, forward delay 0, hold 0
Number of transitions to forwarding state:1
The port is in the portfast mode by portfast trunk configuration
Link type is point-to-point by default
Bpdu filter is enabled
Loop guard is enabled on the port
BPDU:sent 0, received 0

Router#

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring Layer 3 Interfaces

This chapter contains information about how to configure Layer 3 interfaces on the Catalyst 6500 series
switches.

For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

The Cisco 10S Master Command List, Release 12.2SX at this URL:
http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

This chapter consists of these sections:

Layer 3 Interface Configuration Guidelines and Restrictions, page 22-2
Configuring Subinterfaces on Layer 3 Interfaces, page 22-2
Configuring IPv4 Routing and Addresses, page 22-4

Configuring IPX Routing and Network Numbers, page 22-8
Configuring AppleTalk Routing, Cable Ranges, and Zones, page 22-9
Configuring Other Protocols on Layer 3 Interfaces, page 22-10

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Layer 3 Interface Configuration Guidelines and Restrictions

When configuring Layer 3 interfaces, follow these guidelines and restrictions:

We recommend that you configure no more than 2,000 Layer 3 VLAN interfaces.

Release 12.2(18)SXE and later releases supports the ip unnumbered command on Layer 3 VLAN
interfaces.

Release 12.2(18)SXE and later releases supports the [no] ip dhcp route [connected | static ]
command.

To support VLAN interfaces, create and configure VLANSs and assign VLAN membership to
Layer 2 LAN ports. For more information, see Chapter 14, “Configuring VLANs” and Chapter 13,
“Configuring VTP.”

Catalyst 6500 series switches do not support:
— Integrated routing and bridging (IRB)
— Concurrent routing and bridging (CRB)
- Remote source-route bridging (RSRB)

Use bridge groups on VLAN interfaces, sometimes called fall-back bridging, to bridge nonrouted
protocols. Bridge groups on VLAN interfaces are supported in software on the MSFC.

Catalyst 6500 series switches do not support the IEEE bridging protocol for bridge groups.
Configure bridge groups to use the VLAN-bridge or the DEC spanning-tree protocol.

Configuring Subinterfaces on Layer 3 Interfaces

When configuring Layer 3 subinterfaces, follow these guidelines and restrictions:

With a PFC3, Release 12.2(18)SXE and later releases support these features on LAN port
subinterfaces:

— IPv4 unicast forwarding, including MPLS VPN

— IPv4 multicast forwarding, including MPLS VPN
- 6PE

- EoMPLS

— IPv4 unnumbered

— Counters for subinterfaces in MIBS and with the show vlans command
— iBGP and eBGP

- OSPF

- EIGRP

— RIPvI/V2

- RIPv2

- ISIS

— Static routing

— Unidirectional link routing (UDLR)

- IGMPvl1, IGMPv2, IGMPv3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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- PIMvl1, PIMv2
- SSM IGMPv3lite and URD
— Stub IP multicast routing
- IGMP join
— IGMP static group
— Multicast routing monitor (MRM)
— Multicast source discovery protocol (MSDP)
- SSM
— IPv4 Ping
— IPv6 Ping
These restrictions apply to releases earlier than Release 12.2(18)SXE:
— Configure subinterfaces only to support MPLS.
— Do not configure ISL encapsulation.

Always use the native keyword when the VLAN ID is the ID of the IEEE 802.1Q native VLAN. Do
not configure encapsulation on the native VLAN of an IEEE 802.1Q trunk without the native
keyword.

Because VLAN IDs are global to the switch, you can use a VLAN internally, on a subinterface, or
with a Layer 3 VLAN interface.

- You cannot configure an internal VLAN on a subinterface or a Layer 3 VLAN interface.
— You cannot configure a subinterface VLAN on a Layer 3 VLAN interface.
— You cannot configure a VLAN used with a Layer 3 VLAN interface on a subinterface.

N

Note  You cannot configure a VLAN used on one interface or subinterface on another interface or
subinterface.

You can configure subinterfaces with any normal range or extended range VLAN ID in VTP
transparent mode. Because VLAN IDs 1 to 1005 are global in the VTP domain and can be defined
on other network devices in the VTP domain, you can use only extended range VLANs with
subinterfaces in VTP client or server mode. In VTP client or server mode, normal range VLANSs are
excluded from subinterfaces.

S

Note If you configure normal range VLANS on subinterfaces, you cannot change the VTP mode
from transparent.

To configure a subinterface, perform this task:

Command

Purpose

Step1 Router> enable

Enters privileged EXEC mode.

Step2 Router# configure terminal Enters global configuration mode.
Step3 Router(config)# interface Selects an interface and enters subinterface configuration
{{type' slot/port.subinterface} | {port-channel mode

port_channel_number.subinterface}}

[ oL-3999-08
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Command Purpose

Step4 Router (config-subif)# encapsulation dotlq vlan_ID |Configures 802.1Q encapsulation for the subinterface.
[native]

Step5 Router (config-if)# exit Returns to global configuration mode.

1. type = ethernet, fastethernet, gigabitethernet, tengigabitethernet, or ge-wan

Configuring IPv4 Routing and Addresses

For complete information and procedures, refer to these publications:

e Cisco IOS IP and IP Routing Configuration Guide, Release 12.2, at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/ip/configuration/guide/fipr_c.html
e Cisco IOS IP and IP Routing Command Reference, Release 12.2, at these URLs:

http://www.cisco.com/en/US/docs/ios/12_2/ipaddr/command/reference/fipras_r.html

http://www.cisco.com/en/US/docs/ios/12_2/iproute/command/reference/fiprrp_r.html

When configuring IPv4 routing and addresses, follow these guidelines and restrictions:

e Forinformation about the maximum paths command, refer to the Cisco 10S Master Command List,
Release 12.2SX publication.

e The Policy Feature Card (PFC) and any Distributed Feature Cards (DFCs) provide hardware support
for policy-based routing (PBR) for route-map sequences that use the match ip address, set ip
next-hop, and ip default next-hop PBR keywords.

When configuring PBR, follow these guidelines and restrictions:

The PFC provides hardware support for PBR configured on a tunnel interface.

The PFC does not provide hardware support for PBR configured with the set ip next-hop
keywords if the next hop is a tunnel interface.

If the MSFC address falls within the range of a PBR ACL, traffic addressed to the MSFC is
policy routed in hardware instead of being forwarded to the MSFC. To prevent policy routing
of traffic addressed to the MSFC, configure PBR ACLs to deny traffic addressed to the MSFC.

Any options in Cisco IOS ACLs that provide filtering in a PBR route-map that would cause
flows to be sent to the MSFC to be switched in software are ignored. For example, logging is
not supported in ACEs in Cisco IOS ACLs that provide filtering in PBR route-maps.

PBR traffic through switching module ports where PBR is configured is routed in software if
the switching module resets. (CSCee92191)

Any permit route-map sequence with no set statement will cause matching traffic to be
processed by the MSFC.

In Cisco IOS Release 12.2(33)SXF16 and later releases, for efficient use of hardware resources,
enter the platform ipv4 pbr optimize tcam command in global configuration mode when
configuring multiple PBR sequences (or a single PBR sequence with multiple ACLs) in which
more than one PBR ACL contains DENY entries. In earlier releases, we recommend avoiding
this type of configuration. (CSCsr45495)

In Cisco IOS Release 12.2(33)SXH4 and later releases, the BOOTP/DHCP traffic will be
dropped unless explicitly permitted. In Cisco IOS Release 12.2(18)SXF, BOOTP/DHCP
packets are not subjected to a PBR configured in the ingress interfaces and the BOOTP/DHCP
packets are forwarded to the BOOTP/DHCP server, although they are not explicitly permitted.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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To configure PBR, refer to the Cisco I0S Quality of Service Solutions Configuration Guide, Release
12.2, “Classification,” “Configuring Policy-Based Routing,” at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/qos/configuration/guide/qcfpbr_ps1835_TSD_Products_C
onfiguration_Guide_Chapter.html
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Step 1

Step 2
Step 3
Step 4
Step 5

Step 6

Step 7
Step 8
Step 9

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

To configure IPv4 routing and an IPv4 address on a Layer 3 interface, perform this task:

Command

Purpose

Router (config)# ip routing

Enables IPv4 routing. (Required only if IPv4 routing is
disabled.)

Router (config)# router ip routing protocol

Specifies an IPv4 routing protocol.

Router (config-router)# ip_routing protocol_commands

Configures the IPv4 routing protocol.

Router (config-router) # exit

Exists IPv4 routing protocol configuration mode.

Router (config)# interface {vlan vlan_ ID} |
{type' slot/port} | {port-channel
port_channel_number}

Selects an interface to configure.

Router (config-if)# ip address ip_address
subnet_mask

Configures the IPv4 address and IPv4 subnet.

Router (config-if)# no shutdown

Enables the interface.

Router (config-if)# end

Exits configuration mode.

Router# show interfaces [{vlan vlan_ID} |
{type' slot/port} | {port-channel
port_channel_number}]

Router# show ip interfaces [{vlan vlan_ID} |
{type' slot/port} | {port-channel
port_channel_number}]

Router# show running-config interfaces [{vlan
vlian_ID} | {type' slot/port} | {port-channel
port_channel_number}]

Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, tengigabitethernet, or ge-wan

This example shows how to enable IPv4 Routing Information Protocol (RIP) routing:

Router# configure terminal
Enter configuration commands,
Router (config)# ip routing
Router (config)# router rip

Router (config-router)# network 10.0.0.0

Router (config-router) # end
Router#

one per line.

End with CNTL/Z.

This example shows how to configure an IPv4 address on Fast Ethernet port 5/4:

Router# configure terminal
Enter configuration commands,

one per line.

End with CNTL/Z.

Router (config) # interface fastethernet 5/4
Router (config-if)# ip address 172.20.52.106 255.255.255.248

Router (config-if)# no shutdown
Router (config-if)# end
Router#

This example uses the show interfaces command to display the interface IPv4 address configuration and

status of Fast Ethernet port 5/4:

Router# show interfaces fastethernet 5/4
line protocol is up
address is 0050.f0ac.3058

FastEthernet5/4 is up,
Hardware i1s Cat6K 100Mb Ethernet,
Internet address is 172.20.52.106/29
MTU 1500 bytes, BW 100000 Kbit,

reliability 255/255,
Encapsulation ARPA, loopback not set

txload 1/255,

(bia 0050.f0ac.3058)

DLY 100 usec,
rxload 1/255
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Keepalive set (10 sec)
Full-duplex, 100Mb/s
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:01, output never, output hang never
Last clearing of "show interface" counters never
Queueing strategy: fifo
Output queue 0/40, 0 drops; input queue 0/75, 0 drops
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec

7 packets input, 871 bytes, 0 no buffer

Received 0 broadcasts, 0 runts, 0 giants, 0 throttles
input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored
input packets with dribble condition detected
packets output, 1658 bytes, 0 underruns
output errors, 0 collisions, 4 interface resets
babbles, 0 late collision, 0 deferred
lost carrier, 0 no carrier

0 output buffer failures, 0 output buffers swapped out

Router#

O O O W O o

This example uses the show ip interface command to display the detailed configuration and status of
Fast Ethernet port 5/4:

Router# show ip interface fastethernet 5/4
FastEthernet5/4 is up, line protocol is up
Internet address is 172.20.52.106/29
Broadcast address is 255.255.255.255
Address determined by setup command
MTU is 1500 bytes
Helper address is not set
Directed broadcast forwarding is disabled
Multicast reserved groups joined: 224.0.0.10
Outgoing access list is not set
Inbound access list is not set
Proxy ARP is enabled
Security level is default
Split horizon is enabled
ICMP redirects are always sent
ICMP unreachables are always sent
ICMP mask replies are never sent
IP fast switching is enabled
IP fast switching on the same interface is disabled
IP Flow switching is disabled
IP CEF switching is enabled
IP Fast switching turbo vector
IP Normal CEF switching turbo vector
IP multicast fast switching is enabled
IP multicast distributed fast switching is disabled
Router Discovery is disabled
IP output packet accounting is disabled
IP access violation accounting is disabled
TCP/IP header compression is disabled
RTP/IP header compression is disabled
Probe proxy name replies are disabled
Policy routing is disabled
Network address translation is disabled
WCCP Redirect outbound is disabled
WCCP Redirect exclude is disabled
BGP Policy Mapping is disabled
IP multicast multilayer switching is disabled
IP mls switching is enabled
Router#
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This example uses the show running-config command to display the interface IPv4 address
configuration of Fast Ethernet port 5/4:

Router# show running-config interfaces fastethernet 5/4
Building configuration...

Current configuration:

!
interface FastEthernet5/4

description "Router port"

ip address 172.20.52.106 255.255.255.248

no ip directed-broadcast
1

Configuring IPX Routing and Network Numbers
S

Note  The MSEC supports IPX with fast switching.

For complete information and procedures, refer to these publications:
e Cisco 10S AppleTalk and Novell IPX Configuration Guide, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/atipx/configuration/guide/fatipx_c.html
e Cisco 10S AppleTalk and Novell IPX Command Reference, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/atipx/command/reference/fatipx_r.html

To configure routing for Internetwork Packet Exchange (IPX) and configure IPX on a Layer 3 interface,
perform this task:

Command Purpose
Step1 Router (config)# ipx routing Enables IPX routing.
Step2 Router (config)# router ipx routing_protocol Specifies an IP routing protocol. This step might include

other commands, such as specifying the networks to route
with the network command.

Step3 Router(config)# interface {vlan vlan_ID} | Selects an interface to configure.
{type' slot/port} | {port-channel
port_channel_number}

Step4 Router(config-if)# ipx network [network | Configures the IPX network number. This enables IPX
unnumbered] encapsulation encapsulation type routing on the interface. When you enable IPX routing on
the interface, you can also specify an encapsulation type.

Step5 Router (config-if)# no shutdown Enables the interface.
Step6 Router(config-if)# end Exits configuration mode.
Step7 Router# show interfaces [{vlan vlan ID} | Verifies the configuration.

{type' slot/port} | {port-channel
port_channel_number}]

Router# show ipx interfaces [{vlan vlan_ID} |
{type' slot/port} | {port-channel
port_channel_number}]

Router# show running-config interfaces [{vlan
vlian_ID} | {type' slot/port} | {port-channel
port_channel_number}]
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1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet, or ge-wan

This example shows how to enable IPX routing and assign an IPX network address to interface
VLAN 100:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# ipx routing

Router (config) # ipx router rip

Router (config-ipx-router) # network all

Router (config-ipx-router)# interface vlan 100

Router (config-if)# ipx network 100 encapsulation snap

Router (config-if)# no shutdown

Router (config-if)# end

Router# copy running-config startup-config

Configuring AppleTalk Routing, Cable Ranges, and Zones

For complete information and procedures, refer to these publications:
e Cisco 10S AppleTalk and Novell IPX Configuration Guide, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/atipx/configuration/guide/fatipx_c.html
e C(Cisco 10S AppleTalk and Novell IPX Command Reference, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/atipx/command/reference/fatipx_r.html

To configure routing for AppleTalk, perform this task beginning in global configuration mode:

Command

Purpose

Step1 Router(config)# appletalk routing Enables AppleTalk routing.

Step 2 Router(config)# interface {vlan vlan_ ID} | Selects an interface to Conﬁgure.

{type' slot/port} | {port-channel
port_channel_number}

Step3 Router(config-if)# appletalk cable-range Assigns a cable range to the interface.

cable_range

Step4 Router(config-if)# appletalk zone zone_name Assigns a zone name to the interface.

Step5 Router(config-if)# no shutdown Enables the interface.

Step6 Router (config-if)# end Exits configuration mode.

Step7 Router# show interfaces [{vlan vlan ID} | Verifies the configuration,

{type' slot/port} | {port-channel
port_channel_number}]

Router# show appletalk interfaces [{vlan vlan_ID}
| {(type' slot/port} | {port-channel
port_channel_number}]

Router# show running-config interfaces [{vlan
{type' slot/port}
port_channel_number}]

vlan_ID}

{port-channel

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet, or ge-wan

This example shows how to enable AppleTalk routing and assign an AppleTalk cable-range and zone

name to interface VLAN 100:

Router# configure terminal

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g


http://www.cisco.com/en/US/docs/ios/12_2/atipx/configuration/guide/fatipx_c.html
http://www.cisco.com/en/US/docs/ios/12_2/atipx/command/reference/fatipx_r.html

Chapter 22

Configuring Layer 3 Interfaces |

I Configuring Other Protocols on Layer 3 Interfaces

Enter configuration commands, one per line. End with CNTL/Z.
Router (config) # appletalk routing

Router (config)# interface vlan 100

Router (config-if)# appletalk cable-range 100-100

Router (config-if)# appletalk zone Engineering

Router (config-if)# no shutdown

Router (config-if)# end

Router# copy running-config startup-config

Configuring Other Protocols on Layer 3 Interfaces

Refer to these publications for information about configuring other protocols on Layer 3 interfaces:

e Cisco 10S Apollo Domain, VINES, DECnet, ISO CLNS, and XNS Configuration Guide,

Release 12.2, at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/apollo/configuration/guide/fapolo_c.html
e Cisco 10S Apollo Domain, VINES, DECnet, ISO CLNS, and XNS Command Reference,

Release 12.2, at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/apollo/command/reference/fapolo_r.html

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples

and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Note

Tip

Configuring UDE and UDLR

This chapter describes how to configure unidirectional Ethernet (UDE) and unidirectional link routing
(UDLR) on the Catalyst 6500 series switch. Release 12.2(18)SXE and later releases support UDE and
UDLR.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

These sections describe UDE and UDLR:
e Understanding UDE and UDLR, page 23-1
e Configuring UDE and UDLR, page 23-3

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding UDE and UDLR

These sections describe UDE and UDLR:
e UDE and UDLR Overview, page 23-2
e Supported Hardware, page 23-2
¢ Understanding UDE, page 23-2
e Understanding UDLR, page 23-3
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UDE and UDLR Overview

Routing protocols support unidirectional links only if the unidirectional links emulate bidirectional links
because routing protocols expect to send and receive traffic through the same interface.

Unidirectional links are advantageous because when you transmit mostly unacknowledged
unidirectional high-volume traffic (for example, a video broadcast stream) over a high-capacity
full-duplex bidirectional link, you use both the link from the source to the receiver and the equally
high-capacity reverse-direction link, called the “back channel,” that carries the few acknowledgements
from the receiver back to the source.

UDE and UDLR support use of a high-capacity unidirectional link for the high-volume traffic without
consuming a similar high-capacity link for the back channel. UDE provides a high-capacity
unidirectional link. UDLR provides the back channel through a tunnel that is configured over a
regular-capacity link, and also provides bidirectional link emulation by transparently making the back
channel appear to be on the same interface as the high-capacity unidirectional link.

Supported Hardware

On Catalyst 6500 series switches, UDE and UDLR are supported on the interfaces of these switching
modules:

e WS-X6704-10GE 4-port 10-Gigabit Ethernet
e WS-X6816-GBIC 16-port Gigabit Ethernet
e WS-X6516A-GBIC 16-port Gigabit Ethernet
e WS-X6516-GBIC 16-port Gigabit Ethernet

Understanding UDE

These sections describe UDE:
e UDE Overview, page 23-2
¢ Understanding Hardware-Based UDE, page 23-3
e Understanding Software-Based UDE, page 23-3

UDE Overview

On Catalyst 6500 series switches, you can implement UDE with hardware or in software.
Hardware-based UDE and software-based UDE both use only one strand of fiber instead of the two
strands of fiber required by bidirectional traffic.

The unidirectional transceiver determines whether hardware-based UDE is receive-only or
transmit-only. You can configure software-based UDE as either transmit-only or receive-only.

You do not need to configure software-based UDE on ports where you implement hardware-based UDE.

Note  Refer to the “Supported Hardware” section on page 23-2 for a list of the module with interfaces that
support hardware-based UDE and software-based UDE.
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Understanding Hardware-Based UDE

You can create a unidirectional link by using a unidirectional transceiver. Unidirectional transceivers are
less expensive than bidirectional transceivers. Release 12.2(18)SXE and later releases support these
unidirectional transceivers:

e Receive-only WDM GBIC (WDM-GBIC-REC=)
e Receive-only XENPAK (WDM-XENPAK-REC=)

Understanding Software-Based UDE

You can create a unidirectional link by configuring ports equipped with bidirectional transceivers to
unidirectionally transmit or receive traffic. You can use software-based UDE when there is no
appropriate unidirectional transceiver available. For example, with no support for any transmit-only
transceivers, you must configure transmit-only links with software-based UDE.

Understanding UDLR

UDLR provides a unidirectional tunnel as the back channel of a unidirectional high-capacity link, and
transparently emulates a single bidirectional link for unicast and multicast traffic.

UDLR intercepts packets that need to be sent on receive-only interfaces and sends them on UDLR
back-channel tunnels. When routers receive these packets over UDLR back-channel tunnels, UDLR
makes the packets appear as if received on send-only interfaces.

UDLR back-channel tunnels support these IPv4 features:
e Address Resolution Protocol (ARP)
e Next Hop Resolution Protocol (NHRP)

e Emulation of a bidirectional link for all IPv4 traffic (as opposed to only broadcast and multicast
control traffic)

e [Pv4 GRE multipoint at a receive-only tunnels

~

Note  UDLR back-channel tunnels do not support IPv6 or MPLS.

Configuring UDE and UDLR

These sections describe how to configure UDE and UDLR:
e Configuring UDE, page 23-4
e Configuring UDLR, page 23-6

N

Note  This caveat is open in releases that support UDLR: Neighboring ISIS routers are not seen through a
UDLR topology. (CSCee56596)
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Configuring UDE

These sections describe how to configure UDE:

UDE Configuration Guidelines, page 23-4
Configuring Hardware-Based UDE, page 23-5
Configuring Software-Based UDE, page 23-5

UDE Configuration Guidelines

When configuring UDE, follow these guidelines:

UDE is supported on the Supervisor Engine 720. UDE is not supported on the Supervisor Engine 2.
STP cannot prevent Layer 2 loops in topologies that include unidirectional links.

Send-only ports always transition to the STP forwarding state, because send-only ports never receive
BPDUs.

Receive-only ports cannot send BPDUs.

Unidirectional ports do not support any features or protocols that require negotiation with the port
at the other end of the link, including these:

— Speed and duplex mode autonegotiation
— Link negotiation
- IEEE 802.3Z flow control
— Dynamic trunking protocol (DTP)
You must manually configure the parameters that are typically controlled by Layer 2 protocols.

A topology that includes unidirectional links only supports the VLAN Trunking Protocol (VTP)
when the VTP server can send VTP frames to all switches in the VTP domain.

Disable VTP pruning on switches that have send-only ports, because VTP pruning depends on a
bidirectional exchange of information.

Unidirectional EtherChannels cannot support PAgP or LACP. To create a unidirectional
EtherChannel, you must configure the EtherChannel “on” mode.

You can configure software-based UDE on the physical ports in an EtherChannel. You cannot
configure software-based UDE on any nonphysical interfaces (for example, port-channel
interfaces).

When you implement hardware-based UDE on a port or configure software-based UDE on a port,
UDLD is automatically disabled on the port.

CDP sends CDP frames from send-only ports and receives CDP frames from receive-only ports,
which means that the switch on the send-only side of a unidirectional link never receives CDP
information.

SPAN does not restrict configuration of unidirectional ports as sources or destinations.
— Send-only ports can be SPAN destinations.
— Receive-only ports can be SPAN sources.

Unidirectional ports do not support IEEE 802.1X port-based authentication.

IGMP snooping does not support topologies where there are unidirectional links between the switch
and the hosts that are receiving multicast traffic.
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Configuring UDE and UDLR

e Configure UDLR with UDE to support communication over unidirectional links between IGMP
snooping on the switch and a multicast router.

¢ Unidirectional links do not support ARP.

Configuring Hardware-Based UDE

There are no software configuration procedures required to support hardware-based UDE. Install a
unidirectional transceiver to implement hardware-based UDE.

To verify hardware-based UDE on a port, perform this task:

Command Purpose
Router# show interfaces [{gigabitethernet | Verifies the conﬁguraﬁon.
tengigabitethernet} slot/interface}] status

This example shows how to verify the configuration of Gigabit Ethernet port 1/1:

Router# show interfaces gigabitethernet 1/1 status

Port Name Status Vlan Duplex Speed Type
Gil/1l notconnect 1 full 1000 WDM-RXONLY

Configuring Software-Based UDE

To configure software-based UDE on a port, perform this task:

Command Purpose
Step 1 Router (config)# interface {{gigabitethernet | Selects the interface to configure.
tengigabitethernet} slot/interface}
Step2  Router(config-if)# unidirectional {send-only | Configures software-based UDE.
receive-only}
Router (config-if)# no unidirectional Removes the software-based UDE configuration.
Step3  Router(config-if)# end Exits configuration mode.
Step 4 Router# show interface {{gigabitethernet | Verifies the configuration.
tengigabitethernet} slot/interface}
unidirectional

This example shows how to configure 10 Gigabit Ethernet port 1/1 as a UDE send-only port:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface tengigabitethernet 1/1

Router (config-if)# unidirectional send-only

Router (config-if)# end

Warning!

Enable port unidirectional mode will automatically disable port udld. You must manually
ensure that the unidirectional link does not create a spanning tree loop in the network.

Enable 13 port unidirectional mode will automatically disable ip routing on the port. You
must manually configure static ip route and arp entry in order to route ip traffic.
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This example shows how to configure 10 Gigabit Ethernet port 1/2 as a UDE receive-only port:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface tengigabitethernet 1/2

Router (config-if)# unidirectional receive-only

Router (config-if)# end

Warning!

Enable port unidirectional mode will automatically disable port udld. You must manually
ensure that the unidirectional link does not create a spanning tree loop in the network.

Enable 13 port unidirectional mode will automatically disable ip routing on the port. You
must manually configure static ip route and arp entry in order to route ip traffic.

This example shows how to verify the configuration:

Router> show interface tengigabitethernet 1/1 unidirectional
Unidirectional configuration mode: send only
CDP neighbour unidirectional configuration mode: receive only

This example shows how to disable UDE on 10 Gigabit Ethernet interface 1/1:

Router# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Router (config)# interface tengigabitethernet 1/1

Router (config-if)# no unidirectional

Router (config-if)# end

This example shows the result of entering the show interface command for a port that does not support
unidirectional Ethernet:

Router# show interface fastethernet 6/1 unidirectional
Unidirectional Ethernet is not supported on FastEthernet6/1

Configuring UDLR

These sections describe how to configure UDLR:
e UDLR Back-Channel Tunnel Configuration Guidelines, page 23-6
e Configuring a Receive-Only Tunnel Interface for a UDE Send-Only Port, page 23-7
e Configuring a Send-Only Tunnel Interface for a UDE Receive-Only Port, page 23-7

UDLR Back-Channel Tunnel Configuration Guidelines

When configuring UDLR back-channel tunnels, follow these guidelines:

e The PFC3 does not provide hardware support for UDLR back-channel tunnels. The MSFC3 supports
UDLR back-channel tunnels in software.

¢ Configure a UDLR back-channel tunnel for each unidirectional link.

¢ On UDE send-only interfaces, configure the UDLR back-channel tunnel interface to receive.

¢ On UDE receive-only interfaces, configure the UDLR back-channel tunnel interface to send.

¢ You must configure IPv4 addresses on UDLR back-channel tunnel interfaces.

¢ You must configure source and destination IPv4 addresses on UDLR back-channel tunnel interfaces.

e The UDLR back-channel tunnel default mode is GRE.
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¢ UDLR back-channel tunnels do not support IPv6 or MPLS.

Configuring a Receive-Only Tunnel Interface for a UDE Send-Only Port

To configure a receive-only tunnel interface for a UDE send-only port, perform this task:

Command Purpose

Step 1 Router (config) # interface tunnel number Selects the tunnel interface.

Step2  Router(config-if)# tunnel udlr receive-only |Associates the tunnel receive-only interface with the UDE
ude_send_only._port send-only port.

Step3  Router(config-if)# ip address ipv4 _address |Configures the tunnel IPv4 address.

Step4  Router(config-if)# tunnel source Configures the tunnel source.
{ipv4_address | type number}

Step5 Router(config-if)# tunnel destination Configures the tunnel destination.

{hostname | ipv4_address}

Configuring a Send-Only Tunnel Interface for a UDE Receive-Only Port

To configure a send-only tunnel interface for a UDE receive-only port, perform this task:

Command Purpose
Step 1 Router (config) # interface tunnel number Selects the tunnel interface.
Step2  Router(config-if)# tunnel udlr send-only Associates the tunnel send-only interface with the UDE
ude_receive_only port receive-only port.
Step3  Router(config-if)# ip address ipv4 address |Configures the tunnel IPv4 address.
Step4  Router(config-if)# tunnel source Configures the tunnel source.
{ipv4_address | type number}
Step5 Router(config-if)# tunnel destination Configures the tunnel destination.
{hostname | ipv4_address}
Step6  Router(config-if)# tunnel udlr Enables ARP and NHRP.
address-resolution
In the following UDE and UDLR sample configuration:
¢ On Router A:
— Open Shortest Path First (OSPF) and PIM are configured.
— 10 Gigabit Ethernet port 1/1 is a send-only UDE port.
— The UDLR back-channel tunnel is configured as receive only and is associated with 10 Gigabit
Ethernet port 1/1.
¢ On Router B:
— OSPF and PIM are configured.
— 10 Gigabit Ethernet port 1/2 is a receive-only UDE port.
— The UDLR back-channel tunnel is configured as send-only and is associated with 10 Gigabit
Ethernet port 1/2.
— ARP and NHRP are enabled.
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Router A Configuration

ip multicast-routing

!

! tengigabitethernet 1/1 is send-only

!

interface tengigabitethernet 1/1
unidirectional send-only

ip address 10.1.0.1 255.255.0.0

ip pim sparse-dense-mode

1

! Configure tunnel as receive-only UDLR tunnel.
!

interface tunnel 0

tunnel source 11.0.0.1

tunnel destination 11.0.0.2

tunnel udlr receive-only tengigabitethernet 1/1
!

! Configure OSPF.

1
router ospf <pid>

network 10.0.0.0 0.255.255.255 area 0

Router B Configuration

ip multicast-routing
1
! tengigabitethernet 1/2 is receive-only
1
interface tengigabitethernet 1/2
unidirectional receive-only
ip address 10.1.0.2 255.255.0.0
ip pim sparse-dense-mode
1
! Configure tunnel as send-only UDLR tunnel.
1
interface tunnel 0
tunnel source 11.0.0.2
tunnel destination 11.0.0.1
tunnel udlr send-only tengigabitethernet 1/2
tunnel udlr address-resolution
1
! Configure OSPF.
|
router ospf <pid>
network 10.0.0.0 0.255.255.255 area 0

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring PFC3BXL and PFC3B Mode
Multiprotocol Label Switching

This chapter describes how to configure PFC3BXL and PFC3B mode Multiprotocol Label Switching
(MPLS) on a Catalyst 6500 series switch.

Note  For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

e The Cisco 10S Master Command List, Release 12.2SX at this URL:
http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
e The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

This chapter consists of these sections:
e PFC3BXL and PFC3B Mode MPLS Label Switching, page 24-1
e PFC3BXL or PFC3B Mode VPN Switching, page 24-10
e Any Transport over MPLS, page 24-13

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

PFC3BXL and PFC3B Mode MPLS Label Switching

These sections describe PFC3BXL and PFC3B mode MPLS label switching:
e Understanding MPLS, page 24-2
e Understanding PFC3BXL and PFC3B Mode MPLS Label Switching, page 24-2
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¢ Supported Hardware Features, page 24-5

¢ Supported Cisco I0S Features, page 24-5

e MPLS Guidelines and Restrictions, page 24-7
e Configuring MPLS, page 24-8

e MPLS Per-Label Load Balancing, page 24-8
e MPLS Configuration Examples, page 24-8

Understanding MPLS

MPLS uses label switching to forward packets over various link-level technologies such as
Packet-over-SONET (POS), Frame Relay, ATM, and Ethernet. Labels are assigned to packets based on
groupings or forwarding equivalence classes (FECs). The label is added between the Layer 2 and the
Layer 3 header.

In an MPLS network, the label edge router (LER) performs a label lookup of the incoming label, swaps
the incoming label with an outgoing label, and sends the packet to the next hop at the label switch router
(LSR). Labels are imposed (pushed) on packets only at the ingress edge of the MPLS network and are
removed (popped) at the egress edge. The core network LSRs (provider, or P routers) read the labels,
apply the appropriate services, and forward the packets based on the labels.

Incoming labels are aggregate or nonaggregate. The aggregate label indicates that the arriving MPLS
packet must be switched through an IP lookup to find the next hop and the outgoing interface. The
nonaggregate label indicates that the packet contains the IP next hop information.

Figure 24-1 shows an MPLS network of a service provider that connects two sites of a customer network.

Figure 24-1 MPLS Network
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For additional information on MPLS, see this publication:

http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcftagov_ps1835_TSD_Produc
ts_Configuration_Guide_Chapter.html

Understanding PFC3BXL and PFC3B Mode MPLS Label Switching

PFC3BXL or PFC3B mode supports Layer 3 Multiprotocol Label Switching (MPLS) virtual private
networks (VPNs), and Layer 2 Ethernet over MPLS (EoMPLS), with quality of service (QoS) and
security.
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PFC3BXL and PFC3B Mode MPLS Label Switching W

The MSFC on the supervisor engine performs Layer 3 control-plane functions, including address
resolution and routing protocols. The MSFC processes information from the Routing and Label
Distribution Protocols and builds the IP forwarding (FIB) table and the label forwarding (LFIB) table.
The MSFC distributes the information in both tables to the PFC3BXL or PFC3B.

The PFC3BXL or PFC3B receives the information and creates its own copies of the FIB and LFIB tables.
Together, these tables comprise the FIB TCAM. The DFC looks up incoming IP packets and labeled
packets against the FIB TCAM table. The lookup result is the pointer to a particular adjacency entry. It is the
adjacency entry that contains appropriate information for label pushing (for IP to MPLS path), label swapping
(for MPLS to MPLS path), label popping (for MPLS to IP path), and encapsulation.

Figure 24-2 shows the various functional blocks that support PFEC3BXL and PFC3B mode MPLS label
switching. Routing protocol generates a routing information base (RIB) that is used for forwarding IP and
MPLS data packets. For Cisco Express Forwarding (CEF), necessary routing information from the RIB is
extracted and built into a forwarding information base (FIB). The label distribution protocol (LDP) obtains
routes from the RIB and distributes the label across a label switch path to build a label forwarding information
base (LFIB) in each of the LSRs and LERs.

Figure 24-2 MPLS Forwarding, Control and Data Planes
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At the ingress to the MPLS network, the PFC3BXL or PFC3B examines the IP packets and performs a
route lookup in the FIB TCAM. The lookup result is the pointer to a particular adjacency entry. The
adjacency entry contains the appropriate information for label pushing (for IP to MPLS path) and
encapsulation. The PFC3BXL or PFC3B generates a result containing the imposition label(s) needed to
switch the MPLS packet.

Note  If MPLS load sharing is configured, the adjacency may point to a load-balanced path. See “Basic MPLS
Load Balancing” section on page 24-8.
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MPLS to MPLS

MPLS to IP

At the core of an MPLS network, the PFC3BXL or PFC3B uses the topmost label to perform a lookup in the
FIB TCAM. The successful lookup points to an adjacency that swaps the top label in the packet with a new
label as advertised by the downstream label switch router (LSR). If the router is the penultimate hop LSR
router (the upstream LSR next to the egress LER), the adjacency instructs the PFCBXL to pop the topmost
label, resulting in either an MPLS packet with the remaining label for any VPN or AToM use or a native IP
packet.

At the egress of the MPLS network there are several possibilities.

For a native IP packet (when the penultimate router has popped the label), the PFC3BXL or PFC3B
performs a route lookup in the FIB TCAM.

For a MPLS VPN packet, after the Interior Gateway Protocol (IGP) label is popped at penultimate router,
the VPN label remains. The operation that the PFC3BXL or PFC3B performs depends on the VPN label
type. Packets carrying aggregate labels require a second lookup based on the IP header after popping the
aggregate label. For a nonaggregate label, the PFC3BXL or PFC3B performs a route lookup in the FIB
TCAM to obtain the IP next hop information.

For the case of a packet with an IGP label and a VPN label, when there is no penultimate hop popping
(PHP), the packet carries the explicit-null label on top of the VPN label. The PFC3BXL or PFC3B looks
up the top label in the FIB TCAM and recirculates the packet. Then the PFC3BXL or PFC3B handles
the remaining label as described in the preceding paragraph, depending on whether it is an aggregate or
nonaggregate label.

Packets with the explicit-null label for the cases of EOMPLS, MPLS, and MPLS VPN an MPLS are
handled the same way.

MPLS VPN Forwarding

Recirculation

There are two types of VPN labels: aggregate labels for directly connected network or aggregate routes, and
nonaggregate labels. Packets carrying aggregate labels require a second lookup based on the IP header after
popping the aggregate label. The VPN information (VPN-IPv4 address, extended community, and label) is
distributed through the Multiprotocol-Border Gateway Protocol (MP-BGP).

In certain cases, the PFC3BXL or PFC3B provides the capability to recirculate the packets.
Recirculation can be used to perform additional lookups in the ACL or QoS TCAMs, the NetFlow table,
or the FIB TCAM table. Recirculation is necessary in these situations:

e To push more than three labels on imposition

¢ To pop more than two labels on disposition

e To pop an explicit null top label

¢ When the VPN Routing and Forwarding (VRF) number is more than 511

e For IP ACL on the egress interface (for nonaggregate (per-prefix) labels only)

Packet recirculation occurs only on a particular packet flow; other packet flows are not affected.The
rewrite of the packet occurs on the modules; the packets are then forwarded back to the PFC3BXL or
PFC3B for additional processing.
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Supported Hardware Features

The following hardware features are supported:

Label operation— Any number of labels can be pushed or popped, although for best results, up to
three labels can be pushed, and up to two labels can be popped in the same operation.

IP to MPLS path—IP packets can be received and sent to the MPLS path.
MPLS to IP path—Labeled packets can be received and sent to the IP path.
MPLS to MPLS path—Labeled packets can be received and sent to the label path.

MPLS Traffic Engineering (MPLS TE)—Enables an MPLS backbone to replicate and expand the
traffic engineering capabilities of Layer 2 ATM and Frame Relay networks.

Time to live (TTL) operation—At the ingress edge of the MPLS network, the TTL value in the MPLS
frame header can be received from either the TTL field of the IP packet header or the user-configured
value from the adjacency entry. At the egress of the MPLS network, the final TTL equals the minimum
(label TTL and IP TTL)-1.

~
Note  With the Uniform mode, the TTL is taken from the IP TTL; with the Pipe mode, a value of
255, taken from the hardware register, is used for the outgoing label.

QoS—Information on Differentiated Services (DiffServ) and ToS from IP packets can be mapped to
MPLS EXP field.

MPLS/VPN Support—Up to 1024 VRFs can be supported (over 511 VRFs requires recirculation).

Ethernet over MPLS—The Ethernet frame can be encapsulated at the ingress to the MPLS domain and
the Ethernet frame can be decapsulated at the egress.

Packet recirculation—The PFC3BXL or PFC3B provides the capability to recirculate the packets.
See the “Recirculation” section on page 24-4.

Configuration of MPLS switching is supported on VLAN interfaces with the mpls ip command.

Supported Cisco I10S Features

The following Cisco IOS software features are supported in PFC3BXL or PFC3B mode:

~,

Note  Multi- VPN Routing and Forwarding (VRF) for CE Routers (VRF Lite) is supported with the
following features: IPv4 forwarding between VRFs interfaces, IPv4 ACLs, and IPv4 HSRP.
IPv4 multicast is not supported.

Multi-VRF for CE Routers (VRF Lite)—VRF-lite is a feature that enables a service provider to
support two or more VPNs (using only VRF-based IPv4), where IP addresses can be overlapped
among the VPNs. See this publication:

http://www.cisco.com/en/US/products/hw/routers/ps259/prod_bulletin09186a00800921d7.html.

MPLS on Cisco routers—This feature provides basic MPLS support for imposing and removing
labels on IP packets at label edge routers (LERs) and switching labels at label switch routers (LSRs).
See this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/mpls/config_library/12-2sx/mp-12-2sx-library.html.
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e MPLS TE—MPLS traffic engineering software enables an MPLS backbone to replicate and expand
upon the traffic engineering capabilities of Layer 2 ATM and Frame Relay networks. MPLS traffic
engineering thereby makes traditional Layer 2 features available to Layer 3 traffic flows. For more
information, see these publications:

http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcftagc_ps1835_TSD_Products
_Configuration_Guide_Chapter.html

http://www.cisco.com/en/US/tech/tk436/tk428/technologies_configuration_example09186a008009
3fcb.shtml

http://www.cisco.com/en/US/tech/tk436/tk428/technologies_configuration_example09186a008009
3fd0.shtml

e MPLS TE DiffServ Aware (DS-TE)—This feature provides extensions made to MPLS TE to make
it DiffServ aware, allowing constraint-based routing of guaranteed traffic. See this publication:

http://www.cisco.com/en/US/docs/ios/12_2s/feature/guide/fsdserv3.html

e MPLS TE Forwarding Adjacency—This feature allows a network administrator to handle a traffic
engineering, label-switched path (LSP) tunnel as a link in an Interior Gateway Protocol (IGP)
network based on the Shortest Path First (SPF) algorithm. For information on forwarding adjacency
with Intermediate System-to-Intermediate System (IS-IS) routing, see this publication:

http://www.cisco.com/en/US/docs/ios/12_2s/feature/guide/fstefa_3.html

e MPLS TE Interarea Tunnels—This feature allows the router to establish MPLS TE tunnels that span
multiple Interior Gateway Protocol (IGP) areas and levels, removing the restriction that had required
the tunnel head-end and tail-end routers to be in the same area. See this publication:

http://www.cisco.com/en/US/docs/ios/12_2s/feature/guide/fsiarea3.html

e MPLS virtual private networks (VPNs)—This feature allows you to deploy scalable IPv4 Layer 3
VPN backbone services over a Cisco IOS network. See this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/mp_13_vpns/configuration/12-2sx/mp-13-vpns-12-2
sx-book.html

e MPLS VPN Carrier Supporting Carrier (CSC)—This feature enables one MPLS VPN-based service
provider to allow other service providers to use a segment of its backbone network. See this
publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/mp_ias_and_csc/configuration/12-2sx/mp-carrier-1dp-ig
p-html

e MPLS VPN Carrier Supporting Carrier IPv4 BGP Label Distribution—This feature allows you to
configure your CSC network to enable Border Gateway Protocol (BGP) to transport routes and
MPLS labels between the backbone carrier provider edge (PE) routers and the customer carrier
customer edge (CE) routers. See this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/mp_13_vpns/configuration/12-2sx/mp-13-vpns-12-2
sx-book.html

e MPLS VPN Interautonomous System (InterAS) Support —This feature allows an MPLS VPN to
span service providers and autonomous systems. See this publication:

http://www.cisco.com/en/US/docs/ios/12_0s/feature/guide/fsias24.html

e MPLS VPN Inter-AS IPv4 BGP label distribution—This feature enables you to set up a VPN service
provider network so that the autonomous system boundary routers (ASBRs) exchange IPv4 routes
with MPLS labels of the PE routers. See this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/mp_ias_and_csc/configuration/12-2sx/mp-carrier-bgp.ht
ml
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e MPLS VPN Hot Standby Router Protocol (HSRP) Support—This feature ensures that the HSRP
virtual IP address is added to the correct IP routing table and not to the global routing table. See this
publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/ipapp_thrp/configuration/12-2sx/thp-hsrp.html

¢ OSPF Sham-Link Support for MPLS VPN—This feature allows you to use a sham-link to connect
VPN client sites that run the Open Shortest Path First (OSPF) protocol and share OSPF links in a
MPLS VPN configuration. See this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/iproute_ospf/configuration/15-sy/iro-sham-link.html

e Any Transport over MPLS (AToM)—Transports Layer 2 packets over an MPLS backbone. See the
“Any Transport over MPLS” section on page 24-13.

MPLS Guidelines and Restrictions

When configuring PFEC3BXL or PFC3B MPLS, follow these guidelines and restrictions:

e PFC3BXL or PFC3B mode supports up to 8 load-shared paths. Cisco IOS releases for other
platforms support only 8 load-shared paths.

e PFC3BXL or PFC3B mode supports MTU checking and fragmentation.

S

Note  Fragmentation is supported with software (for IP to MPLS path). See the mtu command in the
Cisco 10S Master Command List, Release 12.2SX.

N

Note For information on other limitations and restrictions, see the “MPLS VPN Guidelines and Restrictions’
section on page 24-11 and the “EoMPLS Guidelines and Restrictions” section on page 24-14.

s

PFC3BXL and PFC3B Mode MPLS Supported Commands

PFC3BXL and PFC3B mode MPLS supports these commands:
e mpls ip default route
e mpls ip propagate-ttl
e mpls ip ttl-expiration pop
e mpls label protocol
e mpls label range
e mplsip
e mpls label protocol
e mpls mtu
For information about these commands, see these publications:

http://www.cisco.com/en/US/docs/ios/12_2/switch/command/reference/fswtch_r.html
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Configuring MPLS

For information about configuring MPLS, see the Multiprotocol Label Switching on Cisco Routers
publication at the following URL.:

http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcftagc_ps1835_TSD_Product
s_Configuration_Guide_Chapter.html

MPLS Per-Label Load Balancing

The following sections provide information on basic MPLS, MLPS Layer 2 VPN, and MPLS Layer 3
VPN load balancing.

Basic MPLS Load Balancing

The maximum number of load balancing paths is 8. The PFC3BXL or PFC3B forwards MPLS labeled
packets without explicit configuration. If the packet has three labels or less and the underlying packet is
IPv4, then the PFC3BXL or PFC3B uses the source and destination IPv4 address. If the underlying
packet is not IPv4 or more than three labels are present, the PFC3BXL or PFC3B parses down as deep
as the fifth or lowest label and uses it for hashing.

MPLS Layer 2 VPN Load Balancing

Load balancing is based on the VC label in the MPLS core if the first nibble of the MAC address in the
customer Ethernet frame is not 4.

~

Note  Load balancing is not supported at the ingress PE for Layer 2 VPNGs.

MPLS Layer 3 VPN Load Balancing

MPLS Layer 3 VPN load balancing is similar to basic MPLS load balancing. For more information, see
the “Basic MPLS Load Balancing” section on page 24-8.

MPLS Configuration Examples

The following is an example of a basic MPLS configuration:

* Kk Kk k k

Basic MPLS

* ok Kk kK

IP ingress interface:
Router# mpls label protocol 1ldp

interface GigabitEthernet6/2

ip address 75.0.77.1 255.255.255.0
media-type rj45

speed 1000
end
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Label egress interface:

interface GigabitEthernet7/15

mtu 9216

ip address 75.0.67.2 255.255.255.0
logging event link-status

mpls ip

Router# show ip route 188.0.0.0
Routing entry for 188.0.0.0/24, 1 known subnets

O IA 188.0.0.0 [110/1] via 75.0.77.2, 00:00:10, GigabitEthernet6/2

Router#sh ip ro 88.0.0.0
Routing entry for 88.0.0.0/24, 1 known subnets

0 E2 88.0.0.0 [110/0] via 75.0.67.1, 00:00:24, GigabitEthernet7/15

[110/0] via 75.0.21.2, 00:00:24, GigabitEthernet7/16
Router#

Router# show mpls forwarding-table 88.0.0.0

Local Outgoing Prefix Bytes tag Outgoing Next Hop

tag tag or VC or Tunnel Id switched interface

30 50 88.0.0.0/24 0 Gi7/15 75.0.67.1
50 88.0.0.0/24 0 Gi7/16 75.0.21.2

Router# show mls cef 88.0.0.0 detail

Codes: M - mask entry, V - value entry, A - adjacency index, P - priority bit
D - full don't switch, m - load balancing modnumber, B - BGP Bucket sel
V0 - Vlan 0,CO0 - don't comp bit 0,V1 - Vlan 1,Cl - don't comp bit 1
RVTEN - RPF Vlan table enable, RVTSEL - RPF Vlan table select

Format: IPV4_DA - (8 | xtag vpn pi cr recirc tos prefix)

Format: IPV4_SA - (9 | xtag vpn pi cr recirc prefix)

M(3223 ): E| 1L FFF 0000 255.255.255.0

8

V(3223 ) : | 10 0000 88.0.0.0 (A:344105 ,P:1,D:0,m:1 ,B:0
M(3223 ): E | 1L FFF 0 0 0 255.255.255.0
V(3223 y: 9] 10 000 88.0.0.0 (V0:0 ,C0:0 ,V1:0 ,C1l:0 ,RVTEN:0 ,RVTSEL:0 )

Router# show mls cef adj ent 344105

Index: 344105 smac: 0005.9a39.a480, dmac: 000a.8ad8.2340
mtu: 9234, vlan: 1031, dindex: 0x0, 13rw_vld: 1
packets: 109478260, bytes: 7006608640

Router# show mls cef adj ent 344105 de

Index: 344105 smac: 0005.9a39.a480, dmac: 000a.8ad8.2340
mtu: 9234, vlan: 1031, dindex: 0x0, 13rw_vld: 1
format: MPLS, flags: 0x1000008418
labelO: 0, exp: 0, ovr: O
labell: 0, exp: 0, ovr: O
label2: 50, exp: 0, ovr: O
op: PUSH_LABEL2
packets: 112344419, bytes: 7190042816
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PFC3BXL or PFC3B Mode VPN Switching

These sections describe PFC3BXL or PFC3B mode VPN switching:
e PFC3BXL or PFC3B Mode VPN Switching Operation, page 24-10
e MPLS VPN Guidelines and Restrictions, page 24-11
e PFC3BXL or PFC3B Mode MPLS VPN Supported Commands, page 24-11
e MPLS VPN Sample Configuration, page 24-12

PFC3BXL or PFC3B Mode VPN Switching Operation

The IP VPN feature for MPLS allows a Cisco IOS network to deploy scalable IP Layer 3 VPN backbone
services to multiple sites deployed on a shared infrastructure while also providing the same access or security
policies as a private network. VPN based on MPLS technology provides the benefits of routing isolation and
security, as well as simplified routing and better scalability.

Refer to the Cisco IOS software documentation for a conceptual MPLS VPN overview and configuration
details at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcftagov_ps1835_TSD_Produc
ts_Configuration_Guide_Chapter.html

A typical MPLS VPN network topology is shown in Figure 24-3.

Figure 24-3 VPNs with Service Provider Backbone

Service provider
backbone

At the ingress PE, the PFC3BXL or PFC3B makes a forwarding decision based on the packet headers.
The PFC3BXL or PFC3B contains a table that maps VLANs to VPNs. In the Catalyst 6500 series switch
architecture, all physical ingress interfaces in the system are associated with a specific VPN. The
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Note

PFC3BXL or PFC3B Mode VPN Switching I

PFC3BXL or PFC3B looks up the IP destination address in the CEF table but only against prefixes that
are in the specific VPN. (The table entry points to a specific set of adjacencies and one is chosen as part
of the load-balancing decision if multiple parallel paths exist.)

The table entry contains the information on the Layer 2 header that the packet needs, as well as the
specific MPLS labels to be pushed onto the frame. The information to rewrite the packet goes back to
the ingress line card where it is rewritten and forwarded to the egress line interface.

VPN traffic is handled at the egress from the PE based upon the per-prefix labels or aggregate labels. If
per-prefix labels are used, then each VPN prefix has a unique label association; this allows the PE to
forward the packet to the final destination based upon a label lookup in the FIB.

The PFC3BXL or PFC3B allocates only one aggregate label per VRF.

If aggregate labels are used for disposition in an egress PE, many prefixes on the multiple interfaces may
be associated with the label. In this case, the PFC3BXL or PFC3B must perform an IP lookup to
determine the final destination. The IP lookup may require recirculation.

MPLS VPN Guidelines and Restrictions

When configuring MPLS VPN, follow these guidelines and restrictions:

e PFC3BXL or PFC3B mode supports a total of 1024 VRFs per chassis a with enhanced OSMs; using
a nonenhanced OSM causes the system to default to 511 VRFs.

e In PFC3BXL or PFC3B mode, VPNs are recirculated when the number of VPNs is over 511.

PFC3BXL or PFC3B Mode MPLS VPN Supported Commands

PFC3BXL or PFC3B mode MPLS VPN supports these commands:
e address-family
e exit-address-family
e import map
e ip route vrf
e ip route forwarding
e ip vrf
¢ neighbor activate
e rd
* route-target
For information about these commands, see these publications:

http://www.cisco.com/en/US/docs/ios/12_2/switch/command/reference/fswtch_r.html
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Configuring MPLS VPN

For information on configuring MPLS VPN, refer to the MPLS Virtual Private Networks feature module

Note

at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcftagc_ps1835_TSD_Product

s_Configuration_Guide_Chapter.html.

If you use a Layer 3 VLAN interface as the MPLS uplink through a Layer 2 port peering with another
MPLS device, then you can use another Layer 3 VLAN interface as the VRF interface.

MPLS VPN Sample Configuration

This sample configuration shows LAN, OSM, and FlexWAN CE-facing interfaces. PFC3BXL or PFC3B
mode MPLS switching configuration is identical to configuration on other platforms.

lip vrf blues
rd 100:10
route-target export 100:1
route-target import 100:1
1
mpls label protocol 1ldp
mpls 1ldp logging neighbor-changes
mls mpls tunnel-recir
|
interface Loopback0
ip address 10.4.4.4 255.255.255.255
|
interface GigabitEthernet4d/2
description Catalyst link to P2
no ip address
mls gos trust dscp
1
interface GigabitEthernet4/2.42
encapsulation dotlQ 42
ip address 10.0.3.2 255.255.255.0
tag-switching ip
1
interface GigabitEthernet7/3
description Catalyst link to CE2
no ip address
mls gos trust dscp
|
interface GigabitEthernet7/3.73
encapsulation dotlQ 73
ip vrf forwarding blues
ip address 10.19.7.1 255.255.255.0
1
interface POS8/1
description OSM link to CE3
ip vrf forwarding blues
ip address 10.19.8.1 255.255.255.252
encapsulation ppp
mls gos trust dscp
pos scramble-atm
pos flag c2 22

1

interface P0S9/0/0
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description FlexWAN link to CEl

ip vrf forwarding blues

ip address 10.19.9.1 255.255.255.252
encapsulation ppp

pos scramble-atm

pos flag c2 22

1
router ospf 100

log-adjacency-changes

network 10.4.4.4 0.0.0.0 area O

network 10.0.0.0 0.0.255.255 area 0

|
router ospf 65000 vrf blues
log-adjacency-changes

redistribute bgp 100 subnets

network 10.19.0.0 0.0.255.255 area 0

1
router bgp 100

no synchronization

bgp log-neighbor-changes

neighbor 10.3.3.3 remote-as 100

neighbor 10.3.3.3 description MP-BGP to PEL
neighbor 10.3.3.3 update-source Loopback0
no auto-summary

1

address-family vpnv4

neighbor 10.3.3.3 activate

neighbor 10.3.3.3 send-community extended
exit-address-family

|

address-family ipv4 vrf blues
redistribute connected

redistribute ospf 65000 match internal external 1 external 2
no auto-summary

no synchronization

exit-address-family

Any Transport over MPLS

Any Transport over MPLS (AToM) transports Layer 2 packets over an MPLS backbone. AToM uses a
directed Label Distribution Protocol (LDP) session between edge routers for setting up and maintaining
connections. Forwarding occurs through the use of two level labels that provide switching between the
edge routers. The external label (tunnel label) routes the packet over the MPLS backbone to the egress
PE at the ingress PE. The VC label is a demuxing label that determines the connection at the tunnel
endpoint (the particular egress interface on the egress PE as well as the VLAN identifier for an Ethernet
frame).

AToM supports the following like-to-like transport types in PFC3BXL or PFC3B mode:
e Ethernet over MPLS (EoMPLS) (VLAN mode and port mode)
e Frame Relay over MPLS with DLCI-to-DLCI connections
e ATM AALS over MPLS
e ATM Cell Relay over MPLS

N

Note  Additional AToM types are planned in future releases.
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PFC3BXL or PFC3B mode supports both hardware-based EOMPLS as well as OSM-, FlexWAN, or
FlexWAN2-based EOMPLS. For more information, see this publication:

http://www.cisco.com/en/US/docs/routers/7600/install_config/12.2SX_OSM_config/mpls.html#Ethern
et_over_MPLS

For information on requirements for Supervisor Engine 2-based EOMPLS, see this publication:

http://www.cisco.com/en/US/docs/routers/7600/install_config/12.2SX_OSM_config/mpls.html#Super
visor_Engine_2-Based_EoMPLS

For information on other AToM implementations (ATM AALS over MPLS, ATM Cell Relay over MPLS,
Frame Relay over MPLS), see this publication:

http://www.cisco.com/en/US/docs/routers/7600/install_config/12.2SX_OSM_config/mpls.html#Any_
Transport_over_MPLS

These sections describe AToM:
e AToM Load Balancing, page 24-14
¢ Understanding EOMPLS, page 24-14
e EoMPLS Guidelines and Restrictions, page 24-14
e Configuring EOMPLS, page 24-16

AToM Load Balancing

PFC3BXL or PFC3B mode EoMPLS does not support load balancing at the tunnel ingress; only one
Interior Gateway Protocol (IGP) path is selected even if multiple IGP paths are available, but load
balancing is available at the MPLS core.

Understanding EoMPLS

Note

EoMPLS is one of the AToM transport types. AToM transports Layer 2 packets over a MPLS backbone
using a directed LDP session between edge routers for setting up and maintaining connections.
Forwarding occurs through the use of two level labels that provide switching between the edge routers.
The external label (tunnel label) routes the packet over the MPLS backbone to the egress PE at the
ingress PE. The VC label is a demuxing label that determines the connection at the tunnel endpoint (the
particular egress interface on the egress PE as well as the VLAN identifier for an Ethernet frame).

EoMPLS works by encapsulating Ethernet PDUs in MPLS packets and forwarding them across the
MPLS network. Each PDU is transported as a single packet.

Use OSM-based EOMPLS when you want local Layer 2 switching and EOMPLS on the same VLAN.
You need to configure EOMPLS on the SVI; the core-facing card must be an OSM. When local Layer 2
switching is not required, use PFC-based EOMPLS configured on the subinterface or physical interface.

EoMPLS Guidelines and Restrictions

When configuring EOMPLS, follow these guidelines and restrictions:

e Ensure that the maximum transmission unit (MTU) of all intermediate links between endpoints is
sufficient to carry the largest Layer 2 packet received.
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EoMPLS supports VLAN packets that conform to the IEEE 802.1Q standard. The 802.1Q
specification establishes a standard method for inserting VLAN membership information into
Ethernet frames.

If QoS is disabled globally, both the 802.1p and IP precedence bits are preserved. When the QoS is
enabled on a Layer 2 port, either 802.1q P bits or IP precedence bits can be preserved with the trusted
configuration. However, by default the unpreserved bits are overwritten by the value of preserved
bits. For instance, if you preserve the P bits, the IP precedence bits are overwritten with the value of
the P bits. PFC3BXL or PFC3B mode provides a new command that allows you to trust the P bits
while preserving the IP precedence bits. To preserve the IP precedence bits, use the no mls qos
rewrite ip dscp command.

The no mls qos rewrite ip dscp command is not compatible with the MPLS and MPLS VPN
features. See Chapter 41, “Configuring PFC QoS.”

Do not use the no mls qos rewrite ip dscp command if you have PFC-based EoOMPLS and
PXF-based EOMPLS services in the same system.

EoMPLS is not supported with private VLANS.
The following restrictions apply to using trunks with EoOMPLS:

— To support Ethernet spanning tree bridge protocol data units (BPDUs) across an EOMPLS cloud,
you must disable the supervisor engine spanning tree for the Ethernet-over-MPLS VLAN. This
ensures that the EOMPLS VLANS are carried only on the trunk to the customer switch.
Otherwise, the BPDUs are directed to the supervisor engine and not to the EOMPLS cloud.

— The native VLAN of a trunk must not be configured as an EOMPLS VLAN.

In PFC3BXL or PFC3B mode, all protocols (for example, CDP, VTP, BPDUs) are tunneled across
the MPLS cloud without conditions.

ISL encapsulation is not supported for the interface that receives EOMPLS packets.

Unique VLANS are required across interfaces. You cannot use the same VLAN ID on different
interfaces.

EoMPLS tunnel destination route in the routing table and the CEF table must be a /32 address (host
address where the mask is 255.255.255.255) to ensure that there is a label-switched path (LSP) from
PE to PE.

For a particular EOMPLS connection, both the ingress EOMPLS interface on the ingress PE and the
egress EOMPLS interface on the egress PE have to be subinterfaces with dot1Q encapsulation or
neither is a subinterface.

802.1Q in 802.1Q over EOMPLS is supported if the outgoing interface connecting to MPLS network
is a port on an Layer 2 card.

Shaping EOMPLS traffic is not supported if the egress interface connecting to an MPLS network is
a Layer 2 LAN port (a mode known as PFC-based EoOMPLS).

EoMPLS based on a PFC3BXL or PFC3B does not perform any Layer 2 lookup to determine if the
destination MAC address resides on the local or remote segment and does not perform any Layer 2
address learning (as traditional LAN bridging does). This functionality (local switching) is available
only when using OSM and FlexWAN modules as uplinks.
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e Inprevious releases of AToM, the command used to configure AToM circuits was mpls 12 transport
route. This command has been replaced with the xconnect command. You can use the xconnect
command to configure EOMPLS circuits.

e The AToM control word is not supported.
e EoMPLS is not supported on Layer 3 VLAN interfaces.

¢ Point-to-point EOMPLS works with a physical interface and subinterfaces.

Configuring EOMPLS

These sections describe how to configure EOMPLS:
e Prerequisites, page 24-16
e Configuring PFC3BXL or PFC3B Mode VLAN-Based EOMPLS, page 24-17
e Configuring PFC3BXL or PFC3B Mode Port-Based EOMPLS, page 24-20

Prerequisites

Before you configure EOMPLS, ensure that the network is configured as follows:
¢ Configure IP routing in the core so that the PE routers can reach each other through IP.
e Configure MPLS in the core so that a label switched path (LSP) exists between the PE routers.

EoMPLS works by encapsulating Ethernet PDUs in MPLS packets and forwarding them across the
MPLS network. Each PDU is transported as a single packet. Two methods are available to configure
EoMPLS in PFC3BXL or PFC3B mode:

e VLAN mode—Transports Ethernet traffic from a source 802.1Q VLAN to a destination 802.1Q
VLAN through a single VC over an MPLS network. VLAN mode uses VC type 5 as default (no

dotlq tag) and VC type 4 (transport dotl tag) if the remote PE does not support VC type 5 for
subinterface (VLAN) based EoOMPLS.

e Port mode—Allows all traffic on a port to share a single VC across an MPLS network. Port mode
uses VC type 5.

Note e For both VLAN mode and port mode, PFC3BXL and PFC3B mode EoMPLS does not allow local
switching of packets between interfaces unless you use loopback ports.

e A system can have both an OSM or FlexWAN configuration and PFC3BXL or PFC3B mode
configuration enabled at the same time. Cisco supports this configuration but does not recommend
it. Unless the uplinks to the MPLS core are through OSM or FlexWAN-enabled interfaces, OSM or
FlexWAN-based EOMPLS connections will not be active; this causes packets for OSM or
FlexWAN-based EOMPLS arriving on non-WAN interfaces to be dropped. For information on WAN
(FlexWAN and OSM) EoMPLS, see this publication:

http://www.cisco.com/en/US/docs/routers/7600/install_config/12.2SX_OSM_config/mpls.htmI#Et
hernet_over_MPLS

PFC3BXL or PFC3B mode supports MPLS. In PFC3BXL or PFC3B mode, LAN ports can receive Layer

2 traffic, impose labels, and switch the frames into the MPLS core without using an OSM or FlexWAN
module.
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In PFC3BXL or PFC3B mode, you can configure an OSM or a FlexWAN module to face the core of
MPLS network and use either the OSM configuration, the FlexWAN configuration, or the PFC3BXL or
PFC3B mode configuration. For more information, see this publication:

http://www.cisco.com/en/US/docs/routers/7600/install_config/12.2SX_OSM_config/mpls.html#Ethern
et_over_MPLS

Configuring PFC3BXL or PFC3B Mode VLAN-Based EoMPLS

When configuring PFC3BXL or PFC3B mode VLAN-based EOMPLS, follow these guidelines and
restrictions:

e The AToM control word is not supported.

e Ethernet packets with hardware-level cyclic redundancy check (CRC) errors, framing errors, and
runt packets are discarded on input.

¢ You must configure VLAN-based EOMPLS on subinterfaces.

To configure PFC3BXL or PFC3B mode VLAN-based EOMPLS, perform this task on the provider edge
(PE) routers.

Command Purpose
Step1  Router# configure terminal Enters global configuration mode.
Step2 Router(config)# interface Specifies the Gigabit Ethernet subinterface. Make sure
gigabitethernetslot/interface.subinterface that the subinterface on the adjoining CE router is on the
same VLAN as this PE router.
Step3  Router(config-if)# encapsulation dotlq vlan id Enables the subinterface to accept 802.1Q VLAN

packets.

The subinterfaces between the CE and PE routers that are
running Ethernet over MPLS must be in the same subnet.
All other subinterfaces and backbone routers do not need
to be on the same subnet.

Step4  Router(config-if)# xcommect peer router_id vecid |Binds the attachment circuit to a pseudowire VC. The
encapsulation mpls syntax for this command is the same as for all other

Layer 2 transports.

Note

This is a PFC3BXL or PFC3B mode VLAN-based EOMPLS configuration sample:
interface GigabitEthernet7/4.2
encapsulation dotlQ 3

xconnect 13.13.13.13 3 encapsulation mpls
no shut

The IP address is configured on subinterfaces of the CE devices.
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Verifying the Configuration
To verify and display the configuration of Layer 2 VLAN transport over MPLS tunnels, perform the
following:

e To display a single line for each VLAN, naming the VLAN, status, and ports, enter the show vlan
brief command.

Router# show vlan brief

VLAN Name Status Ports
1 default active

2 VLAN0002 active

3 VLANO0O0O03 active

1002 fddi-default act/unsup

1003 token-ring-default act/unsup

1004 fddinet-default act/unsup

1005 trnet-default act/unsup

¢ To make sure that the PE router endpoints have discovered each other, enter the show mpls ldp
discovery command. When an PE router receives an LDP Hello message from another PE router, it
considers that router and the specified label space to be “discovered.”

Router# show mpls 1ldp discovery
Local LDP Identifier:
13.13.13.13:0
Discovery Sources:
Interfaces:
GE-WAN3/3 (1ldp): xmit/recv
LDP Id: 12.12.12.12:0
Targeted Hellos:
13.13.13.13 -> 11.11.11.11 (1ldp): active/passive, xmit/recv
LDP Id: 11.11.11.11:0

e To make sure that the label distribution session has been established, enter the show mpls ldp
neighbor command. The third line of the output shows that the state of the LDP session is
operational and shows that messages are being sent and received.

Router# show mpls 1dp neighbor
Peer LDP Ident: 12.12.12.12:0; Local LDP Ident 13.13.13.13:0
TCP connection: 12.12.12.12.646 - 13.13.13.13.11010
State: Oper; Msgs sent/rcvd: 1649/1640; Downstream
Up time: 23:42:45
LDP discovery sources:
GE-WAN3/3, Src IP addr: 34.0.0.2
Addresses bound to peer LDP Ident:
23.2.1.14 37.0.0.2 12.12.12.12 34.0.0.2
99.0.0.1
Peer LDP Ident: 11.11.11.11:0; Local LDP Ident 13.13.13.13:0
TCP connection: 11.11.11.11.646 - 13.13.13.13.11013
State: Oper; Msgs sent/rcvd: 1650/1653; Downstream
Up time: 23:42:29
LDP discovery sources:
Targeted Hello 13.13.13.13 -> 11.11.11.11, active, passive
Addresses bound to peer LDP Ident:
11.11.11.11 37.0.0.1 23.2.1.13

e To ensure that the label forwarding table is built correctly, enter the show mpls forwarding-table
command to verify that a label has been learned for the remote PE and that the label is going from
the correct interface to the correct next-hop.
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Router# show mpls forwarding-table

Local Outgoing Prefix Bytes tag Outgoing
tag tag or VC or Tunnel Id switched interface
16 Untagged 223.255.254.254/32 \

0 Giz/1
20 Untagged 12ckt (2) 133093 V12
21 Untagged 12ckt (3) 185497 V13
24 Pop tag 37.0.0.0/8 0 GE3/3
25 17 11.11.11.11/32 0 GE3/3
26 Pop tag 12.12.12.12/32 0 GE3/3
Router#

The output shows the following data:
— Local tag—Label assigned by this router.
— Outgoing tag or VC—Label assigned by next hop.

Any Transport over MPLS Il

Next Hop

23.2.0.1
point2point
point2point
34.0.0.2
34.0.0.2
34.0.0.2

— Prefix or Tunnel Id—Address or tunnel to which packets with this label are going.

— Bytes tag switched— Number of bytes switched out with this incoming label.

— Outgoing interface—Interface through which packets with this

label are sent.

— Next Hop—IP address of neighbor that assigned the outgoing label.

e To view the state of the currently routed VCs, enter the show mpls 12transport ve command.

Router# show mpls l2transport vc

Local intf Local circuit Dest address vC ID
V12 Eth VLAN 2 11.11.11.11 2
V13 Eth VLAN 3 11.11.11.11 3

To see detailed information about each VC, add the keyword detail.

Router# show mpls l2transport vc detail
Local interface: V12 up, line protocol up, Eth VLAN 2 up
Destination address: 11.11.11.11, VC ID: 2, VC status: up
Tunnel label: 17, next hop 34.0.0.2
Output interface: GE3/3, imposed label stack {17 18}
Create time: 01:24:44, last status change time: 00:10:55
Signaling protocol: LDP, peer 11.11.11.11:0 up
MPLS VC labels: local 20, remote 18
Group ID: local 71, remote 89
MTU: local 1500, remote 1500
Remote interface description:
Sequencing: receive disabled, send disabled
VC statistics:
packet totals: receive 1009, send 1019
byte totals: receive 133093, send 138089
packet drops: receive 0, send 0

Local interface: V13 up, line protocol up, Eth VLAN 3 up

Destination address: 11.11.11.11, VC ID: 3, VC status: up

Tunnel label: 17, next hop 34.0.0.2

Output interface: GE3/3, imposed label stack {17 19}
Create time: 01:24:38, last status change time: 00:10:55
Signaling protocol: LDP, peer 11.11.11.11:0 up

MPLS VC labels: local 21, remote 19

Group ID: local 72, remote 90

MTU: local 1500, remote 1500

Remote interface description:
Sequencing: receive disabled, send disabled

Status
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VC statistics:

packet totals: receive 1406, send 1414
byte totals: receive 185497, send 191917
packet drops: receive 0, send 0

Configuring PFC3BXL or PFC3B Mode Port-Based EoMPLS

When configuring PEFEC3BXL or PFC3B mode port-based EOMPLS, follow these guidelines and

restrictions:

e The AToM control word is not supported.

e FEthernet packets with hardware-level cyclic redundancy check (CRC) errors, framing errors, and
runt packets are discarded on input.

e Port-based EOMPLS and VLAN-based EOMPLS are mutually exclusive. If you enable a main
interface for port-to-port transport, you also cannot enter commands on a subinterface.

To support 802.1Q-in-802.1Q traffic and Ethernet traffic over EOMPLS in PFC3BXL or PFC3B mode,
configure port-based EOMPLS by performing this task:

Command

Purpose

Step 1 Router# configure terminal

Enters global configuration mode.

StepZ Router (config) # interface
gigabitethernetslot/interface

Specifies the Gigabit Ethernet interface. Make sure that the
interface on the adjoining CE router is on the same VLAN as this
PE router.

Step 3 Router (config-if)# xconnect
peer_router_id vcid encapsulation mpls

Binds the attachment circuit to a pseudowire VC. The syntax for
this command is the same as for all other Layer 2 transports.

The following is an example of a port-based configuration:

EOMPLS:

router# show mpls l2transport vc

Local intf Local circuit
Fa8/48 Ethernet
Gi7/11.2000 Eth VLAN 2000

Port-Based EoMPLS Config:

Dest address VvC ID Status
75.0.78.1 1 UP
75.0.78.1 2000 upP

router# show run interface £8/48

Building configuration...

Current configuration : 86 bytes

1
interface FastEthernet8/48
no ip address

xconnect 75.0.78.1 1 encapsulation mpls

end

Sub-Interface Based Mode:

router# show run interface g7/11

Building configuration...
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Current configuration : 118 bytes
1

interface GigabitEthernet7/11
description Traffic-Generator
no ip address

logging event link-status

speed nonegotiate
end

router# show run int g7/11.2000
Building configuration...

Current configuration : 112 bytes

1

interface GigabitEthernet7/11.2000
encapsulation dotlQ 2000

xconnect 75.0.78.1 2000 encapsulation mpls
end

kb7606# show mpls l2transport vc 1 detail
Local interface: Gi7/47 up, line protocol up, Ethernet up
Destination address: 75.0.80.1, VC ID: 1, VC status: up
Tunnel label: 5704, next hop 75.0.83.1
Output interface: Te8/3, imposed label stack {5704 10038}
Create time: 00:30:33, last status change time: 00:00:43
Signaling protocol: LDP, peer 75.0.80.1:0 up
MPLS VC labels: local 10579, remote 10038
Group ID: local 155, remote 116
MTU: local 1500, remote 1500
Remote interface description:
Sequencing: receive disabled, send disabled
VC statistics:
packet totals: receive 26, send 0
byte totals: receive 13546, send 0
packet drops: receive 0, send 0

To obtain the VC type:

kb7606# remote command switch show mpls l2transport vc 1 de

Local interface: GigabitEthernet7/47, Ethernet
Destination address: 75.0.80.1, VvC ID: 1
VC status: receive UP, send DOWN
VC type: receive 5, send 5
Tunnel label: not ready, destination not in LFIB
Output interface: unknown, imposed label stack {}
MPLS VC label: local 10579, remote 10038
Linecard VC statistics:
packet totals: receive: 0 send: 0
byte totals: receive: 0 send: 0
packet drops: receive: 0 send: 0
Control flags:
receive 1, send: 31

Verifying the Configuration

Any Transport over MPLS Il

To verify and display the configuration of Layer 2 VLAN transport over MPLS tunnels, perform the

following:

e To display a single line for each VLAN, naming the VLAN, status, and ports, enter the show vlan

brief command.

Router# show vlan brief
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VLAN Name Status Ports
1 default active

2 VLANO0002 active Gil/4
1002 fddi-default act/unsup

1003 token-ring-default act/unsup

1004 fddinet-default act/unsup

1005 trnet-default act/unsup

To make sure the PE router endpoints have discovered each other, enter the show mpls ldp
discovery command. When an PE router receives an LDP Hello message from another PE router, it
considers that router and the specified label space to be “discovered.”

Router# show mpls 1ldp discovery
Local LDP Identifier:
13.13.13.13:0
Discovery Sources:
Interfaces:
GE-WAN3/3
LDP Id:
Targeted Hellos:
13.13.13.13
LDP Id:

(ldp) : xmit/recv
12.12.12.12:0

-> 11.11.11.11
11.11.11.11:0

(1dp) : active/passive, xmit/recv

To make sure the label distribution session has been established, enter the show mpls ldp neighbor
command. The third line of the output shows that the state of the LDP session is operational and
shows that messages are being sent and received.

Router# show mpls 1ldp neighbor

Peer LDP Ident: 12.12.12.12:0; Local LDP Ident 13.13.13.13:0
TCP connection: 12.12.12.12.646 - 13.13.13.13.11010

State: Oper; Msgs sent/rcvd: 1715/1706; Downstream

Up time: 1d00h

LDP discovery sources:
GE-WAN3/3, Src IP addr: 34.0.0.2

Addresses bound to peer LDP Ident:
23.2.1.14 37.0.0.2 12.12.12.12 34.0.0.2
99.0.0.1

Peer LDP Ident:
TCP connection:
State: Oper; Msgs sent/rcvd:
Up time: 1d00h
LDP discovery sources:

Targeted Hello 13.13.13.13 -> 11.11.11.11,
Addresses bound to peer LDP Ident:
11.11.11.11 37.0.0.1

11.11.11.11:0; Local LDP Ident 13.13.13.13:0
11.11.11.11.646 - 13.13.13.13.11013

1724/1730; Downstream

active, passive

23.2.1.13

To make sure the label forwarding table is built correctly, enter the show mpls forwarding-table
command.

Router# show mpls forwarding-table

Local Outgoing Prefix Bytes tag Outgoing Next Hop
tag tag or VC or Tunnel Id switched interface
16 Untagged 223.255.254.254/32 \
0 Giz/1 23.2.0.1
20 Untagged 12ckt (2) 55146580 V12 point2point
24 Pop tag 37.0.0.0/8 0 GE3/3 34.0.0.2
25 17 11.11.11.11/32 0 GE3/3 34.0.0.2
26 Pop tag 12.12.12.12/32 0 GE3/3 34.0.0.2

The output shows the following data:
— Local tag—Label assigned by this router.
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Outgoing tag or VC—Label assigned by next hop.

Prefix or Tunnel Id—Address or tunnel to which packets with this label are going.
Bytes tag switched— Number of bytes switched out with this incoming label.
Outgoing interface—Interface through which packets with this label are sent.

Next Hop—IP address of neighbor that assigned the outgoing label.

To view the state of the currently routed VCs, enter the show mpls 12transport ve command:

Router# show mpls l2transport vc

Local intf Local circuit Dest address VvC ID Status

Eth VLAN 2 11.11.11.11 2 uP

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring IPv4 Multicast VPN Support

This chapter describes how to configure IPv4 Multicast Virtual Private Network (MVPN) support on
Catalyst 6500 series switches. Release 12.2(18)SXE and later releases support MVPN when the switch
is operating in PFC3B mode or PFC3BXL mode.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco 10S
Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

This chapter contains these sections:
e Understanding How MVPN Works, page 25-1
e MVPN Configuration Guidelines and Restrictions, page 25-7
e Configuring MVPN, page 25-8

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum

Understanding How MVPN Works

These sections describe MVPN:
e MVPN Overview, page 25-2
e Multicast Routing and Forwarding and Multicast Domains, page 25-2
e Multicast Distribution Trees, page 25-2
e Multicast Tunnel Interfaces, page 25-5
¢ PE Router Routing Table Support for MVPN, page 25-6
e Multicast Distributed Switching Support, page 25-6
e Hardware-Assisted IPv4 Multicast, page 25-6
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MVPN Overview

MVPN is a standards-based feature that transmits IPv4 multicast traffic across an MPLS VPN cloud.
MVPN on Catalyst 6500 series switches uses the existing PFC hardware support for IPv4 multicast
traffic to forward multicast traffic over VPNs at wire speeds. MVPN adds support for IPv4 multicast
traffic over Layer 3 IPv4 VPNs to the existing IPv4 unicast support.

MVPN routes and forwards multicast packets for each individual VPN routing and forwarding (VRF)
instance, as well as transmitting the multicast packets through VPN tunnels across the service provider
backbone.

MVPN is an alternative to IP-in-IP generic route encapsulation (GRE) tunnels. GRE tunnels are not a
readily scalable solution and they are limited in the granularity they provide to customers.

Multicast Routing and Forwarding and Multicast Domains

Note

MVPN adds multicast routing information to the VPN routing and forwarding table. When a
provider-edge (PE) router receives multicast data or control packets from a customer-edge (CE) router,
forwarding is performed according to the information in the multicast VRF (MVRF).

MVREF is also commonly referred to as multicast over VRF-lite.

Each MVRF maintains the routing and forwarding information that is needed for its particular VRF
instance. An MVREF is created and configured in the same way as existing VRFs, except multicast
routing is also enabled on each MVRF.

A multicast domain constitutes the set of hosts that can send multicast traffic to each other within the
MPLS network. For example, the multicast domain for a customer that wanted to send certain types of
multicast traffic to all global employees would consist of all CE routers associated with that enterprise.

Multicast Distribution Trees

The MVPN feature establishes at least one multicast distribution tree (MDT) for each multicast domain.
The MDT provides the information needed to interconnect the same MVRFs that exist on the different
PE routers.

MVPN supports two MDT types:

e Default MDT—The default MDT is a permanent channel for PIM control messages and
low-bandwidth streams between all PE routers in a particular multicast domain. All multicast traffic
in the default MDT is replicated to every other PE router in the domain. Each PE router is logically
seen as a PIM neighbor (one hop away) from every other PE router in the domain.

e Data MDT—Data MDTs are optional. If enabled, they are dynamically created to provide optimal
paths for high-bandwidth transmissions, such as full-motion video, that do not need to be sent to
every PE router. This allows for on-demand forwarding of high-bandwidth traffic between PE
routers, so as to avoid flooding every PE router with every high-bandwidth stream that might be
created.
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Understanding How MVPN Works

To create data MDTs, each PE router that is forwarding multicast streams to the backbone periodically
examines the traffic being sent in each default MDT as follows:

1. Each PE router periodically samples the multicast traffic (approximately every 10 seconds for
software switching, and 90 seconds for hardware switching) to determine whether a multicast stream
has exceeded the configured threshold. (Depending on when the stream is sampled, this means that
in a worst-case scenario, it could take up to 180 seconds before a high-bandwidth stream is
detected.)

A

Note Data MDTs are created only for (S, G) multicast route entries within the VRF multicast
routing table. They are not created for (*, G) entries.

2. If a particular multicast stream exceeds the defined threshold, the sending PE router dynamically
creates a data MDT for that particular multicast traffic.

3. The sending PE router then transmits a DATA-MDT JOIN request (which is a User Datagram
Protocol (UDP) message to port 3232) to the other PE routers, informing them of the new data MDT.

4. Receiving PE routers examine their VRF routing tables to determine if they have any customers
interested in receiving this data stream. If so, they use the PIM protocol to transmit a PIM JOIN
message for this particular data MDT group (in the global table PIM instance) to accept the stream.
Routers that do not currently have any customers for this stream still cache the information, in case
any customers request it later on.

5. Three seconds after sending the DATA-MDT JOIN message, the sending PE router removes the
high-bandwidth multicast stream from the default MDT and begins transmitting it over the new data
MDT.

6. The sending PE router continues to send a DATA-MDT JOIN message every 60 seconds, as long as
the multicast stream continues to exceed the defined threshold. If the stream falls below the
threshold for more than 60 seconds, the sending PE router stops sending the DATA-MDT JOIN
messages, and moves the stream back to the default MDT.

7. Receiving routers age out the cache information for the default MDT when they do not receive a
DATA-MDT JOIN message for more than three minutes.

Data MDTs allow for high-bandwidth sources inside the VPN while still ensuring optimal traffic
forwarding in the MPLS VPN core.

For technical information about the DATA-MDT JOIN message and other aspects of the data MDT
creation and usage, see the Internet-Draft, Multicast in MPLS/BGP IP VPNs, by Eric C. Rosen et al.

In the following example, a service provider has a multicast customer with offices in San Jose, New
York, and Dallas. The San Jose site is transmitting a one-way multicast presentation. The service
provider network supports all three sites associated with this customer, in addition to the Houston site
of a different enterprise customer.

The default MDT for the enterprise customer consists of provider routers P1, P2, and P3 and their
associated PE routers. Although PE4 is interconnected to these other routers in the MPLS core, PE4 is
associated with a different customer and is therefore not part of the default MDT.

Figure 25-1 shows the situation in this network when no one outside of San Jose has joined the multicast
broadcast, which means that no data is flowing along the default MDT. Each PE router maintains a PIM
relationship with the other PE routers over the default MDT, as well as a PIM relationship with its
directly attached PE routers.
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Figure 25-1 Default Multicast Distribution Tree Overview

Multicast Local multicast
sender recipient

|[:::]| |[:::]|
—4 —

CEla CE1b CE2

Customer 1\ pgq PE2 Customer 1

San Jose Site e New York Site

<— PIM (SM/bidir/SSM)
in Core

CE4 Austomer 2 Customer 1 CE3

@ Houston Site Dallas Site

If an employee in New York joins the multicast session, the PE router associated for the New York site
sends a join request that flows across the default MDT for the multicast domain. The PE router
associated with the multicast session source (PE1) receives the request. Figure 25-2 shows how the PE
router forwards the request to the CE router associated with the multicast source (CE1a).

72756
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Figure 25-2 Initializing the Data MDT
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The CE router (CE1a) starts sending the multicast data to the associated PE router (PE1), which
recognizes that the multicast data exceeds the bandwidth threshold at which a data MDT should be
created. PEI then creates a data MDT and sends a message to all routers using the default MDT that
contains information about the data MDT.

72757

Approximately three seconds later, PE1 begins sending the multicast data for that particular stream using
the data MDT. Because only PE2 has receivers who are interested in this source, only PE2 joins the data
MDT and receives traffic on it.

Multicast Tunnel Interfaces

The PE router creates a multicast tunnel interface (MTI) for each multicast VRF (MVRF) in the
multicast domain. The MVRF uses the tunnel interface to access the multicast domain to provide a
conduit that connects an MVRF and the global MVRF.

On the router, the MTI is a tunnel interface (created with the interface tunnel command) with a class D
multicast address. All PE routers that are configured with a default MDT for this MVREF create a logical
network in which each PE router appears as a PIM neighbor (one hop away) to every other PE router in
the multicast domain, regardless of the actual physical distance between them.

The MTI is automatically created when an MVREF is configured. The BGP peering address is assigned
as the MTI interface source address, and the PIM protocol is automatically enabled on each MTI.

[ oL-3999-08

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter25  Configuring IPv4 Multicast VPN Support |

M  Understanding How MVPN Works

When the router receives a multicast packet from the customer side of the network, it uses the incoming
interface’s VRF to determine which MVRFs should receive it. The router then encapsulates the packet
using GRE encapsulation. When the router encapsulates the packet, it sets the source address to that of
the BGP peering interface and sets the destination address to the multicast address of the default MDT,
or to the source address of the data MDT if configured. The router then replicates the packet as needed
for forwarding on the appropriate number of MTI interfaces.

When the router receives a packet on the MTT interface, it uses the destination address to identify the
appropriate default MDT or data MDT, which in turn identifies the appropriate MVREF. It then
decapsulates the packet and forwards it out the appropriate interfaces, replicating it as many times as are
necessary.

Note e Unlike other tunnel interfaces that are commonly used on Cisco routers, the MVPN MTTI is classified
as a LAN interface, not a point-to-point interface. The MTI interface is not configurable, but you
can use the show interface tunnel command to display its status.

e The MTI interface is used exclusively for multicast traffic over the VPN tunnel.

e The tunnel does not carry unicast routed traffic.

PE Router Routing Table Support for MVPN

Each PE router that supports the MVPN feature uses the following routing tables to ensure that the VPN
and MVPN traffic is routed correctly:

e Default routing table—Standard routing table used in all Cisco routers. This table contains the
routes that are needed for backbone traffic and for non-MPLS VPN unicast and multicast traffic
(including Generic Routing Encapsulation (GRE) multicast traffic).

e VPN routing/forwarding (VRF) table—Routing table created for each VRF instance. Responsible
for routing the unicast traffic between VPNs in the MPLS network.

e Multicast VRF (MVRF) table—Multicast routing table and multicast routing protocol instance
created for each VRF instance. Responsible for routing the multicast traffic in the multicast domain
of the network. This table also includes the multicast tunnel interfaces that are used to access the
multicast domain.

Multicast Distributed Switching Support

MVPN supports multicast distributed switching (MDS) for multicast support on a per-interface and a
per-VRF basis. When configuring MDS, you must make sure that no interface (including loopback
interfaces) has the no ip mroute-cache command configured.

Hardware-Assisted IPv4 Multicast

PFC3BXL or PFC3B mode supports hardware acceleration for IPv4 multicast over VPN traffic, which
forwards multicast traffic to the appropriate VPNs at wire speed without increased MSFC3 CPU
utilization.

In a customer VRF, PFC3BXL or PFC3B mode hardware acceleration supports multicast traffic in PIM
dense, PIM sparse, PIM bidirectional, and PIM Source Specific Multicast (SSM) modes.
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In the service provider core, PFC3BXL or PFC3B mode hardware acceleration supports multicast traffic
in PIM sparse, PIM bidirectional, and PIM SSM modes. In the service provider core, PFC3BXL or
PFC3B mode hardware acceleration does not support multicast traffic in PIM dense mode.

MVPN Configuration Guidelines and Restrictions

When configuring MVPN, follow these guidelines and restrictions:

Release 12.2(18)SXE and later releases support MVPN when the switch is operating in PFC3B
mode or PFC3BXL mode. Supervisor Engine 2 does not support MVPN.

All PE routers in the multicast domain need to be running a Cisco 10S software image that supports
the MVPN feature. There is no requirement for MVPN support on the P and CE routers.

Support for IPv4 multicast traffic must also be enabled on all backbone routers.

The Border Gateway Protocol (BGP) routing protocol must be configured and operational on all
routers supporting multicast traffic. In addition, BGP extended communities must be enabled (using
the neighbor send-community both or neighbor send-community extended command) to support
the use of MDTs in the network.

Only ingress replication is supported when MVPN is configured. If the switch is currently
configured for egress replication, it is forced into ingress replication when the first MVREF is
configured.

When the switch is acting as a PE, and receives a multicast packet from a customer router with a
time-to-live (TTL) value of 2, it drops the packet instead of encapsulating it and forwarding it across
the MVPN link. Because such packets would normally be dropped by the PE at the other end of the
MVPN link, this does not affect traffic flow.

If the core multicast routing uses SSM, then the data and default multicast distribution tree (MDT)
groups must be configured within the SSM range of [Pv4 addresses.

The update source interface for the BGP peerings must be the same for all BGP peerings configured
on the router in order for the default MDT to be configured properly. If you use a loopback address
for BGP peering, then PIM sparse mode must be enabled on the loopback address.

The ip mroute-cache command must be enabled on the loopback interface used as the BGP peering
interface in order for distributed multicast switching to function on the platforms that support it. The
no ip mroute-cache command must not be present on these interfaces.

Data MDTs are not created for VRF PIM dense mode multicast streams because of the flood and
prune nature of dense mode multicast flows and the resulting periodic bring-up and tear-down of
such data MDTs.

Data MDTs are not created for VRF PIM bidirectional mode because source information is not
available.

MVPN does not support multiple BGP peering update sources, and configuring them can break
MVPN RPF checking. The source IPv4 address of the MVPN tunnels is determined by the highest
IPv4 address used for the BGP peering update source. If this IPv4 address is not the IPv4 address
used as the BGP peering address with the remote PE router, MVPN will not function properly.

MDT tunnels do not carry unicast traffic.

Although MVPN uses the infrastructure of MPLS VPN networks, you cannot apply MPLS tags or
labels to multicast traffic over the VPNs.
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Each MVREF that is configured with a default MDT uses three hidden VLANSs (one each for
encapsulation, decapsulation, and interface), in addition to external, user-visible VLANSs. This
means that an absolute maximum of 1,000 MVRFs are supported on each router. (MVRFs without
a configured MDT still use one internal VLAN, so unused MVRFs should be deleted to conserve
VLAN allocation.)

Because MVPN uses MPLS, MVPN supports only the RPR and RPR+ redundancy modes. In
Release 12.2(18)SXD and rebuilds, MPLS can coexist with NSF with SSO redundancy mode, but
there is no support for stateful MPLS switchover.

If your MPLS VPN network already contains a network of VRFs, you do not need to delete them or
recreate them to be able to support MVREF traffic. Instead, configure the mdt default and mdt data
commands, as listed in the following procedure, to enable multicast traffic over the VRF.

BGP should be already configured and operational on all routers that are sending or receiving
multicast traffic. In addition, BGP extended communities must be enabled (using the neighbor
send-community both or neighbor send-community extended command) to support the use of
MDTs in the network.

The same MVRF must be configured on each PE router that is to support a particular VPN
connection.

Each PE router that supports a particular MVRF must be configured with the same mdt default
command.

The switch supports only ingress replication when MVPN is configured. If a switch is currently
configured for egress replication, it is forced into ingress replication when the first MVRF is
configured. If a switch is currently configured for egress replication, we recommend performing this
task only during scheduled maintenance periods, so that traffic disruption can be kept to a minimum.

Configuring MVPN

These sections describe how to configure MVPN:

Note

Forcing Ingress Multicast Replication Mode (Optional), page 25-8
Configuring a Multicast VPN Routing and Forwarding Instance, page 25-9
Configuring Multicast VRF Routing, page 25-15

Configuring Interfaces for Multicast Routing to Support MVPN, page 25-20

These configuration tasks assume that BGP is already configured and operational on all routers that are
sending or receiving the multicast traffic. In addition, BGP extended communities must be enabled
(using the neighbor send-community both or neighbor send-community extended command) to
support the use of MDTs in the network.

Forcing Ingress Multicast Replication Mode (Optional)

The MVPN feature supports only ingress multicast replication mode. If the switch is currently
configured for egress replication, it is forced into ingress replication when the first MVRF is configured.
This change in replication mode automatically purges all forwarding entries in the hardware, temporarily
forcing the switch into software switching until the table entries can be rebuilt.
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To avoid disrupting customer traffic, we recommend verifying that the switch is already in ingress
multicast replication mode before configuring any MVRFs.

This example shows how to verify the multicast replication mode:

Router# show mls ip multicast capability

Current mode of replication is Ingress
auto replication mode detection is ON

Slot Multicast replication capability
2 Egress
5 Egress
6 Egress
8 Ingress
9 Ingress
Router#

If the current replication mode is egress or if any of the switching modules are capable of egress
replication mode, configure ingress replication mode during a scheduled maintenance period to
minimize the disruption of customer traffic.

To configure ingress multicast replication mode, perform this task:

Command

Purpose

Step1 Router# configure terminal Enters global configuration mode.

Step2  Router(config)# mls ip multicast replication-mode |Configures ingress multicast replication mode and

ingress disables automatic detection of the replication mode
(enabled by default).
Router (config)# no mls ip multicast Enables automatic detection of the replication mode.

replication-mode ingress

Step3  Router(config)# do show mls ip multicast Verifies the configuration.

capability | include Current

This example shows how to configure ingress multicast replication mode and verify the configuration:

Router (config)# mls ip multicast replication-mode ingress
Router (config)# do show mls ip multicast capability | include Current
Current mode of replication is Ingress

Configuring a Multicast VPN Routing and Forwarding Instance

These sections describe how to configure a multicast VPN routing and forwarding (MVRF) instance for
each VPN connection on each PE router that is to handle the traffic for each particular VPN connection
that is to transmit or receive multicast traffic:

e Configuring a VRF Entry, page 25-10

e Configuring the Route Distinguisher, page 25-10

e Configuring the Route-Target Extended Community, page 25-11
¢ Configuring the Default MDT, page 25-11

e Configuring Data MDTs (Optional), page 25-12

¢ Enabling Data MDT Logging, page 25-12
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e Sample Configuration, page 25-13

e Displaying VRF Information, page 25-13

Configuring a VRF Entry

To configure a VRF entry, perform this task:

Command or Action

Purpose

Step 1 Router# configure terminal

Enters global configuration mode.

Step 2 Router (config)# ip vrf vrf_name

Router (config)# no ip vrf vrf name

Configures a VRF routing table entry and a Cisco Express
Forwarding (CEF) table entry and enters VRF configuration
mode.

Deletes the VRF entry.

Step3 Router (config-vrf)# do show ip vrf vrf name

Verifies the configuration.

This example show how to configure a VRF named blue and verify the configuration:

Router# configure terminal
Router (config)# ip vrf blue

Router (config-vrf)# do show ip vrf blue

Name
blue

Configuring the Route Distinguisher

Default RD
<not set>

Interfaces

To configure the route distinguisher, perform this task:

Command or Action

Purpose

Step1 Router (config-vrf)# rd route distinguisher

Router (config-vrf)# mno rd route distinguisher

Specifies the route distinguisher for a VPN IPv4 prefix.

Deletes the route distinguisher.

StepZ Router (config-vrf)# do show ip vrf vrf name

Verifies the configuration.

When configuring the route distinguisher, enter the route distinguisher in one of the following formats:
e 16-bit AS number:your 32-bit number (101:3)
e 32-bit [Pv4 address:your 16-bit number (192.168.122.15:1)

This example show how to configure 55:1111 as the route distinguisher and verify the configuration:

Router (config-vrf)# rd 55:1111

Router (config-vrf)# do show ip vrf blue

Name
blue

Default RD
55:1111

Interfaces

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

0L-3999-08 |



| Chapter25 Configuring IPv4 Multicast VPN Support

Configuring MVPN

Configuring the Route-Target Extended Community

To configure the route-target extended community, perform this task:

Command or Action Purpose

Step1  Router(config-vrf)# route-target [import | Configures a route-target extended community for the VRF.
export | both] route target_ext_community

Router (config-vrf)# no route-target [[import | |Deletes the route-target extended community.
export | both] route target_ext_community]

Step2  Router(config-vrf)# do show ip vrf detail Verifies the configuration.

When configuring the route-target extended community, note the following information:
e import—Imports routing information from the target VPN extended community.
e export—Exports routing information to the target VPN extended community.
¢ both—Imports and exports.

* route_target_ext_community—Adds the 48-bit route-target extended community to the VRF. Enter
the number in one of the following formats:

— 16-bit AS number:your 32-bit number (101:3)
— 32-bit IPv4 address:your 16-bit number (192.168.122.15:1)

This example shows how to configure 55:1111 as the import and export route-target extended
community and verify the configuration:

Router (config-vrf)# route-target both 55:1111
Router (config-vrf)# do show ip vrf detail
VRF blue; default RD 55:1111; default VPNID <not set>
VRF Table ID =1
No interfaces
Connected addresses are not in global routing table
Export VPN route-target communities
RT:55:1111
Import VPN route-target communities
RT:55:1111
No import route-map
No export route-map
CSC is not configured.

Configuring the Default MDT

To configure the default MDT, perform this task:

Command or Action Purpose
Router (config-vrf)# mdt default group address Configures the default MDT.
Router (config-vrf)# no mdt default Deletes the default MDT.
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When configuring the default MDT, note the following information:

e The group_address is the multicast IPv4 address of the default MDT group. This address serves as
an identifier for the MVRF community, because all provider-edge (PE) routers configured with this
same group address become members of the group, which allows them to receive the PIM control
messages and multicast traffic that are sent by other members of the group.

e This same default MDT must be configured on each PE router to enable the PE routers to receive
multicast traffic for this particular MVRF.

This example shows how to configure 239.1.1.1 as the default MDT:

Router (config-vrf)# mdt default 239.1.1.1

Configuring Data MDTs (Optional)

To configure optional data MDTs, perform this task:

Command or Action Purpose

Router (config-vrf)# mdt data group_address (Optional) Configures a data MDTs for the specified range of
wildcard bits [threshold threshold value] [list multicast addresses.

access_list]

Router (config-vrf)# no mdt data Deletes the data MDT.

When configuring optional data MDTs, note the following information:

e group_address]—Multicast group address. The address can range from 224.0.0.1 to
239.255.255.255, but cannot overlap the address that has been assigned to the default MDT.

e wildcard_bits—Wildcard bitmask to be applied to the multicast group address to create a range of
possible addresses. This allows you to limit the maximum number of data MDTs that each MVRF
can support.

e threshold threshold_value—(Optional) Defines the threshold value in kilobits, at which multicast
traffic should be switched from the default MDT to the data MDT. The threshold_value parameter
can range from 1 through 4294967 kilobits.

e list access_list—(Optional) Specifies an access list name or number to be applied to this traffic.
This example shows how to configure a data MDT:

Router (config-vrf)# mdt data 239.1.2.0 0.0.0.3 threshold 10

Enabling Data MDT Logging

To enable data MDT logging, perform this task:

Command or Action Purpose

Router (config-vrf)# mdt log-reuse (Optional) Enables the recording of data MDT reuse
information, by generating a SYSLOG message whenever a
data MDT is reused. Frequent reuse of a data MDT might
indicate a need to increase the number of allowable data
MDTs by increasing the size of the wildcard bitmask that is
used in the mdt data command.

Router (config-vrf)# no log-reuse Disables data MDT logging.

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
m. 0L-3999-08 |



| Chapter25 Configuring IPv4 Multicast VPN Support

Configuring MVPN

This example shows how to enable data MDT logging:

Router (config-vrf)# mdt log-reuse

Sample Configuration

The following excerpt from a configuration file shows typical VRF configurations for a range of VRFs.
To simplify the display, only the starting and ending VRFs are shown.

|

ip vrf mvpn-cusl

rd 200:1

route-target export 200:1
route-target import 200:1
mdt default 239.1.1.1

!

ip vrf mvpn-cus2

rd 200:2

route-target export 200:2
route-target import 200:2
mdt default 239.1.1.2

!

ip vrf mvpn-cus3

rd 200:3

route-target export 200:3
route-target import 200:3

mdt default 239.1.1.3
!

ip vrf mvpn-cus249

rd 200:249

route-target export 200:249
route-target import 200:249
mdt default 239.1.1.249

mdt data 239.1.1.128 0.0.0.7

Displaying VRF Information

To display all of the VRFs that are configured on the switch, use the show ip vrf command:

Router# show ip vrf

Name Default RD Interfaces
green 1:52 GigabitEthernet6/1
red 200:1 GigabitEthernetl/1
GigabitEthernet3/16
Loopback?2
Router#

To display information about the MDTs that are currently configured for all MVRFs, use the show ip
pim mdt command. The following example shows typical output for this command:

Router# show ip pim mdt

MDT Group Interface Source VRF
* 227.1.0.1 Tunnell Loopback0 BIDIRO1
* 227.2.0.1 Tunnel?2 Loopback0 BIDIRO02
* 228.1.0.1 Tunnel3 Loopback0 SPARSEO1
* 228.2.0.1 Tunneld Loopback0 SPARSEQ2
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)

Note

To display information about a specific tunnel interface, use the show interface tunnel command. The
IPv4 address for the tunnel interface is the multicast group address for the default MDT of the MVRF.

To display additional information about the MDTs, use the show mls ip multicast mdt command. The
following example shows typical output for this command:

Router# show mls ip multicast mdt

State: H - Hardware Installed, I - Install Pending, D - Delete Pending,

Z - Zombie
MMLS
VRF VPN-ID MDT INFO MDT Type State
BIDIRO1HWRP 1 (10.10.10.9, 227.1.0.1) default H
BIDIR0O1SWRP 2 (10.10.10.9, 227.2.0.1) default H
SPARSE(Q1HWRP 3 (10.10.10.9, 228.1.0.1) default H
SPARSEO1SWRP 4 (10.10.10.9, 228.2.0.1) default H
red 5 (6.6.6.6, 234.1.1.1) default H
red 5 (131.2.1.2, 228.1.1.75) data (send) H
red 5 (131.2.1.2, 228.1.1.76) data (send) H
red 5 (131.2.1.2, 228.1.1.77) data (send) H
red 5 (131.2.1.2, 228.1.1.78) data (send) H
Router#

To display routing information for a particular VRF, use the show ip route vrf command:

Router# show ip route vrf red

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IsS-Is, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR
P - periodic downloaded static route

Gateway of last resort is not set

2.0.0.0/32 is subnetted, 1 subnets

C 2.2.2.2 is directly connected, Loopback?2
3.0.0.0/32 is subnetted, 1 subnets

B 3.3.3.3 [200/0] via 3.1.1.3, 00:20:09

C 21.0.0.0/8 is directly connected, GigabitEthernet3/16

B 22.0.0.0/8 [200/0] via 3.1.1.3, 00:20:09

Router#
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To display information about the multicast routing table and tunnel interface for a particular MVRE, use
the show ip mroute vrf command. The following example shows typical output for a MVRF named
BIDIRO1:

Router# show ip mroute vrf BIDIRO1

IP Multicast Routing Table
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
- Local, P - Pruned, R - RP-bit set, F - Register flag,
- SPT-bit set, J - Join SPT, M - MSDP created entry,
Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
- URD, I - Received Source Specific Host Report, Z - Multicast Tunnel
- Joined MDT-data group, y - Sending to MDT-data group
Outgoing interface flags: H - Hardware switched
Timers: Uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode
(*, 228.1.0.1), 00:16:25/stopped, RP 10.10.10.12, flags: SJCF
Incoming interface: Tunnell, RPF nbr 10.10.10.12, Partial-SC
Outgoing interface list:
GigabitEthernet3/1.3001, Forward/Sparse-Dense, 00:16:25/00:02:49, H
(6.9.0.100, 228.1.0.1), 00:14:13/00:03:29, flags: FT
Incoming interface: GigabitEthernet3/1.3001, RPF nbr 0.0.0.0, RPF-MFD
Outgoing interface list:
Tunnell, Forward/Sparse-Dense, 00:14:13/00:02:46, H

<G X afd
1

Router#

Note In this example, the show ip mroute vrf command shows that Tunnell is the MDT tunnel interface
(MTI) being used by this VRF.

Configuring Multicast VRF Routing

These sections describe how to configure multicast routing to support MVPN:
e Enabling IPv4 Multicast Routing Globally, page 25-16
e Enabling IPv4 Multicast VRF Routing, page 25-16
e Configuring a PIM VRF Register Message Source Address, page 25-16
¢ Specifying the PIM VRF Rendezvous Point (RP) Address, page 25-17
¢ Configuring a Multicast Source Discovery Protocol (MSDP) Peer, page 25-17
e Enabling IPv4 Multicast Header Storage, page 25-18
¢ Configuring the Maximum Number of Multicast Routes, page 25-18
e Sample Configuration, page 25-19
e Displaying IPv4 Multicast VRF Routing Information, page 25-20
~

Note  BGP should be already configured and operational on all routers that are sending or receiving multicast
traffic. In addition, BGP extended communities must be enabled (using the neighbor send-community
both or neighbor send-community extended command) to support the use of MDTs in the network.
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Enabling IPv4 Multicast Routing Globally

To enable IPv4 multicast routing globally, perform this task:

Command or Action Purpose

Step1 Router# configure terminal Enters global configuration mode.

Step2  Router(config)# ip multicast-routing Enables IPv4 multicast routing globally.
Router (config) # no ip multicast-routing Disables IPv4 multicast routing globally.

This example show how to enable IPv4 multicast routing globally:

Router# configure terminal
Router (config)# ip multicast-routing

Enabling IPv4 Multicast VRF Routing

To enable IPv4 multicast VRF routing, perform this task:

Command or Action Purpose

Router (config) # ip multicast-routing vrf vrf_name Enables IPv4 multicast VRF routing.
[distributed]

Router (config)# no ip multicast-routing Disables IPv4 multicast VRF routing.

When enabling IPv4 multicast VRF routing, note the following information:

e vrf_name—Specifies a particular VRF for multicast routing. The vrf_name should refer to a VRF
that has been previously created, as specified in the “Configuring a Multicast VPN Routing and
Forwarding Instance” section on page 25-9.

e distributed—(Optional) Enables Multicast Distributed Switching (MDS).

This example show how to enable IPv4 multicast VRF routing:

Router# configure terminal
Router (config)# ip multicast-routing vrf blue

Configuring a PIM VRF Register Message Source Address

To configure a PIM VREF register message source address, perform this task:

Command or Action Purpose

Router (config)# ip pim vrf vrf name register-source (Optional) Configures a PIM VREF register message source
interface_type interface number address. You can configure a loopback interface as the source
of the register messages.

Router (config)# no ip pim vrf vrf name Disables IPv4 multicast VRF routing.
register-source

This example show how to configure a PIM VREF register message source address:

Router (config)# ip pim vrf blue register-source loopback 3
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Specifying the PIM VRF Rendezvous Point (RP) Address

To specify the PIM VRF RP address, perform this task:

Command or Action Purpose

Router (config)# ip pim vrf vrf name rp-address Specifies the PIM RP IPv4 address for a (required for sparse
rp_address [access_list] [override] [bidir] PIM networks):

Router (config)# no ip pim vrf vrf name rp-address Clears the PIM RP IPv4 address.

rp_address

When specifying the PIM VRF RP address, note the following information:
e vrf vrf_name—(Optional) Specifies a particular VRF instance to be used.
e rp_address—Unicast IP address for the PIM RP router.

® access_list—(Optional) Number or name of an access list that defines the multicast groups for the
RP.

e override—(Optional) In the event of conflicting RP addresses, this particular RP overrides any RP
that is learned through Auto-RP.

¢ Dbidir—(Optional) Specifies that the multicast groups specified by the access_list argument are to
operate in bidirectional mode. If this option is not specified, the groups operate in PIM sparse mode.

¢ Use bidirectional mode whenever possible, because it offers better scalability.

This example show how to specify the PIM VRF RP address:

Router (config)# ip pim vrf blue rp-address 198.196.100.33

Configuring a Multicast Source Discovery Protocol (MSDP) Peer

To configure an MSDP peer, perform this task:

Command or Action Purpose

Router (config)# ip msdp vrf vrf name peer {peer_ name (Optiona]) Configures an MSDP peer.
\ peer_address} [connect-source interface_ type

interface_number] [remote-as ASN]

Router (config) # no ip msdp vrf vrf_name peer Clears the PIM RP IPv4 address.
{peer_name | peer_address} [connect-source

interface type interface_number] [remote-as ASN]

When configuring an MSDP peer, note the following information:
e vrf vrf_name—Specifies a particular VRF instance to be used.

o {peer_name | peer_address}—Domain Name System (DNS) name or IP address of the MSDP peer
router.

e connect-source interface_type interface_number—Interface name and number for the interface
whose primary address is used as the source IP address for the TCP connection.

¢ remote-as ASN—(Optional) Autonomous system number of the MSDP peer. This is for
display-only purposes.
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This example show how to configure an MSDP peer:

Router (config)# ip msdp peer router.cisco.com connect-source fastethernet 1/1 remote-as 109

Enabling IPv4 Multicast Header Storage

To enable IPv4 multicast header storage, perform this task:

Command or Action Purpose

Router (config)# ip multicast vrf vrf name (Optional) Enables a circular buffer to store IPv4 multicast
cache-headers [rtp] packet headers.

Router (config)# no ip multicast vrf vri name Disables IPv4 multicast header storage.

cache-headers [rtp]

When enabling IPv4 multicast header storage, note the following information:
e vrf vif_name—Allocates a buffer for the specified VRF.
¢ rtp—(Optional) Also caches Real-Time Transport Protocol (RTP) headers.
e The buffers can be displayed with the show ip mpacket command.

This example show how to enable IPv4 multicast header storage:

Router (config)# ip multicast vrf blue cache-headers

Configuring the Maximum Number of Multicast Routes

To configure the maximum number of multicast routes, perform this task:

Command or Action Purpose

Router (config)# ip multicast vrf vrf_name route-limit |(Optional) Configures the maximum number of multicast
limit [threshold] routes that can be added for multicast traffic.

Router (config)# no ip multicast vrf vrf_name Clears the configured maximum number of routes.
route-limit Iimit [threshold]

When configuring the maximum number of routes, note the following information:
e vrf vif_name— Enables route limiting for the specified VRF.

¢ [imit—The number of multicast routes that can be added. The range is from 1 to 2147483647, with
a default of 2147483647.

e threshold—(Optional) Number of multicast routes that can be added before a warning message
occurs. The valid range is from 1 to the value of the /imit parameter.

This example show how to configure the maximum number of multicast routes:

Router (config)# ip multicast vrf blue route-limit 200000 20000
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Configuring IPv4 Multicast Route Filtering

To configure IPV4 multicast route filtering, perform this task:

Command or Action Purpose

Router (config)# ip multicast mrinfo-filter (Optional) Configures IPV4 multicast route filtering with an
access_list access list. The access_list parameter can be the name or
number of a access list.

Router (config)# no ip multicast mrinfo-filter Clears the configured maximum number of routes.

This example show how to configure IPV4 multicast route filtering:

Router (config)# ip multicast mrinfo-filter 101

Sample Configuration

The following excerpt from a configuration file shows the minimum configuration that is needed to
support multicast routing for a range of VRFs. To simplify the display, only the starting and ending VRFs
are shown.

!

ip multicast-routing

ip multicast-routing vrf lite

ip multicast-routing vrf vpn201

ip multicast-routing vrf vpn202

ip multicast-routing vrf vpn249
ip multicast-routing vrf vpn250
ip multicast cache-headers

ip pim rp-address 192.0.1.1

ip pim vrf lite rp-address 104.1.1.2
ip pim vrf vpn20l rp-address 192.200.
ip pim vrf vpn202 rp-address 192.200.

N
=

ip pim vrf vpn249 rp-address 192.200.49.6
ip pim vrf vpn250 rp-address 192.200.50.6
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Displaying IPv4 Multicast VRF Routing Information

To display the known PIM neighbors for a particular MVREF, use the show ip pim vrf neighbor
command:

Router# show ip pim vrf 98 neighbor

PIM Neighbor Table

Neighbor Interface Uptime/Expires Ver DR
Address Prio/Mode
40.60.0.11 Tunnel96 00:00:31/00:01:13 wv2 17/ s
40.50.0.11 Tunnel96 00:00:54/00:00:50 w2 17/ s
Router#

Configuring Interfaces for Multicast Routing to Support MVPN

These sections describe how to configure interfaces for multicast routing to support MVPN:
e Multicast Routing Configuration Overview, page 25-20
e Configuring PIM on an Interface, page 25-20
e Configuring an Interface for IPv4 VRF Forwarding, page 25-21
e Sample Configuration, page 25-22

Multicast Routing Configuration Overview

Protocol Independent Multicast (PIM) must be configured on all interfaces that are being used for IPv4
multicast traffic. In a VPN multicast environment, you should enable PIM on at least all of the following
interfaces:

e Physical interface on a provider edge (PE) router that is connected to the backbone.
¢ Loopback interface that is used for BGP peering.

¢ Loopback interface that is used as the source for the sparse PIM rendezvous point (RP) router
address.

In addition, you must also associate MVRFs with those interfaces over which they are going to forward
multicast traffic.

BGP should be already configured and operational on all routers that are sending or receiving multicast
traffic. In addition, BGP extended communities must be enabled (using the neighbor send-community
both or neighbor send-community extended command) to support the use of MDTs in the network.

Configuring PIM on an Interface

To configure PIM on an interface, perform this task:

Command or Action Purpose

Step1 Router# configure terminal Enters global configuration mode.

Step2  Router(config)# interface type {slot/port | Enters interface configuration mode for the specified
numbers} interface.
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Command or Action Purpose

Step3  Router(config-if)# ip pim {dense-mode | Enables PIM on the interface.
sparse-mode | sparse-dense-mode}

Router (config)# no ip pim [dense-mode | Disables PIM.
sparse-mode | sparse-dense-mode]

When configuring PIM on an interface, note the following information:
e You can use one of these interface types:
— A physical interface on a provider edge (PE) router that is connected to the backbone.
— A loopback interface that is used for BGP peering.

— A loopback interface that is used as the source for the sparse PIM network rendezvous point
(RP) address.

e These are the PIM modes:
— dense-mode—Enables dense mode of operation.
— sparse-mode—Enables sparse mode of operation.

— sparse-dense-mode—Enables sparse mode if the multicast group has an RP router defined, or
enables dense mode if an RP router is not defined.

¢ Use sparse-mode for the physical interfaces of all PE routers that are connected to the backbone,
and on all loopback interfaces that are used for BGP peering or as the source for RP addressing.

This example shows how to configure PIM sparse mode on a physical interface:

Router# configure terminal
interface gigabitethernet 10/1
Router (config-if)# ip pim sparse-mode

This example shows how to configure PIM sparse mode on a loopback interface:

Router# configure terminal
Router (config)# interface loopback 2
Router (config-if)# ip pim sparse-mode

Configuring an Interface for IPv4 VRF Forwarding

To configure an interface for IPv4 VRF forwarding, perform this task:

Command or Action Purpose

Router (config-if)# ip vrf forwarding vrf_name (Optional) Associates the specified VRF routing and
forwarding tables with the interface. If this is not specified,
the interface defaults to using the global routing table.

Note  Entering this command on an interface removes the IP
address, so reconfigure the IP address.

Router (config-if)# no ip vrf forwarding [vrf_ name] Disables IPv4 VRF forwarding,

This example shows how to configure the interface for VRF blue forwarding:

Router (config-if)# ip vrf forwarding blue
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Sample Configuration

The following excerpt from a configuration file shows the interface configuration, along with the
associated MVRF configuration, to enable multicast traffic over a single MVREF:

ip multicast-routing vrf blue
ip multicast-routing

ip vrf blue

rd 100:27

route-target export 100:27
route-target import 100:27
mdt default 239.192.10.2

interface GigabitEthernetl/1
description blue connection

ip vrf forwarding blue

ip address 192.168.2.26 255.255.255.0
ip pim sparse-mode

interface GigabitEthernetl/15
description Backbone connection
ip address 10.8.4.2 255.255.255.0
ip pim sparse-mode

ip pim vrf blue rp-address 192.7.25.1
ip pim rp-address 10.1.1.1

Sample Configurations for MVPN

This section contains the following sample configurations for the MVPN feature:

e MVPN Configuration with Default MDTs Only, page 25-22

e MVPN Configuration with Default and Data MDTs, page 25-24

MVPN Configuration with Default MDTs Only

The following excerpt from a configuration file shows the lines that are related to the MVPN
configuration for three MVRFs. (The required BGP configuration is not shown.)

|

12.2

timestamps debug datetime msec
timestamps log datetime msec
password-encryption
compress-config

version
service
service
service
service
!
hostname MVPN Router

!

boot system flash slotO:
logging snmp-authfail

|

ip subnet-zero

|

1

no ip domain-lookup

ip host tftp 223.255.254.238
!
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ip vrf mvpn-cusl

rd 200:1

route-target export 200:1

route-target import 200:1

mdt default 239.1.1.1

!

ip vrf mvpn-cus2

rd 200:2

route-target export 200:2

route-target import 200:2

mdt default 239.1.1.2

!

ip vrf mvpn-cus3

rd 200:3

route-target export 200:3

route-target import 200:3

mdt default 239.1.1.3

|

ip multicast-routing

ip multicast-routing vrf mvpn-cusl

ip multicast-routing vrf mvpn-cus2

ip multicast-routing vrf mvpn-cus3

ip multicast multipath

frame-relay switching
mpls label range 4112 262143
mpls label protocol 1ldp
mpls 1ldp logging neighbor-changes
mpls 1ldp explicit-null
mpls traffic-eng tunnels

tag-switching tdp discovery directed-hello accept from 1
tag-switching tdp router-id Loopback0 force
mls ip multicast replication-mode ingress
mls ip multicast flow-stat-timer 9
mls ip multicast bidir gm-scan-interval 10
mls flow ip destination

no mls flow ipvé
mls rate-limit unicast cef glean 10 10
mls gos
mls cef error action freeze

vlan internal allocation policy ascending
vlan access-log ratelimit 2000
|
vlan 2001-2101,3501-3700,4001,4051-4080,4093
1
|
!
interface Loopback0
ip address 201.252.1.14 255.255.255.255
ip pim sparse-dense-mode
1
interface Loopbackl
ip address 209.255.255.14 255.255.255.255
1
interface Loopbackl0
ip vrf forwarding mvpn-cusl
ip address 210.101.255.14 255.255.255.255
|
interface Loopbackll
ip vrf forwarding mvpn-cusl
ip address 210.111.255.14 255.255.255.255
ip pim sparse-dense-mode
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|

interface Loopbackl2

ip vrf forwarding mvpn-cusl

ip address 210.112.255.14 255.255.255.255

|

interface GigabitEthernet3/3

mtu 9216

ip vrf forwarding mvpn-cus3

ip address 172.10.14.1 255.255.255.0
ip pim sparse-dense-mode

interface GigabitEthernet3/19

ip vrf forwarding mvpn-cus2

ip address 192.16.4.1 255.255.255.0
ip pim sparse-dense-mode

ip igmp static-group 229.1.1.1

ip igmp static-group 229.1.1.2

ip igmp static-group 229.1.1.4

|
interface GigabitEthernet3/20

ip vrf forwarding mvpn-cusl

ip address 192.16.1.1 255.255.255.0

ip pim sparse-dense-mode
|

MVPN Configuration with Default and Data MDTs

The following sample configuration includes three MVRFs that have been configured for both default
and data MDTs. Only the configuration that is relevant to the MVPN configuration is shown.

|
ip vrf vl
rd 1:1
route-target export 1:1
route-target import 1:1
mdt default 226.1.1.1
mdt data 226.1.1.128 0.0.0.7 threshold 1
|
ip vrf v2
rd 2:2
route-target export 2:2
route-target import 2:2
mdt default 226.2.2.1
mdt data 226.2.2.128 0.0.0.7
|
ip vrf v3
rd 3:3
route-target export 3:3
route-target import 3:3
mdt default 226.3.3.1
mdt data 226.3.3.128 0.0.0.7
|

ip vrf v4
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rd 155.255.255.1:4
route-target export 155.255.255.1:4
route-target import 155.255.255.1:4
mdt default 226.4.4.1
mdt data 226.4.4.128 0.0.0.7
|
ip multicast-routing
ip multicast-routing vrf vl
ip multicast-routing vrf v2
ip multicast-routing vrf v3
ip multicast-routing vrf v4
mpls label protocol 1ldp
mpls 1ldp logging neighbor-changes
tag-switching tdp router-id Loopbackl
mls ip multicast replication-mode ingress
mls ip multicast bidir gm-scan-interval 10
no mls flow ip
no mls flow ipvé
mls cef error action freeze

vlan internal allocation policy ascending
vlan access-log ratelimit 2000
|
!
interface Loopbackl
ip address 155.255.255.1 255.255.255.255
ip pim sparse-mode
1
interface Loopback4
ip vrf forwarding v4
ip address 155.255.4.4 255.255.255.255
ip pim sparse-mode
1
interface Loopbackll
ip vrf forwarding vl
ip address 155.255.255.11 255.255.255.255
ip pim sparse-dense-mode
|
interface Loopback22
ip vrf forwarding v2
ip address 155.255.255.22 255.255.255.255
ip pim sparse-mode
1
interface Loopback33
ip vrf forwarding v3
ip address 155.255.255.33 255.255.255.255
ip pim sparse-mode
|
interface Loopback44
no ip address
|
interface Loopbacklll
ip vrf forwarding vl
ip address 1.1.1.1 255.255.255.252
ip pim sparse-dense-mode
ip ospf network point-to-point

Sample Configurations for MVPN [l
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interface GigabitEthernetl/1

description Gil/1 - 155.50.1.155 255.255.255.0 - peer dut50 - mpls
mtu 9216

ip address 155.50.1.155 255.255.255.0

ip pim sparse-mode

tag-switching ip

1
interface GigabitEthernetl/2

ip vrf forwarding vl

ip address 155.1.2.254 255.255.255.0

ip pim sparse-mode

|

interface GigabitEthernetl/3

description Gil/3 - 185.155.1.155/24 - vrf vl stub peer 185.Gil/3
ip vrf forwarding vl

ip address 185.155.1.155 255.255.255.0

ip pim sparse-mode

1

interface GigabitEthernetl/48

ip vrf forwarding vl

ip address 157.155.1.155 255.255.255.0
ip pim bsr-border

ip pim sparse-dense-mode

1
interface GigabitEthernet6/1

no ip address

shutdown

1
interface GigabitEthernet6/2

ip address 9.1.10.155 255.255.255.0
media-type rj45s

|
interface Vlanl

no ip address

shutdown

1
router ospf 11 vrf vl

router-id 155.255.255.11
log-adjacency-changes

redistribute connected subnets tag 155
redistribute bgp 1 subnets tag 155
network 1.1.1.0 0.0.0.3 area 155
network 155.255.255.11 0.0.0.0 area 155
network 155.0.0.0 0.255.255.255 area 155
network 157.155.1.0 0.0.0.255 area 0

1
router ospf 22 vrf v2

router-id 155.255.255.22
log-adjacency-changes

network 155.255.255.22 0.0.0.0 area 155
network 155.0.0.0 0.255.255.255 area 155
network 157.155.1.0 0.0.0.255 area 0

|

router ospf 33 vrf v3

router-id 155.255.255.33
log-adjacency-changes

network 155.255.255.33 0.0.0.0 area 155
1

router ospf 1

log-adjacency-changes
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network 155.50.1.0 0.0.
network 155.255.255.1 0
|
router bgp 1

bgp router-id 155.255.2
no bgp default ipv4-uni
bgp log-neighbor-change
neighbor 175.255.255.1
neighbor 175.255.255.1
neighbor 185.255.255.1
neighbor 185.255.255.1
|

address-family vpnv4
neighbor 175.255.255.
neighbor 175.255.255.
neighbor 185.255.255.
neighbor 185.255.255.
exit-address-family

1

address-family ipv4d vrf
no auto-summary

no synchronization
exit-address-family

|

address-family ipv4d vrf
redistribute ospf 33

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4d vrf
redistribute ospf 22

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf
redistribute ospf 11

no auto-summary

no synchronization
exit-address-family

|
ip classless
ip route 9.255.254.1 255
no ip http server
ip pim bidir-enable
ip pim rp-address 50.255
ip pim rp-address 50.255
ip pim rp-address 50.255

0.255 area 0
.0.0.0 area 155

55.1

cast

s

remote-as 1
update-source Loopbackl
remote-as 1
update-source Loopbackl

activate
send-community extended
activate
send-community extended

vé

v3

v2

vl

.255.255.255 9.1.10.254

.2.2 MCAST.MVPN.MDT.v2 override bidir
.3.3 MCAST.MVPN.MDT.v3 override bidir
1 MCAST.MVPN.MDT.v1l override bidir

.1

ip pim vrf vl spt-threshold infinity
ip pim vrf vl send-rp-announce Loopbackll scope 16 group-list MCAST.GROUP.BIDIR bidir

ip pim vrf vl send-rp-discovery Loopbackll scope 16

ip pim vrf vl bsr-candidate Loopbacklll 0

ip msdp vrf vl peer 185.255.255.11 connect-source Loopbackll

ip msdp vrf vl cache-sa-
1

!

ip access-list standard
permit 2.2.2.2

ip access-list standard
permit 1.1.1.1

ip access-list standard
deny 226.192.1.1
permit any

state

MCAST.ANYCAST.CE

MCAST .ANYCAST.PE

MCAST .BOUNDARY.VRF.v1

Sample Configurations for MVPN [l
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ip access-list standard MCAST.GROUP.BIDIR
permit 226.192.0.0 0.0.255.255

ip access-list standard MCAST.GROUP.SPARSE
permit 226.193.0.0 0.0.255.255

ip access-list standard MCAST.MVPN.BOUNDARY.DATA.MDT
deny 226.1.1.128

permit any

ip access-list standard MCAST.MVPN.MDT.v1
permit 226.1.0.0 0.0.255.255

ip access-list standard MCAST.MVPN.MDT.v2
permit 226.2.0.0 0.0.255.255

ip access-list standard MCAST.MVPN.MDT.v3
permit 226.3.0.0 0.0.255.255

ip access-list standard MCAST.MVPN.RP.v4
permit 227.0.0.0 0.255.255.255

1

access-list 1 permit 226.1.1.1

access-1list 2 deny 226.1.1.1

access-list 2 permit any

%o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring IP Unicast Layer 3 Switching

This chapter describes how to configure IP unicast Layer 3 switching on the Catalyst 6500 series
switches.

For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

The Cisco 10S Master Command List, Release 12.2SX at this URL:
http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

IPX traffic is fast switched on the MSFC. For more information, refer to this URL.:
http://www.cisco.com/en/US/docs/ios/12_2/atipx/configuration/guide/fatipx_c.html

For information about IP multicast Layer 3 switching, see Chapter 28, “Configuring IPv4 Multicast
Layer 3 Switching.”

This chapter consists of these sections:

Understanding How Layer 3 Switching Works, page 26-2
Default Hardware Layer 3 Switching Configuration, page 26-4
Configuration Guidelines and Restrictions, page 26-4
Configuring Hardware Layer 3 Switching, page 26-5
Displaying Hardware Layer 3 Switching Statistics, page 26-6

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Understanding How Layer 3 Switching Works

These sections describe Layer 3 switching:
e Understanding Hardware Layer 3 Switching, page 26-2
e Understanding Layer 3-Switched Packet Rewrite, page 26-2

Understanding Hardware Layer 3 Switching

Hardware Layer 3 switching allows the PFC and DFCs, instead of the MSFC, to forward IP unicast
traffic between subnets. Hardware Layer 3 switching provides wire-speed forwarding on the PFC and
DFCs, instead of in software on the MSFC. Hardware Layer 3 switching requires minimal support from
the MSFC. The MSFC routes any traffic that cannot be hardware Layer 3 switched.

Hardware Layer 3 switching supports the routing protocols configured on the MSFC. Hardware Layer 3
switching does not replace the routing protocols configured on the MSFC.

Hardware Layer 3 switching runs equally on the PF3 and DFCs to provide IP unicast Layer 3 switching
locally on each module. Hardware Layer 3 switching provides the following functions:

e Hardware access control list (ACL) switching for policy-based routing (PBR)
e Hardware NetFlow switching for TCP intercept, reflexive ACL forwarding decisions
e Hardware Cisco Express Forwarding (CEF) switching for all other IP unicast traffic

Hardware Layer 3 switching on the PFC supports modules that do not have a DFC. The MSFC forwards
traffic that cannot be Layer 3 switched.

Traffic is hardware Layer 3 switched after being processed by access lists and quality of service (QoS).

Hardware Layer 3 switching makes a forwarding decision locally on the ingress-port module for each
packet and sends the rewrite information for each packet to the egress port, where the rewrite occurs
when the packet is transmitted from the Catalyst 6500 series switch.

Hardware Layer 3 switching generates flow statistics for Layer 3-switched traffic. Hardware Layer 3
flow statistics can be used for NetFlow Data Export (NDE). (See Chapter 51, “Configuring NDE”.)

Understanding Layer 3-Switched Packet Rewrite

N

Note

When a packet is Layer 3 switched from a source in one subnet to a destination in another subnet, the
Catalyst 6500 series switch performs a packet rewrite at the egress port based on information learned
from the MSFC so that the packets appear to have been routed by the MSFC.

Packet rewrite alters five fields:
e Layer 2 (MAC) destination address
e Layer 2 (MAC) source address
e Layer 3 IP Time to Live (TTL)
e Layer 3 checksum
e Layer 2 (MAC) checksum (also called the frame checksum or FCS)

Packets are rewritten with the encapsulation appropriate for the next-hop subnet.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Understanding How Layer 3 Switching Works

If Source A and Destination B are in different subnets and Source A sends a packet to the MSFC to be
routed to Destination B, the switch recognizes that the packet was sent to the Layer 2 (MAC) address of
the MSFC.

To perform Layer 3 switching, the switch rewrites the Layer 2 frame header, changing the Layer 2
destination address to the Layer 2 address of Destination B and the Layer 2 source address to the Layer 2
address of the MSFC. The Layer 3 addresses remain the same.

In IP unicast and IP multicast traffic, the switch decrements the Layer 3 TTL value by 1 and recomputes
the Layer 3 packet checksum. The switch recomputes the Layer 2 frame checksum and forwards (or, for
multicast packets, replicates as necessary) the rewritten packet to Destination B’s subnet.

A received IP unicast packet is formatted (conceptually) as follows:

Layer 2 Frame Header Layer 3 IP Header Data |FCS

Destination |Source Destination Source TTL |Checksum

MSFC MAC |Source A MAC |Destination BIP |Source AIP |n calculationl

After the switch rewrites an IP unicast packet, it is formatted (conceptually) as follows:

Layer 2 Frame Header Layer 3 IP Header Data |FCS

Destination Source Destination Source TTL |Checksum

Destination B MAC |MSFC MAC |Destination BIP |Source AIP |n-1 |calculation2

Hardware Layer 3 Switching Examples

Figure 26-1 on page 26-4 shows a simple network topology. In this example, Host A is on the Sales
VLAN (IP subnet 171.59.1.0), Host B is on the Marketing VLAN (IP subnet 171.59.3.0), and Host C is
on the Engineering VLAN (IP subnet 171.59.2.0).

When Host A initiates an HTTP file transfer to Host C, Hardware Layer 3 switching uses the information
in the local forwarding information base (FIB) and adjacency table to forward packets from Host A to
Host C.

[ oL-3999-08
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W Default Hardware Layer 3 Switching Configuration

Figure 26-1 Hardware Layer 3 Switching Example Topology

Source IP Destination | Rewrite Src/Dst| Destination
Address IP Address | MAC Address VLAN
171.59.1.2 | 171.59.3.1 Dd:Bb Marketing
171.59.1.2 | 171.59.2.2 Dd:Cc Engineering
171.59.2.2 | 171.59.1.2 Dd:Aa Sales

MAC = Aa
y
k
Host /:\

171.59.1.2

Subnet 1/Sales

Y

| Data | 171.59.1.2:171.59.2.2 [ Aa:Dd |

171.59.2.2

[ Data [171.59.1.2:17159.2.2] Dd:Cd &

Default Hardware Layer 3 Switching Configuration

Table 26-1 shows the default hardware Layer 3 switching configuration.

Table 26-1 Default Hardware Layer 3 Switching Configuration

Feature Default Value

Hardware Layer 3 switching enable state Enabled (cannot be disabled)
Cisco IOS CEF enable state on MSFC Enabled (cannot be disabled)
Cisco I0S dCEF' enable state on MSFC Enabled (cannot be disabled)

1. dCEF = Distributed Cisco Express Forwarding

Configuration Guidelines and Restrictions

Follow these guidelines and restrictions when configuring hardware Layer 3 switching:
e Hardware Layer 3 switching supports the following ingress and egress encapsulations:

— Ethernet V2.0 (ARPA)
- 802.3 with 802.2 with 1 byte control (SAPI)
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Configuring Hardware Layer 3 Switching
N

Note  For information on configuring unicast routing on the MSFC, see Chapter 22, “Configuring Layer 3
Interfaces.”

Hardware Layer 3 switching is permanently enabled. No configuration is required.

To display information about Layer 3-switched traffic, perform this task:

Command Purpose
Router# show interface {{type' slot/port} | Displays a summary of Layer 3-switched traffic.
{port-channel number}} | begin L3

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to display information about hardware Layer 3-switched traffic on Fast
Ethernet port 3/3:

Router# show interface fastethernet 3/3 | begin L3
L3 in Switched: ucast: 0 pkt, 0 bytes - mcast: 12 pkt, 778 bytes mcast
L3 out Switched: ucast: 0 pkt, 0 bytes - mcast: 0 pkt, 0 bytes
4046399 packets input, 349370039 bytes, 0 no buffer
Received 3795255 broadcasts, 2 runts, 0 giants, 0 throttles
<...output truncated...>
Router#

Note  The Layer 3 switching packet count is updated approximately every five seconds.

Cisco IOS CEF and dCEF are permanently enabled. No configuration is required to support hardware
Layer 3 switching.

With a PFC (and DFCs, if present), hardware Layer 3 switching uses per-flow load balancing based on
IP source and destination addresses. Per-flow load balancing avoids the packet reordering that can be
necessary with per-packet load balancing. For any given flow, all PFC- and DFC-equipped switches
make exactly the same load-balancing decision, which can result in nonrandom load balancing.

The Cisco 10S CEF ip load-sharing per-packet, ip cef accounting per-prefix, and ip cef accounting
non-recursive commands on the MSFC apply only to traffic that is CEF-switched in software on the
MSFC. The commands do not affect traffic that is hardware Layer 3 switched on the PFC or on
DFC-equipped switching modules.

For information about Cisco IOS CEF and dCEF on the MSFC, refer to these publications:
e The “Cisco Express Forwarding” sections at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/switch/configuration/guide/xcfcef.html
e The Cisco I10S Switching Services Command Reference publication at this URL:

http://www.cisco.com/en/US/docs/ios/12_2/switch/command/reference/fswtch_r.html
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Displaying Hardware Layer 3 Switching Statistics

Hardware Layer 3 switching statistics are obtained on a per-VLAN basis.

To display hardware Layer 3 switching statistics, perform this task:

Command Purpose
Router# show interfaces {{type' slot/port} | Displays hardware Layer 3 switching statistics.
{port-channel number}}

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to display hardware Layer 3 switching statistics:

Router# show interfaces gigabitethernet 9/5 | include Switched

L2 Switched: ucast: 8199 pkt, 1362060 bytes - mcast: 6980 pkt, 371952 bytes
L3 in Switched: ucast: 0 pkt, 0 bytes - mcast: 0 pkt, 0 bytes mcast

L3 out Switched: ucast: 0 pkt, 0 bytes - mcast: 0 pkt, 0 bytes

To display adjacency table information, perform this task:

Command Purpose

Router# show adjacency [{{type' slot/port} | Displays adjacency table information. The optional detail
{port-channel number}} | detail | internal | summary] |keyword displays detailed adjacency information, including

Layer 2 information.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to display adjacency statistics:

Router# show adjacency gigabitethernet 9/5 detail

Protocol Interface Address

IP GigabitEthernet9/5 172.20.53.206(11)
504 packets, 6110 bytes
00605C865B82
000164F83FA50800
ARP 03:49:31

Note  Adjacency statistics are updated approximately every 60 seconds.

Tip For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring IPv6 Multicast PFC3 and DFC3
Layer 3 Switching

With Release 12.2(18)SXE and later releases, the PFC3 and DFC3 provide hardware support for IPv6
multicast traffic. Use these publications to configure IPv6 multicast on Catalyst 6500 series switches:

e The Cisco 10S IPv6 Configuration Library, “Implementing IPv6 Multicast”:
http://www.cisco.com/en/US/docs/ios-xml/ios/ipv6/configuration/12-2sx/ipv6-12-2sx-book.html

e The Cisco I0S IPv6 Command Reference:
http://www.cisco.com/en/US/docs/ios/ipv6/command/reference/ipv6_book.html

These sections provide additional information about IPv6 multicast support on Catalyst 6500 series
switches:

e Features that Support IPv6 Multicast, page 27-2

e [Pv6 Multicast Guidelines and Restrictions, page 27-2

e New or Changed IPv6 Multicast Commands, page 27-3

e Configuring IPv6 Multicast Layer 3 Switching, page 27-3

e Using show Commands to Verify IPv6 Multicast Layer 3 Switching, page 27-3

1? For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Features that Support IPv6 Multicast

These features support IPv6 multicast:

¢ RPR and RPR+ redundancy mode—See Chapter 8, “Configuring RPR and RPR+
Supervisor Engine Redundancy.”

e Multicast Listener Discovery version 2 (MLDv2) snooping—See Chapter 29, “Configuring MLDv2
Snooping for IPv6 Multicast Traffic.”

N

Note MLDv1 snooping is not supported.

e [Pv6 Multicast rate limiters—See Chapter 36, “Configuring Denial of Service Protection.”

e [Pv6 Multicast: Bootstrap Router (BSR)—See the BSR information in the Cisco I0S IPv6
Configuration Library and Cisco 10S IPv6 Command Reference.

e Pv6 Access Services—See DHCPv6 Prefix Delegation—See this publication:
http://www.cisco.com/en/US/docs/ios-xml/ios/ipv6/config_library/15-sy/ipv6-15-sy-library.html

e SSM mapping for IPv6—See this publication:
http://www.cisco.com/en/US/docs/ios-xml/ios/ipv6/config_library/15-sy/ipv6-15-sy-library.html

IPv6 Multicast Guidelines and Restrictions

These guidelines and restrictions apply to IPv6 multicast support on Catalyst 6500 series switches:

e With Release 12.2(18)SXE and later releases, the PFC3 and DFC3 provide hardware support for the
following:

— Completely switched IPv6 multicast flows

— IPv6 PIM-Sparse Mode (PIM-SM) (S,G) forwarding

— Multicast RPF check for IPv6 PIM-SM (S,G) traffic using the NetFlow table
— Rate limiting of IPv6 PIM-SM (S,G) traffic that fails the multicast RPF check
- Static IPv6 multicast routes

- SSM Mapping for IPv6 (PIM-SSM)

— IPv6 multicast forwarding information base (MFIB) using the NetFlow table
— [IPv6 distributed MFIB (dMFIB) using the NetFlow table

— Link-local and link-global IPv6 multicast scopes

— Egress multicast replication with the ipv6 mfib hardware-switching command
— Ingress interface statistics for multicast routes (egress interface statistics not available)

— RPR and RPR+ redundancy mode (see Chapter 8, “Configuring RPR and RPR+
Supervisor Engine Redundancy”)

— Ingress and egress PFC QoS (see Chapter 41, “Configuring PFC QoS”)

— Input and output Cisco access-control lists (ACLs)
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New or Changed IPv6 Multicast Commands

e The PFC3 and DFC3 do not provide hardware support for the following:

Partially switched IPv6 multicast flows
PIM-SM (*,G) forwarding

Multicast RPF check for PIM-SM (*,G) traffic
Multicast helper maps

Site-local multicast scopes

Manually configured IPv6 over IPv4 tunnels
IPv6 multicast 6to4 tunnels

IPv6 multicast automatic tunnels

IPv6 over GRE tunnels

IPv6-in-1Pv6 PIM register tunnels

IPv6 multicast basic ISATAP tunnels
ISATAP tunnels with embedded 6to4 tunnels

New or Changed IPv6 Multicast Commands

Refer to the Cisco 10S Master Command List, Release 12.2SX for information about these IPv6
multicast commands, which are new or changed in Release 12.2(18)SXE:

e ipv6 mfib hardware-switching

e mls rate-limit multicast ipv6 (see Chapter 36, “Configuring Denial of Service Protection”)

e show ipv6 mfib

e show mls rate-limit (see Chapter 36, “Configuring Denial of Service Protection”)

e show platform software ipv6-multicast

¢ show tcam interface

Configuring IPv6 Multicast Layer 3 Switching

To configure IPv6 multicast Layer 3 switching, perform this task:

Command Purpose
Step1 Router(config)# ipvé unicast-routing Enables unicast routing on all Layer 3 interfaces.
Step2 Router(config)# ipvé multicast-routing Enables PIM-SM on all Layer 3 interfaces.
Step3 Router(config)# ipvé mfib hardware-switching Enables MFIB hardware switching globally.

Using show Commands to Verify IPv6 Multicast Layer 3 Switching

These sections describe how to use show commands to verify IPv6 multicast Layer 3 switching:

e Verifying MFIB Clients, page 27-4

[ oL-3999-08
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e Displaying the Switching Capability, page 27-5

e Verifying the (S,G) Forwarding Capability, page 27-5

e Verifying the (*,G) Forwarding Capability, page 27-5

e Verifying the Subnet Entry Support Status, page 27-5

e Verifying the Current Replication Mode, page 27-5

e Displaying the Replication Mode Auto Detection Status, page 27-6
e Displaying the Replication Mode Capabilities, page 27-6

e Displaying Subnet Entries, page 27-6

e Displaying the IPv6 Multicast Summary, page 27-6

e Displaying the NetFlow Hardware Forwarding Count, page 27-7

e Displaying the FIB Hardware Bridging and Drop Counts, page 27-7
¢ Displaying the Shared and Well-Known Hardware Adjacency Counters, page 27-8

~

Note  The show commands in the following sections are for a switch with a DFC3-equipped switching module
in slot 1 and a Supervisor Engine 720 with a PFC3 in slot 6.

Verifying MFIB Clients

This example shows the complete output of the show ipv6é mrib client command:

Router# show ipvé mrib client

IP MRIB client-connections

mfib ipv6:81 (connection id 0)

igmp:124 (connection id 1)

pim:281 (connection id 2)

slot 1 mfib ipv6 rp agent:15 (connection id 3)
slot 6 mfib ipv6 rp agent:15 (connection id 4)

This example shows how to display the MFIB client running on the MSFC:

Router# show ipvé mrib client | include *“mfib ipvé

mfib ipv6:81 (connection id 0)

This example shows how to display the MFIB clients running on the PFC3 and any DFC3s:

Router# show ipv6é mrib client | include slot
slot 1 mfib ipv6 rp agent:15 (connection id 3)
slot 6 mfib ipv6 rp agent:15 (connection id 4)
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Displaying the Switching Capability

This example displays the complete output of the show platform software ipv6-multicast capability
command:

Router# show platform software ipvé6-multicast capability

Hardware switching for IPv6 is enabled

(S,G) forwarding for IPv6 supported using Netflow

(*,G) bridging for IPv6 is supported using FIB
Directly-connected entries for IPv6 is supported using ACL-TCAM.

Current System HW Replication Mode : Ingress
Auto-detection of Replication Mode : ON

Slot Replication-Capability Replication-Mode

1 Ingress Ingress
2 Egress Ingress
6 Egress Ingress
8 Ingress Ingress

Verifying the (S,G) Forwarding Capability

This example shows how to verify the (S,G) forwarding:

Router# show platform software ipv6-multicast capability | include (S,G)
(S,G) forwarding for IPv6 supported using Netflow

Verifying the (*,G) Forwarding Capability

This example shows how to verify the (*,G) forwarding:

Router# show platform software ipv6-multicast capability | include (\*,G)
(*,G) bridging for IPv6 is supported using FIB

Verifying the Subnet Entry Support Status

This example shows how to verify the subnet entry support status:

Router# show platform software ipv6-multicast capability | include entries
Directly-connected entries for IPv6 is supported using ACL-TCAM.

Verifying the Current Replication Mode

Note

This example shows how to verify the current replication mode:

Router# show platform software ipv6-multicast capability | include Current
Current System HW Replication Mode : Ingress

Enter the no ipv6 mfib hardware-switching replication-mode ingress command to enable replication
mode auto detection.

[ oL-3999-08
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Displaying the Replication Mode Auto Detection Status

This example shows how to display the replication mode auto detection status:

Router# show platform software ipv6-multicast capability | include detection
Auto-detection of Replication Mode : ON

Displaying the Replication Mode Capabilities

This example shows how to display the replication mode capabilities of the installed modules:

Router# show platform software ipv6-multicast capability | begin *Slot
Slot Replication-Capability Replication-Mode

1 Ingress Ingress
2 Egress Ingress
6 Egress Ingress
8 Ingress Ingress

Displaying Subnet Entries

This example shows how to display subnet entries:

Router# show platform software ipv6-multicast connected
IPv6 Multicast Subnet entries
Flags : H - Installed in ACL-TCAM

X - Not installed in ACL-TCAM due to

label-full exception

Interface: V1lan20 [ H ]

S:20::1 G:FF00::
Interface: Vlanl0 [ H ]

S:10::1 G:FF00::
N

W’te In this example, there are subnet entries for VLAN 10 and VLAN 20.

Displaying the IPv6 Multicast Summary

This example shows how to display the IPv6 multicast summary:

Router# show platform software ipvé6-multicast summary
IPv6 Multicast Netflow SC summary on Slot[1l]:

Shortcut Type Shortcut count
,,,,,,,,,,,,,,,,,,,,,,,,,,, P
(S, G) 100

(*, G) 0

IPv6 Multicast FIB SC summary on Slot[1]:
Shortcut Type Shortcut count
,,,,,,,,,,,,,,,,,,,,,,,,,,, P
(*, G/128) 10

(*, G/m) 47

IPv6 Multicast Netflow SC summary on Slot[6]:

Shortcut Type Shortcut count
___________________________ P
(s, G) 100

(*, G) 0
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IPv6 Multicast FIB SC summary on Slot[6]:

Shortcut Type Shortcut count
,,,,,,,,,,,,,,,,,,,,,,,,,,, P
(*, G/128) 10
(*, G/m) 47

Displaying the NetFlow Hardware Forwarding Count

Note

This example shows how to display the NetFlow hardware forwarding count:

Router# show platform software ipvé6-multicast summary
IPv6 Multicast Netflow SC summary on Slot[1]:

Shortcut Type Shortcut count
___________________________ P
(s, G) 100

(*, G) 0

<...Output deleted...>

IPv6 Multicast Netflow SC summary on Slot[6]:

Shortcut Type Shortcut count
___________________________ e e
(S, G) 100

(*, G) 0

<...Output truncated...>

The NetFlow (*, G) count is always zero because PIM-SM (*,G) forwarding is supported in software on
the MSFC3.

Displaying the FIB Hardware Bridging and Drop Counts

This example shows how to display the FIB hardware bridging and drop hardware counts:

Router# show platform software ipvé6-multicast summary | begin FIB
IPv6 Multicast FIB SC summary on Slot[1]:

Shortcut Type Shortcut count
___________________________ e e
(*, G/128) 10
(*, G/m) 47

<...Output deleted...>

IPv6 Multicast FIB SC summary on Slot[6]:

Shortcut Type Shortcut count
,,,,,,,,,,,,,,,,,,,,,,,,,,, P
(*, G/128) 10
(*, G/m) 47

e The (*, G/128) value is a hardware bridge entry count.

e The (*, G/m) value is a hardware bridge/drop entry count.
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Displaying the Shared and Well-Known Hardware Adjacency Counters

The show platform software ipv6-multicast shared-adjacencies command displays the shared and
well-known hardware adjacency counters used for IPv6 multicast by entries in FIB and ACL-TCAM.

Router# show platform software ipv6-multicast shared-adjacencies

---- SLOT [1] ----

Shared IPv6 Mcast Adjacencies Index Packets Bytes
Subnet bridge adjacency 0x7F802 0 0
Control bridge adjacency 0x7 0 0
StarG_M bridge adjacency 0x8 0 0
S_G bridge adjacency 0x9 0 0
Default drop adjacency 0xA 0 0
StarG (spt == INF) adjacency O0xB 0 0
StarG (spt != INF) adjacency 0xC 0 0
---- SLOT [6] ----

Shared IPv6 Mcast Adjacencies Index Packets Bytes
Subnet bridge adjacency 0x7F802 0 0
Control bridge adjacency 0x7 0 0
StarG_M bridge adjacency 0x8 0 0
S_G bridge adjacency 0x9 0 0
Default drop adjacency 0xA 28237 3146058
StarG (spt == INF) adjacency O0xB 0 0
StarG (spt != INF) adjacency 0xC 0 0

o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring IPv4 Multicast Layer 3 Switching

This chapter describes how to configure IPv4 multicast Layer 3 switching on the Catalyst 6500 series
switches.

Note  For complete syntax and usage information for the commands used in this chapter, refer to these
publications:

e The Cisco 10S Master Command List, Release 12.2SX at this URL:
http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html
e The Release 12.2 publications at this URL:

http://www.cisco.com/en/US/products/sw/iosswrel/ps1835/products_installation_and_configuratio
n_guides_list.html

This chapter consists of these sections:
e Understanding How IPv4 Multicast Layer 3 Switching Works, page 28-2
e Understanding How IPv4 Bidirectional PIM Works, page 28-7
e Default IPv4 Multicast Layer 3 Switching Configuration, page 28-7
e [Pv4 Multicast Layer 3 Switching Configuration Guidelines and Restrictions, page 28-8
e Configuring IPv4 Multicast Layer 3 Switching, page 28-9
¢ Configuring IPv4 Bidirectional PIM, page 28-23

o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Understanding How IPv4 Multicast Layer 3 Switching Works

These sections describe how IPv4 multicast Layer 3 switching works:
e [Pv4 Multicast Layer 3 Switching Overview, page 28-2
e Multicast Layer 3 Switching Cache, page 28-2
e Layer 3-Switched Multicast Packet Rewrite, page 28-3
e Partially and Completely Switched Flows, page 28-4
e Non-RPF Traffic Processing, page 28-5
e Multicast Boundary, page 28-7
e Understanding How IPv4 Bidirectional PIM Works, page 28-7

IPv4 Multicast Layer 3 Switching Overview

The Policy Feature Card (PFC) provides Layer 3 switching for IP multicast flows using the hardware
replication table and hardware Cisco Express Forwarding (CEF), which uses the forwarding information
base (FIB) and the adjacency table on the PFC. In systems with Distributed Forwarding Cards (DFCs),
IP multicast flows are Layer 3 switched locally using Multicast Distributed Hardware Switching
(MDHS). MDHS uses local hardware CEF and replication tables on each DFC to perform Layer 3 switching
and rate limiting of reverse path forwarding (RPF) failures locally on each DFC-equipped switching module.

The PFC and the DFCs support hardware switching of (*,G) state flows. The PFC and the DFCs support
rate limiting of non-RPF traffic.

Multicast Layer 3 switching forwards IP multicast data packet flows between IP subnets using advanced
application-specific integrated circuit (ASIC) switching hardware, which offloads processor-intensive
multicast forwarding and replication from network routers.

Layer 3 flows that cannot be hardware switched are still forwarded in the software by routers. Protocol
Independent Multicast (PIM) is used for route determination.

The PFC and the DFCs all use the Layer 2 multicast forwarding table to determine on which ports Layer
2 multicast traffic should be forwarded (if any). The multicast forwarding table entries are populated in
conjunction with Internet Group Management Protocol (IGMP) snooping (see Chapter 30, “Configuring
IGMP Snooping for IPv4 Multicast Traffic”).

Multicast Layer 3 Switching Cache

This section describes how the PFC and the DFCs maintain Layer 3 switching information in hardware
tables.

The PFC and DFC populate the (S,G) or (*,G) flows in the hardware FIB table with the appropriate
masks; for example, (S/32, G/32) and (*/0, G/32). The RPF interface and the adjacency pointer
information is also stored in each entry. The adjacency table contains the rewrite and a pointer to the
replication entries. If a flow matches a FIB entry, the RPF check compares the incoming interface/VLAN
with the entry. A mismatch is an RPF failure, which can be rate limited if this feature is enabled.

The MSFC updates its multicast routing table and forwards the new information to the PFC whenever it
receives traffic for a new flow. In addition, if an entry in the multicast routing table on the MSFC ages
out, the MSFC deletes the entry and forwards the updated information to the PFC. In systems with DFCs,
flows are populated symmetrically on all DFCs and on the PFC.
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The Layer 3 switching cache contains flow information for all active Layer 3-switched flows. After the
switching cache is populated, multicast packets identified as belonging to an existing flow can be
Layer 3 switched based on the cache entry for that flow. For each cache entry, the PFC maintains a list
of outgoing interfaces for the IP multicast group. From this list, the PFC determines onto which VLANs
traffic from a given multicast flow should be replicated.

These commands affect the Layer 3 switching cache entries:

e When you clear the multicast routing table using the clear ip mroute command, all multicast Layer
3 switching cache entries are cleared.

¢  When you disable IP multicast routing on the MSFC using the no ip multicast-routing command,
all multicast Layer 3 switching cache entries on the PFC are purged.

¢ When you disable multicast Layer 3 switching on an individual interface basis using the no mls
ipmulticast command, flows that use this interface as the RPF interface are routed only by the
MSEFC in software.

Layer 3-Switched Multicast Packet Rewrite

When a multicast packet is Layer 3 switched from a multicast source to a destination multicast group,
the PFC and the DFCs perform a packet rewrite that is based on information learned from the MSFC and
stored in the adjacency table.

For example, Server A sends a multicast packet addressed to IP multicast group G1. If there are members
of group G1 on VLANSs other than the source VLAN, the PFC must perform a packet rewrite when it
replicates the traffic to the other VLANSs (the switch also bridges the packet in the source VLAN).

When the PFC receives the multicast packet, it is (conceptually) formatted as follows:

Layer 2 Frame Header Layer 3 IP Header Data |FCS
Destination Source Destination Source TTL Checksum
Group G1 MAC! Source A MAC Group G1 IP Source A IP n calculationl

1. In this example, Destination B is a member of Group G1.

The PFC rewrites the packet as follows:

¢ Changes the source MAC address in the Layer 2 frame header from the MAC address of the host to
the MAC address of the MSFC (This is the burned-in MAC address of the system. This MAC address
will be the same for all outgoing interfaces and cannot be modified. This MAC address can be displayed
using the show mls multicast statistics command.)

¢ Decrements the IP header Time to Live (TTL) by one and recalculates the IP header checksum

The result is a rewritten IP multicast packet that appears to have been routed. The PFC replicates the
rewritten packet onto the appropriate destination VLANSs, where it is forwarded to members of IP
multicast group G1.

After the PFC performs the packet rewrite, the packet is (conceptually) formatted as follows:

Frame Header IP Header Data |FCS
Destination Source Destination Source TTL Checksum
Group G1 MAC MSFC MAC Group G1 IP Source A IP n—1I calculation2
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Partially and Completely Switched Flows

When at least one outgoing Layer 3 interface for a given flow is multilayer switched and at least one
outgoing interface is not multilayer switched, that flow is considered partially switched. When a partially
switched flow is created, all multicast traffic belonging to that flow still reaches the MSFC and is
forwarded by software on those outgoing interfaces that are not multilayer switched.

These sections describe partially and completely switched flow:

Partially Switched Flows, page 28-4
Completely Switched Flows, page 28-5

Partially Switched Flows

A flow might be partially switched instead of completely switched in these situations:

If the switch is configured as a member of the IP multicast group on the RPF interface of the
multicast source (using the ip igmp join-group command).

During the registering state, if the switch is the first-hop router to the source in PIM sparse mode (in
this case, the switch must send PIM-register messages to the rendezvous point [RP]).

If the multicast TTL threshold is configured on an outgoing interface for the flow (using the ip
multicast ttl-threshold command).

If the multicast helper is configured on the RPF interface for the flow, and multicast to broadcast
translation is required.

With a PFC2, if the outgoing interface is a generic routing encapsulation (GRE) tunnel interface.

With a PFC3 and releases earlier than Release 12.2(18)SXE, if the outgoing interface is a generic
routing encapsulation (GRE) tunnel interface.

If the outgoing interface is a Distance Vector Multicast Routing Protocol (DVMRP) tunnel interface.

If Network Address Translation (NAT) is configured on an interface and source address translation
is required for the outgoing interface.

Flows are partially switched if any of the outgoing interfaces for a given flow are not Layer 3
switched.

(S,G) flows are partially switched instead of completely switched in these situations:

(S,G) flows are partially switched if the (S,G) entry has the RPT-bit (R bit) set.

(S,G) flows are partially switched if the (S,G) entry does not have the SPT bit (T flag) set and the
Prune bit (P flag) set.

(*,G) flows are partially switched instead of completely switched in these situations:

(*,G) flows are partially switched on the last-hop leaf router if the shared-tree to shortest-path-tree
(SPT) threshold is not equal to infinity. This allows the flow to transition from the SPT.

(*,G) flows are partially switched if at least one (S,G) entry has the same RPF as a (*,g) entry but
any of these is true:

— The RPT flag (R bit) is not set.
— The SPT flag (T bit) is not set.
— The Prune-flag (P bit) is not set.
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e (*,G) flows are partially switched if a DVMRP neighbor is detected on the input interface of a (*,G)
entry.

e (*,G) flows are partially switched if the interface and mask entry is not installed for the
RPF-interface of a (*,G) entry and the RPF interface is not a point-to-point interface.

e In PFC2 systems, (*,G) flows will be partially switched on the last-hop leaf router if the shared-tree
to shortest-path-tree (SPT) threshold is not equal to infinity. This allows the flow to transition from
SPT.

With a PFC2, flows matching an output ACL on an outgoing interface are routed in software.

Completely Switched Flows

Note

When all the outgoing interfaces for a given flow are Layer 3 switched, and none of the above situations
apply to the flow, that flow is considered completely switched. When a completely switched flow is

created, the PFC prevents multicast traffic bridged on the source VLAN for that flow from reaching the
MSEFC interface in that VLAN, freeing the MSFC of the forwarding and replication load for that flow.

One consequence of a completely switched flow is that multicast statistics on a per-packet basis for that
flow cannot be recorded. Therefore, the PFC periodically sends multicast packet and byte count statistics
for all completely switched flows to the MSFC. The MSFC updates the corresponding multicast routing
table entry and resets the expiration timer for that multicast route.

A (*,QG) state is created on the PIM-RP or for PIM-dense mode but is not used for forwarding the
flows, and Layer 3 switching entries are not created for these flows.

Non-RPF Traffic Processing

These sections describe non-RPF traffic processing:
e Non-RPF Traffic Overview, page 28-5
e Filtering of RPF Failures for Stub Networks, page 28-6
e Rate Limiting of RPF Failure Traffic, page 28-6

Non-RPF Traffic Overview

In a redundant configuration where multiple routers connect to the same LAN segment, only one router
forwards the multicast traffic from the source to the receivers on the outgoing interfaces (see

Figure 28-1). In this kind of topology, only the PIM designated router (PIM DR) forwards the data in the
common VLAN, but the non-PIM DR receives the forwarded multicast traffic. The redundant router
(non-PIM DR) must drop this traffic because it has arrived on the wrong interface and fails the RPF
check. Traffic that fails the RPF check is called non-RPF traffic.

The Catalyst 6500 series switch processes non-RPF traffic in hardware on the PFC by filtering (dropping)
or rate limiting the non-RPF traffic.
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Figure 28-1 Redundant Multicast Router Configuration in a Stub Network
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Filtering of RPF Failures for Stub Networks

The PFC and the DFCs support ACL-based filtering of RPF failures for sparse mode stub networks.
When you enable the ACL-based method of filtering RPF failures by entering the mls ip multicast stub
command on the redundant router, the following ACLs automatically download to the PFC and are
applied to the interface you specify:

access-list 100 permit ip A.B.C.0 0.0.0.255 any
access-list 100 permit ip A.B.D.0 0.0.0.255 any
access-list 100 permit ip any 224.0.0.0 0.0.0.255
access-list 100 permit ip any 224.0.1.0 0.0.0.255
access-1list 100 deny ip any 224.0.0.0 15.255.255.255

The ACLs filter RPF failures and drop them in hardware so that they are not forwarded to the router.

Use the ACL-based method of filtering RPF failures only in sparse mode stub networks where there are
no downstream routers. For dense mode groups, RPF failure packets have to be seen on the router for
the PIM assert mechanism to function properly. Use CEF-based or NetFlow-based rate limiting to limit
the rate of RPF failures in dense mode networks and sparse mode transit networks.

For information on configuring ACL-based filtering of RPF failures, see the “Configuring ACL-Based
Filtering of RPF Failures” section on page 28-17.

Rate Limiting of RPF Failure Traffic

When you enable rate limiting of packets that fail the RPF check (non-RPF packets), most non-RPF
packets are dropped in hardware. According to the multicast protocol specification, the router needs to
receive the non-RPF packets for the PIM assert mechanism to function properly, so all non-RPF packets
cannot be dropped in hardware.

When a non-RPF packet is received, a NetFlow entry is created for each non-RPF flow.
When the first non-RPF packet arrives, the PFC bridges the packet to the MSFC and to any bridged ports
and creates a NetFlow entry that contains source, group, and ingress interface information, after which

the NetFlow entry handles all packets for that source and group, sending packets only to bridged ports
and not to the MSFC.

To support the PIM assert mechanism, the PFC periodically forwards a percentage of the non-RPF flow
packets to the MSFC.
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The first packets for directly connected sources in PIM sparse mode are also rate-limited and are processed
by the CPU.

Rate limiting of RPF failures is disabled by default.

Multicast Boundary

The multicast boundary feature allows you to configure an administrative boundary for multicast group
addresses. By restricting the flow of multicast data packets, you can reuse the same multicast group
address in different administrative domains.

You configure the multicast boundary on an interface. A multicast data packet is blocked from flowing
across the interface if the packet’s multicast group address matches the access control list (ACL)
associated with the multicast boundary feature.

Multicast boundary ACLs can be processed in hardware by the Policy Feature Card (PFC), a Distributed
Forwarding Card (DFC), or in software by the Multilayer Switch Feature Card (MSFC). The multicast
boundary ACLs are programmed to match the destination address of the packet. These ACLs are applied
to traffic on the interface in both directions (input and output).

To support multicast boundary ACLs in hardware, the switch creates new ACL TCAM entries or
modifies existing ACL TCAM entries (if other ACL-based features are active on the interface). To verify
TCAM resource utilization, enter the show tcam counts ip command.

If you configure the filter-autorp keyword, the administrative boundary also examines auto-RP
discovery and announcement messages and removes any auto-RP group range announcements from the
auto-RP packets that are denied by the boundary ACL.

Understanding How IPv4 Bidirectional PIM Works

The PFC3 supports hardware forwarding of IPv4 bidirectional PIM groups. To support IPv4
bidirectional PIM groups, the PFC3 implements a new mode called designated forwarder (DF) mode.
The designated forwarder is the router elected to forward packets to and from a segment for a IPv4
bidirectional PIM group. In DF mode, the supervisor engine accepts packets from the RPF and from the
DF interfaces.

When the supervisor engine is forwarding IPv4 bidirectional PIM groups, the RPF interface is always
included in the outgoing interface list of (*,G) entry, and the DF interfaces are included depending on
IGMP/PIM joins.

If the route to the RP becomes unavailable, the group is changed to dense mode. Should the RPF link to
the RP become unavailable, the IPv4 bidirectional PIM flow is removed from the hardware FIB.

For information on configuring IPv4 bidirectional PIM, see the “Configuring IPv4 Bidirectional PIM”
section on page 28-23.

Default IPv4 Multicast Layer 3 Switching Configuration

Table 28-1 shows the default IP multicast Layer 3 switching configuration.
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Table 28-1 Default IP Multicast Layer 3 Switching Configuration

Feature Default Value

ACL for stub networks Disabled on all interfaces

Installing of directly connected subnet entries Enabled globally

Multicast routing Disabled globally
PIM routing Disabled on all interfaces
IP multicast Layer 3 switching Enabled when multicast routing is enabled and PIM

is enabled on the interface

Shortcut consistency checking Enabled

Internet Group Management Protocol (IGMP) snooping is enabled by default on all VLAN interfaces. If
you disable IGMP snooping on an interface, multicast Layer 3 flows are still switched by the hardware.
Bridging of the flow on an interface with IGMP snooping disabled causes flooding to all forwarding
interfaces of the VLAN. For details on configuring IGMP snooping, see Chapter 30, “Configuring IGMP
Snooping for IPv4 Multicast Traffic.”

IPv4 Multicast Layer 3 Switching Configuration Guidelines and

Restrictions

These sections describe IP Multicast Layer 3 switching configuration restrictions:

Restrictions

Restrictions, page 28-8
Unsupported Features, page 28-9

IP multicast Layer 3 switching is not provided for an IP multicast flow in the following situations:

For IP multicast groups that fall into the range 224.0.0.* (where * is in the range 0 to 255), which
is used by routing protocols. Layer 3 switching is supported for groups 224.0.2.% to 239.% *.*.

~

Note  Groups in the 224.0.0.* range are reserved for routing control packets and must be flooded
to all forwarding ports of the VLAN. These addresses map to the multicast MAC address
range 01-00-5E-00-00-xx, where xx is in the range 0—OxFF.

For PIM auto-RP multicast groups (IP multicast group addresses 224.0.1.39 and 224.0.1.40).

For packets with IP options. However, packets in the flow that do not specify IP options are hardware
switched.

For source traffic received on tunnel interfaces (such as MBONE traffic).
If a (S,G) entry for sparse mode does not have the SPT-bit, RPT-bit, or Pruned flag set.

A (*,G) entry is not hardware switched if at least one (S,G) entry has an RPF different from the (*,G)
entry’s RPF and the (S,G) is not hardware switched.
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If the ingress interface of a (S,G) or (*,G) entry is null, except if the (*,G) entry is a [Pv4
bidirectional PIM entry and the switch is the RP for the group.

For IPv4 bidirectional PIM entries when a DF interface or RPF interface is a tunnel.
With a PFC2, NAT translations for multicast packets is handled in software.

With a PFC2, GRE tunnel encapsulation and de-encapsulation for multicast packets is handled in
software.

With a PFC3 and releases earlier than Release 12.2(18)SXE, GRE tunnel encapsulation and
de-encapsulation for multicast packets is handled in software.

Supervisor Engine 32 does not support egress multicast replication and cannot detect the multicast
replication mode.

Unsupported Features

If you enable IP multicast Layer 3 switching, IP accounting for Layer 3 interfaces does not report
accurate values. The show ip accounting command is not supported.

Configuring IPv4 Multicast Layer 3 Switching

These sections describe how to configure IP multicast Layer 3 switching:

Source-Specific Multicast with IGMPv3, IGMP v3lite, and URD, page 28-10
Enabling IPv4 Multicast Routing Globally, page 28-10

Enabling IPv4 PIM on Layer 3 Interfaces, page 28-10

Enabling IP Multicast Layer 3 Switching on Layer 3 Interfaces, page 28-11
Configuring the Replication Mode, page 28-12

Enabling Local Egress Replication, page 28-14

Configuring the Layer 3 Switching Global Threshold, page 28-15

Enabling Installation of Directly Connected Subnets, page 28-15

Specifying the Flow Statistics Message Interval, page 28-16

Configuring IPv4 Bidirectional PIM, page 28-23

Setting the IPv4 Bidirectional PIM Scan Interval, page 28-24

Enabling Shortcut-Consistency Checking, page 28-16

Configuring ACL-Based Filtering of RPF Failures, page 28-17

Displaying RPF Failure Rate-Limiting Information, page 28-17

Configuring Multicast Boundary, page 28-18

Displaying IPv4 Multicast Layer 3 Hardware Switching Summary, page 28-18
Displaying the IPv4 Multicast Routing Table, page 28-21

Displaying IPv4 Multicast Layer 3 Switching Statistics, page 28-22
Displaying IPv4 Bidirectional PIM Information, page 28-25

Using IPv4 Debug Commands, page 28-27
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e C(Clearing IPv4 Multicast Layer 3 Switching Statistics, page 28-27
¢ Redundancy for Multicast Traffic, page 28-28

~

Note  When you are in configuration mode you can enter EXEC mode commands by entering the do keyword
before the EXEC mode command.

Source-Specific Multicast with IGMPv3, IGMP v3lite, and URD

For complete information and procedures about source-specific multicast with IGMPv3, IGMP v3lite,
and URL Rendezvous Directory (URD), refer to this URL:

http://www.cisco.com/en/US/docs/ios/12_2/ip/configuration/guide/1cfssm.html

Enabling IPv4 Multicast Routing Globally

You must enable IP multicast routing globally before you can enable IP multicast Layer 3 switching on
Layer 3 interfaces.

For complete information and procedures, refer to these publications:
e Cisco IOS IP and IP Routing Configuration Guide, Release 12.2, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/ip/configuration/guide/fipr_c.html
e Cisco IOS IP and IP Routing Command Reference, Release 12.1, at this URL:
http://www.cisco.com/en/US/docs/ios/12_2/ipaddr/command/reference/fipras_r.html

To enable IP multicast routing globally, perform this task:

Command Purpose
Router (config)# ip multicast-routing Enables IP multicast routing globally.
Router (config) # no ip multicast-routing Disables IP multicast routing globally.

This example shows how to enable multicast routing globally:

Router (config)# ip multicast-routing
Router (config) #

Enabling IPv4 PIM on Layer 3 Interfaces

You must enable PIM on the Layer 3 interfaces before IP multicast Layer 3 switching functions on those
interfaces.
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To enable IP PIM on a Layer 3 interface, perform this task:

Command Purpose

Step1 Router(config)# interface {{vlan vlan ID} | Selects an interface to configure.
{type' slot/port}}

Step2 Router(config-if)# ip pim {dense-mode | Enables IP PIM on a Layer 3 interface.
sparse-mode \ sparse-dense-mode}
Router (config-if)# no ip pim [dense-mode | Disables IP PIM on a Layer 3 interface.
sparse-mode \ sparse-dense-mode]

1.

type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to enable PIM on an interface using the default mode (sparse-dense-mode):

Router (config-if)# ip pim
Router (config-if) #

This example shows how to enable PIM sparse mode on an interface:

Router (config-if)# ip pim sparse-mode
Router (config-if) #

Enabling IP Multicast Layer 3 Switching Globally

To enable hardware switching of multicast routes globally on your system, perform this task:

Command

Purpose

Step1 Router(config)# mls ip multicast

Globally enables hardware switching of multicast routes.

StepZ Router# show mls ip multicast

Displays MLS IP multicast configuration.

This example shows how to globally enable hardware switching of multicast routes:

Router (config)# mls ip multicast
Router (config) #

Enabling IP Multicast Layer 3 Switching on Layer 3 Interfaces

Note

IP multicast Layer 3 switching is enabled by default on the Layer 3 interface when you enable PIM on
the interface. Perform this task only if you disabled IP multicast Layer 3 switching on the interface and
you want to reenable it.

PIM can be enabled on any Layer 3 interface, including VLAN interfaces.

You must enable PIM on all participating Layer 3 interfaces before IP multicast Layer 3 switching will
function. For information on configuring PIM on Layer 3 interfaces, see the “Enabling IPv4 PIM on
Layer 3 Interfaces” section on page 28-10.
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To enable IP multicast Layer 3 switching on a Layer 3 interface, perform this task:

Command Purpose
Step1 Router(config)# interface {{vlan vlan ID} | Selects an interface to configure.
{type' slot/port}}
Step2 Router(config-if)# mls ip multicast Enables IP multicast Layer 3 switching on a Layer 3
interface.
Step3 Router(config-if)# no mls ip multicast Disables IP multicast Layer 3 switching on a Layer 3
interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to enable IP multicast Layer 3 switching on a Layer 3 interface:

Router (config-if)# mls ip multicast
Router (config-if) #

Configuring the Replication Mode

N

Note

Note

Supervisor Engine 32 and Supervisor Engine 2 support only ingress replication mode.

With a Supervisor Engine 720, Release 12.2(18)SXF and later releases support the egress keyword.
Support for the egress keyword is called “Multicast Enhancement - Replication Mode Detection” in the
release notes and Feature Navigator.

By default, a Supervisor Engine 720 automatically detects the replication mode based on the module
types installed in the system. If all modules are capable of egress replication, the system uses
egress-replication mode. If the supervisor engine detects modules that are not capable of egress
replication, the replication mode automatically changes to ingress replication. You can override this
action by entering the mls ip multicast replication-mode egress command so that the system continues
to work in egress-replication mode even if there are fabric-enabled modules installed that do not support
egress replication (for example, OSMs). You can also configure the system to operate only in
ingress-replication mode.

If the system is functioning in automatic detection mode, and you install a module that cannot perform
egress replication, the following occurs:

¢ The system reverts to ingress mode
e A system log is generated

If the system is functioning in forced egress mode, a system log is created that will display the presence
of modules that are not capable of egress replication mode.

If you configure forced egress mode in a system that has fabric-enabled modules that are not capable of
egress replication, you must make sure that these modules are not sourcing or receiving multicast traffic.

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Egress mode is not compatible with QoS or SPAN. When QoS is configured, egress replication can result
in the incorrect COS or DSCP marking of packets. When SPAN is configured, egress replication can
result in multicast packets not being sent to the SPAN destination port. If you are using QoS or SPAN
and your switching modules are capable of egress replication, enter the mls ip multicast
replication-mode ingress command to force ingress replication.

During a change from egress- to ingress-replication mode, traffic interruptions may occur because the
shortcuts will be purged and reinstalled. To avoid interruptions in traffic forwarding, enter the mls ip
multicast replication-mode ingress command in global configuration mode. This command forces the
system to operate in ingress-replication mode.

The no form of the mls ip multicast replication-mode ingress command restores the system to
automatic detection mode.

To enable IP multicast Layer 3 switching, perform this task:

Command

Purpose

Step1 Router(config)# mls ip multicast replication-mode Specﬁiesthere[ﬂicaﬁon mode.

[egress | ingress]
Note Release 12.2(18)SXF and later releases support
the egress keyword.
Step2 Router# show mls ip multicast capability Displays the configured replication mode.
Step3 Router# show mls ip multicast summary Displays the replication mode and if automatic detection

is enabled or disabled.

This example shows how to enable the replication mode:

Router (config)# mls ip multicast replication-mode egress
Router# show mlp ip multicast capability

Current mode of replication is Ingress

Configured replication mode is Egress

Slot Multicast replication capability
2 Egress
3 Egress
4 Ingress
5 Egress
6 Egress

Router# show mls ip multicast summary

4 MMLS entries using 656 bytes of memory
Number of partial hardware-switched flows:2
Number of complete hardware-switched flows:2

Directly connected subnet entry install is enabled
Current mode of replication is Ingress
Auto-detection of replication mode is enabled
Consistency checker is enabled

Router (config)#
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Enabling Local Egress Replication

Step 1

Step 2
Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF

)

Note

S

Supervisor Engine 32 and Supervisor Engine 2 support only ingress replication mode.

With a Supervisor Engine 720, Release 12.2(18)SXF and later releases allow you to unconditionally
enable local egress replication. This feature is called “Multicast enhancement - egress replication
performance improvement” in the release notes and Feature Navigator.

DFC-equipped modules with dual switch-fabric connections host two packet replication engines, one per
fabric connection. Each replication engine is responsible for forwarding packets to and from the
interfaces associated with the switch-fabric connections. The interfaces that are associated with a
switch-fabric connection are considered to be “local” from the perspective of the packet replication
engine.

With Release 12.2(18)SXF and later releases, you can prevent redundant replication of multicast packets
across the switch-fabric connection by entering a command that instructs the two replication engines on
these modules to forward packets only to local interfaces which are associated with the switch-fabric
connection that the replication engine supports.

When you enable this feature, the multicast expansion table (MET) for each replication engine is
populated with the local Layer 3 interfaces only. This action prevents replication for interfaces that are
not supported by the replication engine (nonlocal interfaces) and increases replication performance.

Local egress replication is supported with the following software configuration and hardware:
e [Pv4 egress replication mode
¢ Dual fabric-connection DFC-equipped modules
e Layer 3-routed interfaces and subinterfaces that are not part of a port channel
The local egress replication feature is not supported for the following internal VLANS:
e FEgress internal VLAN
e Partial-shortcut internal VLAN
e Internal VLAN for Multicast VPN Multicast Distribution Tree (MDT) tunnel
e Point-to-point tunnel internal VLAN
e QoS internal VLAN

Note  The local egress replication feature is not supported with IPv6 multicast or in a system that has a mix of
IPv4 and IPv6 multicast enabled.
To enable local egress replication, perform this task:
Command Purpose
Router (config)# mls ip multicast egress local Enables local egress replication,
Note  This command requires a system reset for the
configuration to take effect.
Router # reload Reloads the system.
Router# show mls ip multicast capability Displays the configured replication mode.
Router# show mls cef ip multicast detail
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This example shows how to enable local egress replication:

Router (config)# mls ip multicast egress local
Router (config)# exit

Router # reload

Router # show mls ip multicast capability
Current mode of replication is Ingress
Configured replication mode is Egress

Egress Local is Enabled

Slot Multicast replication capability Egress Local
2 Egress No

Egress Yes

Ingress No

Egress No

Egress No

o U b W

Configuring the Layer 3 Switching Global Threshold

You can configure a global multicast rate threshold (specified in packets per second) below which all
multicast traffic is routed by the MSFC. This configuration prevents creation of switching cache entries
for low-rate Layer 3 flows.

Note  This command does not affect flows that are already being routed. To apply the threshold to existing
routes, clear the route and let it reestablish.
To configure the Layer 3 switching threshold, perform this task:
Command Purpose
Router (config)# mls ip multicast threshold ppsec (jonﬁguresthe]}’hdhdLS threshold.
Router (config)# no mls ip multicast threshold Reverts to the default IP MMLS threshold.

This example shows how to configure the Layer 3 switching threshold to 10 packets per second:

Router (config)# mls ip multicast threshold 10
Router (config) #

Enabling Installation of Directly Connected Subnets

In PIM sparse mode, a first-hop router that is the designated router for the interface may need to
encapsulate the source traffic in a PIM register message and unicast it to the rendezvous point. To prevent
new sources for the group from being learned in the routing table, the (*,G) flows should remain as
completely hardware-switched flows. When (subnet/mask, 224/4) entries are installed in the hardware,
the FIB allows both (*,G) flows to remain completely hardware-switched flows, and new, directly
connected sources to be learned correctly. The installation of directly connected subnets is enabled
globally by default. One (subnet/mask, 224/4) is installed per PIM-enabled interface.

To view FIB entries, enter the show mls ip multicast connected command.

To enable installation of directly connected subnets, perform this task:

[ oL-3999-08
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Command Purpose
Router (config) # mls ip multicast connected Enables installation of directly connected subnets.
Router (config)# no mls ip multicast connected Disables installation of directly connected subnets.

This example shows how to enable installation of directly connected subnets:

Router (config)# mls ip multicast connected
Router (config) #

Specifying the Flow Statistics Message Interval

By default, the supervisor engine forwards flow statistics messages to the MSFC every 25 seconds. The
messages are forwarded in batches, and each batch of messages contains statistics for 25 percent of all
flows. If you leave the interval at the default of 25 seconds, it will take 100 seconds to forward statistics for
all flows to the MSFC.

To specify how often flow statistics messages forwarded from the supervisor engine to the MSFC,
perform this task:

Command Purpose

Router (config)# mls ip multicast flow-stat-timer num Specifies how the supervisor engine forwards flow
statistics messages to the MSFC.

Router (config)# no mls ip multicast flow-stat-timer num |Restores the default.

This example shows how to configure the supervisor engine to forward flow statistics messages to the
MSFC every 10 seconds:

Router (config)# mls ip multicast flow-stat-timer 10
Router (config) #

Enabling Shortcut-Consistency Checking

When you enable the shortcut-consistency checking feature, the multicast route table and the
multicast-hardware entries are checked for consistency, and any inconsistencies are corrected. You can
view inconsistencies by entering the show mls ip multicast consistency-check command.

If consistency checking is enabled, the multicast route table will be scanned every two seconds and a full
scan is completed within 4 minutes.

To enable shortcut-consistency checking, perform this task:

Command Purpose

Router (config)# mls ip multicast consistency-check Enables shortcut-consistency checking_

Router (config)# no mls ip multicast consistency-check num |Restores the default.
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This example shows how to enable the hardware shortcut-consistency checker:

Router (config)# mls ip multicast consistency-check
Router (config)#

Configuring ACL-Based Filtering of RPF Failures

When you configure ACL-based filtering of RPF failures, ACLs that filter RPF failures in hardware are
downloaded to the hardware-based ACL engine and applied on the interface you specify.

To enable ACL-based filtering of RPF failures on an interface, perform this task:

Command Purpose
Step1 Router(config)# interface {{vlan vlan ID} | Selects an interface to configure.
{type' slot/port} | {port-channel number}}
Step2 Router (config-if)# mls ip multicast stub Enables ACL-based filtering of RPF failures on an
interface.
Router (config-if)# no mls ip multicast stub Disables ACL-based filtering of RPF failures on an
interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

Displaying RPF Failure Rate-Limiting Information

To display RPF failure rate-limiting information, perform this task:

Command Purpose

Router# show mls ip multicast summary Displays RPF failure rate-limiting information.

This example shows how to display RPF failure rate-limiting information:

Router# show mls ip multicast summary

10004 MMLS entries using 1280464 bytes of memory
Number of partial hardware-switched flows:4
Number of complete hardware-switched flows:10000
Router#
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Configuring Multicast Boundary

To configure a multicast boundary, perform this task:

Command

Purpose

Step1 Router(config)# interface {{vlan vlan ID} |
{type! slot/port} | {port-channel number}}

Selects an interface to configure.

Step2 Router(config-if)# ip multicast boundary
access_list [filter-autorp]

Router (config-if)# no ip multicast boundary

Enables an administratively scoped boundary on an
interface.

e For access_list, specify the access list that you have
configured to filter the traffic at this boundary.

e (Optional) Specify filter-autorp to filter auto-RP
messages at this boundary.

Disables the multicast boundary for this interface.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

)

Note  If you configure the filter-autorp keyword, the administrative boundary examines auto-RP discovery
and announcement messages and removes any auto-RP group range announcements from the auto-RP
packets that are denied by the boundary ACL. An auto-RP group range announcement is permitted and
passed by the boundary only if all addresses in the auto-RP group range are permitted by the boundary
ACL. If any address is not permitted, the entire group range is filtered and removed from the auto-RP
message before the auto-RP message is forwarded.

The following example sets up a multicast boundary for all administratively scoped addresses:

Router
Router

Router

(config)# access-list 1 deny 239.0.0.0 0.255.255.255

(config)# access-list 1 permit 224.0.0.0 15.255.255.255
Router (config)# interface gigabitethernet 5/2

(config-if)# ip multicast boundary 1

Displaying IPv4 Multicast Layer 3 Hardware Switching Summary

~

Note  The show interface statistics command does not display hardware-switched packets, only packets

switched by software.

The show ip pim interface count command displays the IP multicast Layer 3 switching enable state on
IP PIM interfaces and the number of packets received and sent on the interface.
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To display IP multicast Layer 3 switching information for an IP PIM Layer 3 interface, perform one of
these tasks:

Command Purpose

Router# show ip pim interface [{{vlan vlan_ID} | Displays IP multicast Layer 3 switching enable state

{type' slot/port} | {port-channel number}}] count information for all MSFC IP PIM Layer 3 interfaces.

Router# show ip interface Displays the IP multicast Layer 3 switching enable state on
the Layer 3 interfaces.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

Note

These examples show how to display the IP PIM configuration of the interfaces:

Router# show ip pim interface count

State:* - Fast Switched, D - Distributed Fast Switched
H - Hardware Switching Enabled

Address Interface FS Mpackets In/Out
10.15.1.20 GigabitEthernet4/8 * H 952/4237130770
10.20.1.7 GigabitEthernet4/9 * H 1385673757/34
10.25.1.7 GigabitEthernet4/10* H 0/34

10.11.1.30 FastEthernet6/26 * H 0/0

10.37.1.1 FastEthernet6/37 * H 0/0

1.22.33.44 FastEthernet6/47 * H 514/68

The “*” flag indicates that this interface can be fast switched and the “H” flag indicates that this interface
is hardware switched. The “In” flag indicates the number of multicast packet bytes that have been
received on the interface. The “Out” flag indicates the number of multicast packet bytes that have been
forwarded from this interface.

Router# show ip mroute count

IP Multicast Statistics

56 routes using 28552 bytes of memory

13 groups, 3.30 average sources per group

Forwarding Counts:Pkt Count/Pkts per second/Avg Pkt Size/Kilobits per second
Other counts:Total/RPF failed/Other drops(OIF-null, rate-limit etc)

Group:224.2.136.89, Source count:1, Group pkt count:29051
Source:132.206.72.28/32, Forwarding:29051/-278/1186/0, Other:85724/8/56665
Router#

The -tive counter means that the outgoing interface list of the corresponding entry is NULL, and this
indicates that this flow is still active.

This example shows how to display the IP multicast Layer 3 switching configuration of interface
VLAN 10:

Router# show ip interface vlan 10

VlanlO is up, line protocol is up
Internet address is 10.0.0.6/8
Broadcast address is 255.255.255.255
Address determined by non-volatile memory
MTU is 1500 bytes
Helper address is not set
Directed broadcast forwarding is disabled
Multicast reserved groups joined: 224.0.0.1 224.0.0.2 224.0.0.13 224.0.0.10
Outgoing access list is not set
Inbound access list is not set
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Proxy ARP is enabled
Security level is default
Split horizon is enabled
ICMP redirects are always sent
ICMP unreachables are never sent
ICMP mask replies are never sent
IP fast switching is enabled
IP fast switching on the same interface is disabled
IP Flow switching is disabled
IP CEF switching is enabled
IP Fast switching turbo vector
IP Normal CEF switching turbo vector
IP multicast fast switching is enabled
IP multicast distributed fast switching is disabled
IP route-cache flags are Fast, CEF
Router Discovery is disabled
IP output packet accounting is disabled
IP access violation accounting is disabled
TCP/IP header compression is disabled
RTP/IP header compression is disabled
Probe proxy name replies are disabled
Policy routing is disabled
Network address translation is disabled
WCCP Redirect outbound is disabled
WCCP Redirect exclude is disabled
BGP Policy Mapping is disabled
IP multicast multilayer switching is enabled
IP mls switching is enabled
Router#

This example shows how to display the IP multicast Layer 3 switching configuration of Gigabit Ethernet

interface 1/2:

Router# show interfaces gigabitEthernet 1/2

GigabitEthernetl/2 is up, line protocol is up (connected)
Hardware is Cé6k 1000Mb 802.3, address is 0001.c9db.2441

MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec,
Last clearing of "show interface" counters 00:05:13

(bia 0001.c9db.2441)

Input queue: 0/2000/0/0 (size/max/drops/flushes); Total output drops: 0

Queueing strategy: fifo

Output queue :0/40 (size/max)

5 minute input rate 10000 bits/sec, 1 packets/sec

5 minute output rate 0 bits/sec, 0 packets/sec
284 packets input, 113104 bytes, 0 no buffer
Received 284 broadcasts (284 multicast)
0 runts, 41 giants, 0 throttles

41 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored

0 input packets with dribble condition detected
198 packets output, 14732 bytes, 0 underruns

0 output errors, 0 collisions, 0 interface resets
0 babbles, 0 late collision, 0 deferred

0 lost carrier, 0 no carrier

0 output buffer failures, 0 output buffers swapped out

Router#
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Displaying the IPv4 Multicast Routing Table

The show ip mroute c

ommand displays the IP multicast routing table.

To display the IP multicast routing table, perform this task:

Command

Purpose

Router# show ip mroute partical-sc
group_number]

[hos

tname Displays the IP multicast routing table and the

hardware-switched interfaces.

This example shows how to display the IP multicast routing table:

Router# show ip mroute 230.13.13.1
IP Multicast Routing Table

Flags:D - Dense, S -

P - Pruned, R - RP-bit set,

J - Join SPT,
A - Advertise
Report
Outgoing interface £
Timers:Uptime/Expire

Interface state:Interface,

(*, 230.13.13.1),

’

GigabitEthernetd/9,

(*

230.13.13.2),
Incoming interface:

’

00:
Incoming interface:
Outgoing interface

00:

s - SSM Group, C - Connected, L - Local,
F - Register flag, T - SPT-bit set,
M - MSDP created entry, X - Proxy Join Timer Running
d via MSDP, U - URD, I - Received Source Specific Host

Sparse,

lags:H - Hardware switched
s
Next-Hop or VCD, State/Mode

16:41/00:00:00,
GigabitEthernet4/8,
list:

Forward/Sparse-Dense,

RP 10.15.1.20, flags:SdJC
RPF nbr 10.15.1.20
00:16:41/00:00:00, H

16:41/00:00:00,
GigabitEthernet4/8,

RP 10.15.1.20, flags:SJC
RPF nbr 10.15.1.20, RPF-MFD

Outgoing interface list:

GigabitEthernet4

(10.20.1.15, 230.13.
Incoming interface:
Outgoing interface
GigabitEthernet4
(132.206.72.28, 224.
Incoming interface
Outgoing interface
Router#

/9, Forward/Sparse-Dense, 00:16:41/00:00:00, H
13.1), 00:14:31/00:01:40, flags:CJT
GigabitEthernet4/8, RPF nbr 10.15.1.20, RPF-MFD
list:
/9, Forward/Sparse-Dense, 00:14:31/00:00:00, H
2.136.89), 00:14:31/00:01:40, flags:CJT
:GigabitEthernet4/8, RPF nbr 10.15.1.20, RPF-MFD
list:Null

Note

The RPF-MFD flag indicates that the flow is completely switched by the hardware. The H flag indicates

the flow is switched by the hardware on the outgoing interface.
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Displaying IPv4 Multicast Layer 3 Switching Statistics

The show mls ip multicast command displays detailed information about IP multicast Layer 3
switching.

To display detailed IP multicast Layer 3 switching information, perform one of these tasks:

Command Purpose

Router# show mls ip multicast group ip address Displays IP multicast Layer 3 switching group information.
[interface type slot/port | statistics]

Router# show mls ip multicast interface {{vlan Displays IP multicast Layer 3 switching details for all
vlan_ID} | {type' slot/port} | {port-channel number}} interfaces
[statistics | summary]

Router# show mls ip multicast source ip address Displays IP multicast Layer 3 switching source information.
[interface {{vlan vlan ID} | {type' slot/port}
{port-channel number}} | statistics]

Router# show mls ip multicast summary Displays a summary of IP multicast Layer 3 switching
information.
Router# show mls ip multicast statistics Displays IP multicast Layer 3 switching statistics.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

This example shows how to display information on a specific IP multicast Layer 3 switching entry:

Router# show mls ip multicast group 10.1.0.11
Multicast hardware switched flows:
Total shortcut installed: 0

This example shows how to display IP multicast group information:

Router# show mls ip multicast group 230.13.13.1 source 10.20.1.15
Multicast hardware switched flows:

(10.20.1.15, 230.13.13.1) Incoming interface:Gi4/8, Packets switched:0
Hardware switched outgoing interfaces:Gi4/9

RPF-MFD installed

Total hardware switched flows :1
Router#

This example shows how to display IP multicast Layer 3 switching information for VLAN 10:

Router# show mls ip multicast interface vlan 10

Multicast hardware switched flows:

(10.1.0.15, 224.2.2.15) Incoming interface: Vlanl0, Packets switched: 0
Hardware switched outgoing interfaces:

MFD installed: VlanlO

(10.1.0.19, 224.2.2.19) Incoming interface: Vlanl0, Packets switched: 1970
Hardware switched outgoing interfaces:
MFD installed: VlanlO

(10.1.0.11, 224.2.2.11) Incoming interface: Vlanl0, Packets switched: 0
Hardware switched outgoing interfaces:
MFD installed: VlanlO

(10.1.0.10, 224.2.2.10) Incoming interface: Vlanl0, Packets switched: 2744
Hardware switched outgoing interfaces:
MFD installed: VlanlO
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(10.1.0.17, 224.2.2.17) Incoming interface: Vlanl0, Packets switched: 3340
Hardware switched outgoing interfaces:
MFD installed: VlanlO

(10.1.0.13, 224.2.2.13) Incoming interface: Vlanl0, Packets switched: 0
Hardware switched outgoing interfaces:

This example shows how to display the IP multicast Layer 3 switching statistics:

Router# show mls ip multicast statistics
MLS Multicast Operation Status:
MLS Multicast configuration and state:
Router Mac: 00e0.b0ff.7b00, Router IP: 33.0.33.24
MLS multicast operating state: ACTIVE
Shortcut Request Queue size 4
Maximum number of allowed outstanding messages: 1
Maximum size reached from feQ: 3096
Feature Notification sent: 1
Feature Notification Ack received: 1
Unsolicited Feature Notification received: 0
MSM sent: 205170
MSM ACK received: 205170
Delete notifications received: 0
Flow Statistics messages received: 35211
MLS Multicast statistics:
Flow install Ack: 996508
Flow install Nack: 1
Flow update Ack: 1415959
Flow update Nack: 0
Flow delete Ack: 774953
Complete flow install Ack: 958469
Router#

Configuring IPv4 Bidirectional PIM

These sections describe how to configure IPv4 bidirectional protocol independent multicast (PIM):
e Enabling IPv4 Bidirectional PIM Globally, page 28-23
e Configuring the Rendezvous Point for IPv4 Bidirectional PIM Groups, page 28-24
e Setting the IPv4 Bidirectional PIM Scan Interval, page 28-24
e Displaying IPv4 Bidirectional PIM Information, page 28-25

Enabling IPv4 Bidirectional PIM Globally

To enable IPv4 bidirectional PIM, perform this task:

Command Purpose
Router (config)# ip pim bidir-enable Enables IPv4 bidirectional PIM globally on the switch.
Router (config)# no ip pim bidir-enable Disables IPv4 bidirectional PIM globally on the switch.

This example shows how to enable IPv4 bidirectional PIM on the switch:

Router (config)# ip pim bidir-enable
Router (config) #
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Configuring the Rendezvous Point for IPv4 Bidirectional PIM Groups

To statically configure the rendezvous point for an IPv4 bidirectional PIM group, perform this task:

Command Purpose

Step1 Router(config)# ip pim rp-adress ip address Statically configures the IP address of the rendezvous
access_list [override] point for the group. When you specify the override
option, the static rendezvous point is used.

Step2 Router(config)# access-list access-list permit | Configures an access list.
deny ip_address

Step3 Router(config)# ip pim send-rp-announce type Configures the system to use auto-RP to configure groups

number scope ttl value [group-list access-list] for which the router will act as a rendezvous point (RP).
[interval seconds] [bidir]

Step4 Router(config)# ip access-list standard Configures a standard IP access list.
access-list-name permit | deny ip address

Step5 Router(config)# mls ip multicast Enables MLS IP multicast.

This example shows how to configure a static rendezvous point for an IPv4 bidirectional PIM group:

Router (config)# ip pim rp-address 10.0.0.1 10 bidir override

Router (config) # access-list 10 permit 224.1.0.0 0.0.255.255

Router (config)# ip pim send-rp-announce Loopback0 scope 16 group-list c2l-rp-list-0 bidir
( ) #

Router (config ip access-list standard c2l-rp-list-0 permit 230.31.31.1 0.0.255.255

Setting the IPv4 Bidirectional PIM Scan Interval

You can specify the interval between the IPv4 bidirectional PIM RP Reverse Path Forwarding (RPF)
scans.

To set the IPv4 bidirectional PIM RP RPF scan interval, perform this task:

Command Purpose

Router (config)# mls ip multicast bidir Specifies the IPv4 bidirectional PIM RP RPF scan interval,

gm-scan-interval interval valid values are from 1 to 1000 seconds. The default is 10
seconds.

Router (config)# no mls ip multicast bidir Restores the default.

gm-scan-interval

This example shows how to set the IPv4 bidirectional PIM RP RPF scan interval:

Router (config)# mls ip multicast bidir gm-scan-interval 30
Router (config) #
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Displaying IPv4 Bidirectional PIM Information

To display IPv4 bidirectional PIM information, perform one of these tasks:

Command Purpose
Router# show ip pim rp mapping [in-use] Displays mappings between PIM groups and rendezvous
points and shows learned rendezvous points in use.
Router# show mls ip multicast rp-mapping [rp_address] |Displays PIM group to active rendezvous points mappings.
Router# show mls ip multicast rp-mapping gm-cache Displays information based on the group/mask ranges in the
RP mapping cache.
Router# show mls ip multicast rp-mapping df-cache Displays information based on the DF list in RP mapping
cache.
Router# show mls ip multicast bidir Displays IPv4 bidirectional PIM information.
Router# show ip mroute Displays information about the multicast routing table.
This example shows how to display information about the PIM group and rendezvous point mappings:
Router# show ip pim rp mapping
PIM Group-to-RP Mappings
This system is an RP (Auto-RP)
This system is an RP-mapping agent
Group (s) 230.31.0.0/16
RP 60.0.0.60 (?), v2vl, bidir
Info source:60.0.0.60 (?), elected via Auto-RP
Uptime:00:03:47, expires:00:02:11
RP 50.0.0.50 (?), v2vl, bidir
Info source:50.0.0.50 (?), via Auto-RP
Uptime:00:03:04, expires:00:02:55
RP 40.0.0.40 (?), v2vl, bidir
Info source:40.0.0.40 (?), via Auto-RP
Uptime:00:04:19, expires:00:02:38
This example shows how to display information in the IP multicast routing table that is related to IPv4
bidirectional PIM:
Router# show ip mroute bidirectional
(*, 225.1.3.0), 00:00:02/00:02:57, RP 3.3.3.3, flags:BC
Bidir-Upstream:GigabitEthernet2/1, RPF nbr 10.53.1.7, RPF-MFD
Outgoing interface list:
GigabitEthernet2/1, Bidir-Upstream/Sparse-Dense, 00:00:02/00:00:00,H
Vlan30, Forward/Sparse-Dense, 00:00:02/00:02:57, H
(*, 225.1.2.0), 00:00:04/00:02:55, RP 3.3.3.3, flags:BC
Bidir-Upstream:GigabitEthernet2/1, RPF nbr 10.53.1.7, RPF-MFD
Outgoing interface list:
GigabitEthernet2/1, Bidir-Upstream/Sparse-Dense, 00:00:04/00:00:00,H
Vlan30, Forward/Sparse-Dense, 00:00:04/00:02:55, H
(*, 225.1.4.1), 00:00:00/00:02:59, RP 3.3.3.3, flags:BC
Bidir-Upstream:GigabitEthernet2/1, RPF nbr 10.53.1.7, RPF-MFD
Outgoing interface list:
GigabitEthernet2/1, Bidir-Upstream/Sparse-Dense, 00:00:00/00:00:00,H
Vlan30, Forward/Sparse-Dense, 00:00:00/00:02:59, H
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This example show how to display information related to a specific multicast route. In the output below,
the arrow in the margin points to information about a partical short cut:

Router# show ip mroute 239.1.1.2 4.4.4.4

IP Multicast Routing Table
Flags:D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
- Local, P - Pruned, R - RP-bit set, F - Register flag,
- SPT-bit set, J - Join SPT, M - MSDP created entry,
- Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
- URD, I - Received Source Specific Host Report, Z - Multicast Tunnel
- Joined MDT-data group, y - Sending to MDT-data group
Outgoing interface flags:H - Hardware switched

Timers:Uptime/Expires

Interface state:Interface, Next-Hop or VCD, State/Mode

<G X ad

(4.4.4.4, 239.1.1.2), 1d02h/00:03:20, flags:FTZ
Incoming interface:Loopback0O, RPF nbr 0.0.0.0, Partial-SC
Outgoing interface list:
VlanlO, Forward/Sparse-Dense, 1d02h/00:02:39 (ttl-threshold 5)

This example shows how to display the entries for a specific multicast group address:

Router# show mls ip multicast group 230.31.31.1

Multicast hardware switched flows:

(*, 230.31.31.1) Incoming interface:Vlan6ll, Packets switched:1778

Hardware switched outgoing interfaces:Vlanl3l Vlanl51 Vlan4l5 Gi4/16 Vlan61ll
RPF-MFD installed

This example shows how to display PIM group to active rendezvous points mappings:

Router# show mls ip multicast rp-mapping
State:H - Hardware Switched, I - Install Pending, D - Delete Pending, Z - Zombie

RP Address State RPF DF-count GM-count
60.0.0.60 H v1iell 4 1

This example shows how to display information based on the group/mask ranges in the RP mapping
cache:

Router# show mls ip multicast rp-mapping gm-cache
State:H - Hardware Switched, I - Install Pending, D - Delete Pending,

Z - Zombie
RP Address State Group Mask State Packet/Byte-count
60.0.0.60 H 230.31.0.0 255.255.0.0 H 100/6400

This example shows how to display information about specific MLS IP multicasting groups:

Router# show mls ip multicast rp-mapping df-cache
State:H - Hardware Switched, I - Install Pending, D - Delete Pending, Z - Zombie

RP Address State DF State
60.0.0.60 H v1131 H
60.0.0.60 H v1151 H
60.0.0.60 H v1415 H
60.0.0.60 H Gid/16 H
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Using IPv4 Debug Commands

Table 28-2 describes IPv4 multicast Layer 3 switching debug commands that you can use to troubleshoot
IP multicast Layer 3 switching problems.

Table 28-2 IP Multicast Layer 3 Switching Debug Commands

Command Description

[no] debug mls ip multicast events Displays IP multicast Layer 3 switching events.

[no] debug mls ip multicast errors Turns on debug messages for multicast MLS-related errors.

[no] debug mls ip multicast group group_id Turns on debugging for a subset of flows.

group_mask

[no] debug mls ip multicast messages Displays IP multicast Layer 3 switching messages from and to
hardware switching engine.

[no] debug mls ip multicast all Turns on all IP multicast Layer 3 switching messages.

[no] debug mdss errors Turns on MDSS! error messages.

[no] debug mdss events Displays MDSS-related events for debugging.

[no] debug mdss events mroute-bidir Displays IPv4 bidirectional PIM MDSS events for debugging.

[no] debug mdss all Displays all MDSS messages.

[no] debug ip pim df ip address Displays the DF election for a given rendezvous point for

debug purposes.

1. MDSS = Multicast Distributed Switching Services

Clearing IPv4 Multicast Layer 3 Switching Statistics

To clear IP multicast Layer 3 switching statistics, perform this task:

Command Purpose

Router# clear mls ip multicast statistics Clears IP multicast Layer 3 switching statistics.

This example shows how to clear IP multicast Layer 3 switching statistics:

Router# clear mls ip multicast statistics

The show mls multicast statistics command displays a variety of information about the multicast flows
being handled by the PFC. You can display entries based on any combination of the participating MSFC,
the VLAN, the multicast group address, or the multicast traffic source. For an example of the show mls
ip multicast statistics command, see the “Displaying IPv4 Multicast Layer 3 Switching Statistics”
section on page 28-22.
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Redundancy for Multicast Traffic

Redundancy for multicast traffic requires the following conditions:
e Unicast routing protocol such as OSPF or EIGRP

PIM uses RPF checks on the unicast routing table to determine the proper paths for multicast data
to traverse. If a unicast routing path changes, PIM relies upon the unicast routing protocol (OSPF)
to properly converge, so that the RPF checks used by PIM continue to work and show valid unicast
paths to and from the source IP address of the server sourcing the multicast stream.

¢ PIM configured on all related Layer 3 interfaces

The unicast routing table is used to do path selection for PIM. PIM uses RPF checks to ultimately
determine the shortest path tree (SPT) between the client (receiver VLAN) and the source (multicast
VLAN). Therefore, the objective of PIM is to find the shortest unicast path between the receiver
subnet and the source subnet. You do not need to configure anything else for multicast when the
unicast routing protocol is working as expected and PIM is configured on all the Layer 3 links
associated with the unicast routing protocol.

o

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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. .. 29

Configuring MLDv2 Snooping for
IPv6 Multicast Traffic

This chapter describes how to configure Multicast Listener Discovery version 2 (MLDv2) snooping for
IPv6 multicast traffic on the Catalyst 6500 series switches. Release 12.2(18)SXE and later releases
support MLDv2 snooping on all versions of the PFC3.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

To constrain IPv4 Multicast traffic, see Chapter 30, “Configuring IGMP Snooping for IPv4
Multicast Traffic.”

MLD version 1 is not supported.

This chapter consists of these sections:

Understanding How MLDv2 Snooping Works, page 29-2

Default MLDv2 Snooping Configuration, page 29-8

MLDvV2 Snooping Configuration Guidelines and Restrictions, page 29-8
MLDvV2 Snooping Querier Configuration Guidelines and Restrictions, page 29-8
Enabling the MLDvV2 Snooping Querier, page 29-9

Configuring MLDv2 Snooping, page 29-10

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Understanding How MLDv2 Snooping Works

These sections describe MLDv2 snooping:
e MLDv2 Snooping Overview, page 29-2
e MLDv2 Messages, page 29-3
e Source-Based Filtering, page 29-3
e Explicit Host Tracking, page 29-3
e MLDv2 Snooping Proxy Reporting, page 29-4
e Joining an IPv6 Multicast Group, page 29-4
e Leaving a Multicast Group, page 29-6
e Understanding the MLDv2 Snooping Querier, page 29-7

MLDv2 Snooping Overview

MLDvV2 snooping allows Catalyst 6500 series switches to examine MLDv2 packets and make
forwarding decisions based on their content.

You can configure the switch to use MLDv2 snooping in subnets that receive MLDv2 queries from either
MLDvV2 or the MLDV2 snooping querier. MLDvV2 snooping constrains IPv6 multicast traffic at Layer 2
by configuring Layer 2 LAN ports dynamically to forward IPv6 multicast traffic only to those ports that
want to receive it.

MLDv2, which runs at Layer 3 on a multicast router, generates Layer 3 MLDv2 queries in subnets where
the multicast traffic needs to be routed. For information about MLDv2, see this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/ipv6/configuration/12-2sx/ipv6-12-2sx-book.html

You can configure the MLDV2 snooping querier on the switch to support MLDv2 snooping in subnets
that do not have any multicast router interfaces. For more information about the MLDvV2 snooping
querier, see the “Enabling the MLDvV2 Snooping Querier” section on page 29-9.

MLDv2 (on a multicast router) or the MLDv2 snooping querier (on the supervisor engine) sends out
periodic general MLDv2 queries that the switch forwards through all ports in the VLAN, and to which
hosts respond. MLDV2 snooping monitors the Layer 3 MLDv?2 traffic.

PFC/DFC 3B/3BXL does not support source-only Layer 2 entries and therefore IPv6 multicast flooding
cannot be prevented in a source-only network.

If a multicast group has only sources and no receivers in a VLAN, MLDvV2 snooping constrains the
multicast traffic to only the multicast router ports.
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MLDv2 Messages

MLDv?2 uses these messages:
e Multicast listener queries:
— General query—Sent by a multicast router to learn which multicast addresses have listeners.

— Multicast address specific query—Sent by a multicast router to learn if a particular multicast
address has any listeners.

— Multicast address and source specific query—Sent by a multicast router to learn if any of the
sources from the specified list for the particular multicast address has any listeners.

e Multicast listener reports:

— Current state record (solicited)—Sent by a host in response to a query to specify the INCLUDE
or EXCLUDE mode for every multicast group in which the host is interested.

- Filter mode change record (unsolicited)—Sent by a host to change the INCLUDE or EXCLUDE
mode of one or more multicast groups.

- Source list change record (unsolicited)—Sent by a host to change information about multicast
sources.

Source-Based Filtering

Note

MLDv?2 uses source-based filtering, which enables hosts and routers to specify which multicast sources
should be allowed or blocked for a specific multicast group. Source-based filtering either allows or
blocks traffic based on the following information in MLDv2 messages:

e Source lists
e INCLUDE or EXCLUDE mode

Because the Layer 2 table is (MAC-group, VLAN) based, with MLDvV2 hosts it is preferable to have only
a single multicast source per MAC-group.

Source-based filtering is not supported in hardware. The states are maintained only in software and used
for explicit host tracking and statistics collection.

Explicit Host Tracking

MLDvV2 supports explicit tracking of membership information on any port. The explicit-tracking
database is used for fast-leave processing, proxy reporting, and statistics collection. When explicit
tracking is enabled on a VLAN, the MLDvV2 snooping software processes the MLDvV2 report it receives
from a host and builds an explicit-tracking database that contains the following information:

e The port connected to the host

e The channels reported by the host

e The filter mode for each group reported by the host

e The list of sources for each group reported by the hosts
¢ The router filter mode of each group

e For each group, the list of hosts requesting the source
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Note

e Disabling explicit host tracking disables fast-leave processing and proxy reporting.

¢  When explicit tracking is enabled and the switch is in report-suppression mode, the multicast router
might not be able to track all the hosts accessed through a VLAN interface.

MLDv2 Snooping Proxy Reporting

~

Note

Because MLDv2 does not have report suppression, all the hosts send their complete multicast group
membership information to the multicast router in response to queries. The switch snoops these
responses, updates the database and forwards the reports to the multicast router. To prevent the multicast
router from becoming overloaded with reports, MLDv2 snooping does proxy reporting.

Proxy reporting forwards only the first report for a multicast group to the router and suppresses all other
reports for the same multicast group.

Proxy reporting processes solicited and unsolicited reports. Proxy reporting is enabled and cannot be
disabled.

Disabling explicit host tracking disables fast-leave processing and proxy reporting.

Joining an IPv6 Multicast Group

Hosts join IPv6 multicast groups either by sending an unsolicited MLDv2 report or by sending an
MLDv2 report in response to a general query from an IPv6 multicast router (the switch forwards general
queries from IPv6 multicast routers to all ports in a VLAN). The switch snoops these reports.

In response to a snooped MLDv2 report, the switch creates an entry in its Layer 2 forwarding table for
the VLAN on which the report was received. When other hosts that are interested in this multicast traffic
send MLDv?2 reports, the switch snoops their reports and adds them to the existing Layer 2 forwarding
table entry. The switch creates only one entry per VLAN in the Layer 2 forwarding table for each
multicast group for which it snoops an MLDV2 report.

MLDvV2 snooping suppresses all but one of the host reports per multicast group and forwards this one
report to the IPv6 multicast router.

The switch forwards multicast traffic for the multicast group specified in the report to the interfaces
where reports were received (see Figure 29-1).

Layer 2 multicast groups learned through MLDv2 snooping are dynamic. However, you can statically
configure Layer 2 multicast groups using the mac-address-table static command. When you specify
group membership for a multicast group address statically, the static setting supersedes any MLDv?2
snooping learning. Multicast group membership lists can consist of both static and MLDv2
snooping-learned settings.
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Figure 29-1 Initial MLDv2 Listener Report
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Multicast router A sends an MLDv2 general query to the switch, which forwards the query to ports 2
through 5 (all members of the same VLAN). Host 1 wants to join an IPv6 multicast group and multicasts
an MLDv2 report to the group with the equivalent MAC destination address of 0x0100.5E01.0203.
When the switch snoops the MLDV2 report multicast by Host 1, the switch uses the information in the
MLDv2 report to create a forwarding-table entry, as shown in Table 29-1, that includes the port numbers
of Host 1, the multicast router, and the switch.

Table 29-1 MLDv2 Snooping Forwarding Table

Destination MAC Address | Type of Packet Ports
0100.5exx.xxxx MLDv2 0
0100.5¢01.0203 'MLDv2 1,2

The switch hardware can distinguish MLDv2 information packets from other packets for the multicast
group. The first entry in the table tells the switch to send only MLDv2 packets to the CPU. This prevents
the switch from becoming overloaded with multicast frames. The second entry tells the switch to send
frames addressed to the 0x0100.5E01.0203 multicast MAC address that are not MLDv2 packets
('MLDv2) to the multicast router and to the host that has joined the group.

If another host (for example, Host 4) sends an unsolicited MLDvV?2 report for the same group

(Figure 29-2), the switch snoops that message and adds the port number of Host 4 to the forwarding table
as shown in Table 29-2. Because the forwarding table directs MLDvV2 messages only to the switch, the
message is not flooded to other ports. Any known multicast traffic is forwarded to the group and not to
the switch.
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Figure 29-2 Second Host Joining a Multicast Group
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Table 29-2 Updated MLDv2 Snooping Forwarding Table

Destination MAC Address | Type of Packet Ports
0100.5exx.XxxXxX MLDv2 0
0100.5e01.0203 MLDv2 1,2,5

Leaving a Multicast Group

These sections describe leaving a multicast group:
e Normal Leave Processing, page 29-6

e Fast-Leave Processing, page 29-7

Normal Leave Processing

Interested hosts must continue to respond to the periodic MLDv2 general queries. As long as at least one
host in the VLAN responds to the periodic MLDv2 general queries, the multicast router continues
forwarding the multicast traffic to the VLAN. When hosts want to leave a multicast group, they can
either ignore the periodic MLDv2 general queries (called a “silent leave”), or they can send an MLDv2
filter mode change record.

When MLDv?2 snooping receives a filter mode change record from a host that configures the EXCLUDE
mode for a group, MLDv2 snooping sends out a MAC-addressed general query to determine if any other
hosts connected to that interface are interested in traffic for the specified multicast group.

If MLDv2 snooping does not receive an MLDV2 report in response to the general query, MLDv2
snooping assumes that no other hosts connected to the interface are interested in receiving traffic for the
specified multicast group, and MLDvV2 snooping removes the interface from its Layer 2 forwarding table
entry for the specified multicast group.
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If the filter mode change record was from the only remaining interface with hosts interested in the group,
and MLDv2 snooping does not receive an MLDv2 report in response to the general query, MLDv2
snooping removes the group entry and relays the MLDv?2 filter mode change record to the multicast
router. If the multicast router receives no reports from a VLAN, the multicast router removes the group
for the VLAN from its MLDvV2 cache.

The interval for which the switch waits before updating the table entry is called the “last member query
interval.” To configure the interval, enter the ipv6 mld snooping last-member-query-interval interval
command.

Fast-Leave Processing

~

Note

Fast-leave processing is enabled by default. To disable fast-leave processing, turn off explicit-host
tracking.

Fast-leave processing is implemented by maintaining source-group based membership information in
software while also allocating LTL indexes on a MAC GDA basis.

When fast-leave processing is enabled, hosts send BLOCK_OLD_SOURCES {src-list} messages for a
specific group when they no longer want to receive traffic from that source. When the switch receives
such a message from a host, it parses the list of sources for that host for the given group. If this source list
is exactly the same as the source list received in the leave message, the switch removes the host from the LTL
index and stops forwarding this multicast group traffic to this host.

If the source lists do not match, the switch does not remove the host from the LTL index until the host
is no longer interested in receiving traffic from any source.

Disabling explicit host tracking disables fast-leave processing and proxy reporting.

Understanding the MLDv2 Snooping Querier

Use the MLDv2 snooping querier to support MLDv2 snooping in a VLAN where PIM and MLDv?2 are
not configured because the multicast traffic does not need to be routed.

In a network where IP multicast routing is configured, the IP multicast router acts as the MLDv2 querier.
If the IP-multicast traffic in a VLAN only needs to be Layer 2 switched, an IP-multicast router is not
required, but without an [P-multicast router on the VLAN, you must configure another switch as the
MLDv2 querier so that it can send queries.

When enabled, the MLDv2 snooping querier sends out periodic MLDv2 queries that trigger MLDv2
report messages from the switch that wants to receive IP multicast traffic. MLDv2 snooping listens to
these MLDv?2 reports to establish appropriate forwarding.

You can enable the MLDv2 snooping querier on all the Catalyst 6500 series switches in the VLAN, but
for each VLAN that is connected to switches that use MLDv2 to report interest in IP multicast traffic,
you must configure at least one switch as the MLDv2 snooping querier.

You can configure a switch to generate MLDvV?2 queries on a VLAN regardless of whether or not IP
multicast routing is enabled.
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Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF g



Chapter29  Configuring MLDv2 Snooping for IPv6 Multicast Traffic |

Il Default MLDv2 Snooping Configuration

Default MLDv2 Snooping Configuration

Table 29-3 shows the default MLDv2 snooping configuration.

Table 29-3 MLDv2 Snooping Default Configuration

Feature Default Values

MLDvV2 snooping querier Disabled

MLDv2 snooping Enabled

Multicast routers None configured

MLDvV2 report suppression Enabled

MLDv2 snooping router learning Learned automatically through PIM or MLDv2 packets
method

Fast-Leave Processing Enabled

MLDv2 Explicit Host Tracking Enabled

MLDv2 Snooping Configuration Guidelines and Restrictions

When configuring MLDvV2 snooping, follow these guidelines and restrictions:

MLDvV2 is derived from Internet Group Management Protocol version 3 (IGMPv3). MLDv2
protocol operations and state transitions, host and router behavior, query and report message
processing, message forwarding rules, and timer operations are exactly same as IGMPv3. See
draft-vida-mld-v2.02.txt for detailed information on MLDvV2 protocol.

MLDvV2 protocol messages are Internet Control Message Protocol version 6 (ICMPv6) messages.
MLDv2 message formats are almost identical to IGMPv3 messages.

IPv6 multicast for Cisco [0S software uses MLD version 2. This version of MLD is fully
backward-compatible with MLD version 1 (described in RFC 2710). Hosts that support only MLD
version 1 interoperate with a router running MLD version 2. Mixed LANs with both MLD version
1 and MLD version 2 hosts are supported.

MLDv2 snooping supports private VLANs. Private VLANSs do not impose any restrictions on
MLDv2 snooping.

MLDv2 snooping constrains traffic in MAC multicast groups 0100.5¢00.0001 to 0100.5eff ffff.

MLDv2 snooping does not constrain Layer 2 multicasts generated by routing protocols.

MLDv2 Snooping Querier Configuration Guidelines and

Restrictions

When configuring the MLDv2 snooping querier, follow these guidelines and restrictions:

Configure the VLAN in global configuration mode (see Chapter 14, “Configuring VLANs”).

Configure an IPv6 address on the VLAN interface (see Chapter 22, “Configuring Layer 3
Interfaces”). When enabled, the MLDv2 snooping querier uses the IPv6 address as the query source
address.
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If there is no IPv6 address configured on the VLAN interface, the MLDv2 snooping querier does
not start. The MLDv2 snooping querier disables itself if the IPv6 address is cleared. When enabled,
the MLDv2 snooping querier restarts if you configure an IPv6 address.

When enabled, the MLDv2 snooping querier does not start if it detects MLDv?2 traffic from an
IPv6 multicast router.

When enabled, the MLDvV?2 snooping querier starts after 60 seconds with no MLDv2 traffic detected
from an IPv6 multicast router.

When enabled, the MLDvV2 snooping querier disables itself if it detects MLDv?2 traffic from an
IPv6 multicast router.

QoS does not support MLDV2 packets when MLDv2 snooping is enabled.

You can enable the MLDv2 snooping querier on all the Catalyst 6500 series switches in the VLAN
that support it. One switch is elected as the querier.

Enabling the MLDv2 Snooping Querier

Use the MLDv2 snooping querier to support MLDv2 snooping in a VLAN where PIM and MLDv?2 are
not configured because the multicast traffic does not need to be routed.

To enable the MLDvV2 snooping querier in a VLAN, perform this task:

Command Purpose
Step1 Router(config)# interface vlan vlan_ID Selects the VLAN interface.
Step2 Router (config-if)# ipvé address Configures the IPv6 address and subnet.
prefix/prefix_length
Step3 Router(config-if)# ipvé mld snooping querier Enables the MLDvV2 snooping querier.
Router (config-if)# no ipvé mld snooping querier Disables the MLDvV2 snooping querier.
Step4 Router(config-if)# end Exits configuration mode.
Step5 Router# show ipv6é mld interface vlan vlan_ID | Verifies the configuration
include querier

This example shows how to enable the MLDv2 snooping querier on VLAN 200 and verify the
configuration:

Router# interface vlan 200

Router (config-if)# ipvé address 2001:0DB8:0:1::/64 eui-64

Router (config-if)# ipvé mld snooping querier

Router (config-if)# end

Router# show ipv6é mld interface vlan 200 | include querier
MLD snooping fast-leave is enabled and querier is enabled

Router#
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Configuring MLDv2 Snooping

N

Note

)

Note

To use MLDv2 snooping, configure a Layer 3 interface in the subnet for IPv6 multicast routing or enable
the MLDv2 snooping querier in the subnet (see the “Enabling the MLDvV2 Snooping Querier” section on
page 29-9).

These sections describe how to configure MLDv2 snooping:
e Enabling MLDv2 Snooping, page 29-10
e Configuring a Static Connection to a Multicast Receiver, page 29-11
e Enabling Fast-Leave Processing, page 29-13
e Configuring Explicit Host Tracking, page 29-14
e Configuring Report Suppression, page 29-14
e Displaying MLDv2 Snooping Information, page 29-15

Except for the global enable command, all MLDv2 snooping commands are supported only on VLAN
interfaces.

Enabling MLDv2 Snooping

To enable MLDv2 snooping globally, perform this task:

Command Purpose
Step1 Router(config)# ipvé mld snooping Enables MLDv2 snooping.
Router (config)# no ipv6é mld snooping Disables MLDv?2 snooping.
Step2 Router (config)# end Exits configuration mode.
Step3 Router# show ipvé mld interface vlan vlan ID | Verifies the configuration.
include globally
This example shows how to enable MLDv2 snooping globally and verify the configuration:
Router (config)# ipvé mld snooping
Router (config) # end
Router# show ipv6é mld interface vlan 200 | include globally
MLD snooping is globally enabled
Router#
To enable MLDv2 snooping in a VLAN, perform this task:
Command Purpose
Step1 Router(config)# interface vlan vlan ID Selects a VLAN interface.
Step2 Router(config-if)# ipvé mld snooping Enables MLDv2 snooping.

Router (config-if)# no ipvé mld snooping

Disables MLDv2 snooping.
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Command

Purpose

Router (config-if)# end

Exits configuration mode.

Router# show ipvé mld interface vlan vlan ID |
include snooping

Verifies the configuration.

This example shows how to enable MLDv2 snooping on VLAN 25 and verify the configuration:

Router# interface vlan 25
Router (config-if)# ipvé mld snooping
Router (config-if)# end

Router# show ipv6é mld interface vlan 25 | include snooping

MLD
MLD
MLD
MLD
MLD
MLD snooping
Router#

snooping
snooping

is globally enabled

snooping
snooping
snooping

is enabled on this interface

fast-leave is enabled and querier is enabled
explicit-tracking is enabled

last member query response interval is 1000 ms
report-suppression is disabled

Configuring a Static Connection to a Multicast Receiver

Step 1

Step 2
Step 3

To configure a static connection to a multicast receiver, perform this task:

Command

Purpose

Router (config) # mac-address-table static mac_addr
vlan vlian id interface typel slot/port
[disable-snooping]

Router (config)# no mac-address-table static
mac_addr vlan vlan_id

Configures a static connection to a multicast receiver.

Clears a static connection to a multicast receiver.

Router (config-if)# end

Exits configuration mode.

Router# show mac-address-table address mac_addr

Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When you configure a static connection, enter the disable-snooping keyword to prevent multicast traffic
addressed to the statically configured multicast MAC address from also being sent to other ports in the

same VLAN.

This example shows how to configure a static connection to a multicast receiver:

Router (config) # mac-address-table static 0050.3e8d.6400 vlan 12 interface fastethernet 5/7

Configuring a Multicast Router Port Statically

To configure a static connection to a multicast router, perform this task:

Command Purpose
Step 1 Router (config)# interface vlan vlan_ ID Selects the VLAN interface.
Step2  Router(config-if)# ipvé mld snooping mrouter Configures a static connection to a multicast router.
interface type' slot/port
Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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Step 3
Step 4

Command Purpose
Router (config-if)# end Exits configuration mode.
Router# show ipv6é mld snooping mrouter Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

The interface to the router must be in the VLAN where you are entering the command, the interface must
be administratively up, and the line protocol must be up.

This example shows how to configure a static connection to a multicast router:

Router (config-if)# ipvé mld snooping mrouter interface fastethernet 5/6
Router (config-if) #

Configuring the MLD Snooping Query Interval

Step 1
Step 2

Step 3

i Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
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You can configure the interval for which the switch waits after sending a group-specific query to
determine if hosts are still interested in a specific multicast group.

Note  When both MLD snooping fast-leave processing and the MLD snooping query interval are configured,
fast-leave processing takes precedence.
To configure the interval for the MLD snooping queries sent by the switch, perform this task:
Command Purpose
Router (config) # interface vlan vlian_ ID Selects a VLAN interface.
Router (config-if)# ipvé mld snooping Configures the interval for the IGMP queries sent by the
last-member-query-interval interval switch. Default is 1 second. Valid range is 1000 to 9990
milliseconds.
Router (config-if)# no ipvé mld snooping Reverts to the default value.
last-member-query-interval
Router# show ipv6é mld interface vlan vlan ID | Verifies the configuration_
include last

This example shows how to configure the MLD snooping query interval:

Router (config-if)# ipvé mld snooping last-member-query-interval 1000
Router (config-if)# exit
Router# show ipvé mld interface vlan 200 | include last

MLD snooping last member query response interval is 1000 ms
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Enabling Fast-Leave Processing

To enable fast-leave processing in a VLAN, perform this task:

Command Purpose

Step1 Router(config)# interface vlan vlan ID Selects a VLAN interface.

Step2 Router(config-if)# ipvé mld snooping fast-leave Enables fast-leave processing in the VLAN.
Router (config-if)# no ipvé mld snooping Disables fast-leave processing in the VLAN.
fast-leave

Step3 Router# show ipv6é mld interface vlan vlan_ID | Verifies the configuration.
include fast-leave

This example shows how to enable fast-leave processing on the VLAN 200 interface and verify the
configuration:

Router# interface vlan 200

Router (config-if)# ipvé mld snooping fast-leave

Configuring fast leave on vlan 200

Router (config-if)# end

Router# show ipv6é mld interface vlan 200 | include fast-leave
MLD snooping fast-leave is enabled and querier is enabled

Router#

Enabling SSM Safe Reporting

To enable source-specific multicast (SSM) safe reporting, perform this task:

Command Purpose
Step1 Router (config) # interface vlan vlian ID Selects a VLAN interface.
Step2 Router(config-if)# ipvé mld snooping Enables SSM safe reporting.

ssm-safe-reporting

Router (config-if)# no ipvé mld snooping (Hearstheconﬁguraﬁon.
ssm-safe-reporting

This example shows how to SSM safe reporting:

Router (config)# interface vlan 10
Router (config-if)# ipvé mld snooping ssm-safe-reporting
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Configuring Explicit Host Tracking
S,

Note  Disabling explicit host tracking disables fast-leave processing and proxy reporting.

To enable explicit host tracking on a VLAN, perform this task:

Command Purpose
Step1 Router(config)# interface vlan vlan ID Selects a VLAN interface.
Step2 Router(config-if)# ipvé mld snooping Enables explicit host tracking.

explicit-tracking

Router (config-if)# no ipvé mld snooping Clears the explicit host tracking configuration.
explicit-tracking

Step3 Router# show ipvé mld snooping explicit-tracking |Displays the status of explicit host tracking.
vlan vian_ID

This example shows how to enable explicit host tracking:

Router (config)# interface vlan 25

Router (config-if)# ipv6 mld snooping explicit-tracking
Router (config-if)# end

Router# show ipv6é mld snooping explicit-tracking vlan 25

Source/Group Interface Reporter Filter_mode
10.1.1.1/226.2.2.2 v125:1/2 16.27.2.3 INCLUDE
10.2.2.2/226.2.2.2 v125:1/2 16.27.2.3 INCLUDE

Configuring Report Suppression

To enable report suppression on a VLAN, perform this task:

Command Purpose
Step1 Router(config)# interface vlan vlan ID Selects a VLAN interface.
Step2 Router(config-if)# ipvé mld snooping Enables report suppression.

report-suppression

Router (config-if)# no ipvé mld snooping Clears the report suppression configuration.
report-suppression

Step3 Router# show ipvé mld interface vlian_ID | include Displays the status of report suppression.
report-suppression

This example shows how to enable explicit host tracking:

Router (config)# interface vlan 25

Router (config-if)# ipv6 mld snooping report-suppression

Router (config-if)# end

Router# Router# show ipvé mld interface vlan 25 | include report-suppression
MLD snooping report-suppression is enabled
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Displaying MLDv2 Snooping Information

These sections describe displaying MLDv2 snooping information:
e Displaying Multicast Router Interfaces, page 29-15
e Displaying MAC Address Multicast Entries, page 29-15
¢ Displaying MLDv2 Snooping Information for a VLAN Interface, page 29-16

Displaying Multicast Router Interfaces

When you enable IGMP snooping, the switch automatically learns to which interface the multicast
routers are connected.

To display multicast router interfaces, perform this task:

Command Purpose
Router# show ipv6é mld snooping mrouter Displays multicast router interfaces.
vlian_ID

This example shows how to display the multicast router interfaces in VLAN 1:

Router# show ipv6 mld snooping mrouter vlan 1

vlan ports

,,,,, o
1 Gil/1,Gi2/1,Fa3/48,Router

Router#

Displaying MAC Address Multicast Entries

To display MAC address multicast entries for a VLAN, perform this task:

Command Purpose
Router# show mac-address-table multicast vlan_ID Displays MAC address multicast entries
[count] for a VLAN.

This example shows how to display MAC address multicast entries for VLAN 1:

Router# show mac-address-table multicast vlan 1

vlan mac address type gos ports
————— B et e it et
1 0100.5e02.0203 static -- Gil/1,Gi2/1,Fa3/48,Router
1 0100.5e00.0127 static -- Gil/1,Gi2/1,Fa3/48,Router
1 0100.5e00.0128 static -- Gil/1,Gi2/1,Fa3/48,Router
1 0100.5e00.0001 static -- Gil/1,Gi2/1,Fa3/48,Router, Switch
Router#

This example shows how to display a total count of MAC address entries for a VLAN:

Router# show mac-address-table multicast 1 count

Multicast MAC Entries for vlan 1: 4
Router#

Catalyst 6500 Series Switch Cisco 10S Software Configuration Guide, Release 12.2SXF
I oL-3999-08 .m



Chapter29  Configuring MLDv2 Snooping for IPv6 Multicast Traffic |

W Configuring MLDv2 Snooping

Displaying MLDv2 Snooping Information for a VLAN Interface

o

To display MLDv2 snooping information for a VLAN interface, perform this task:

Command Purpose

Router# show ipvé mld snooping Displays MLDv2 snooping information on a
{{explicit-tracking vlan ID} | {mrouter VLAN interface.

[vlan vlan_ID]} | {report-suppression vlan

vlan_ID} | {statistics vlan vlan_ ID}

This example shows how to display explicit tracking information on VLAN 25:

Router# show ipv6é mld snooping explicit-tracking vlan 25

Source/Group Interface Reporter Filter_mode
10.1.1.1/226.2.2.2 v125:1/2 16.27.2.3 INCLUDE
10.2.2.2/226.2.2.2 v125:1/2 16.27.2.3 INCLUDE

This example shows how to display the multicast router interfaces in VLAN 1:

Router# show ipv6 mld snooping mrouter vlan 1

vlan ports

,,,,, o
1 Gil/1,Gi2/1,Fa3/48,Router

This example shows IGMP snooping statistics information for VLAN 25:

Router# show ipvé mld snooping statistics interface vlan 25

Snooping staticstics for Vlan25
#channels:2

#hosts :1

Source/Group Interface Reporter Uptime Last-Join Last-Leave
10.1.1.1/226.2.2.2 Gil/2:v125 16.27.2.3 00:01:47 00:00:50 -
10.2.2.2/226.2.2.2 Gil/2:V125 16.27.2.3 00:01:47 00:00:50 -

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Configuring IGMP Snooping for IPv4 Multicast
Traffic

This chapter describes how to configure Internet Group Management Protocol (IGMP) snooping for
IPv4 multicast traffic on the Catalyst 6500 series switches.

For complete syntax and usage information for the commands used in this chapter, refer to the Cisco
10S Master Command List, Release 12.2SX at this URL:

http://www.cisco.com/en/US/docs/ios/mcl/allreleasemcl/all_book.html

To constrain IPv6 Multicast traffic, see Chapter 29, “Configuring MLDvV2 Snooping for
IPv6 Multicast Traffic.”

This chapter consists of these sections:

Understanding How IGMP Snooping Works, page 30-2

Default IGMP Snooping Configuration, page 30-7

IGMP Snooping Configuration Guidelines and Restrictions, page 30-8

IGMP Snooping Querier Configuration Guidelines and Restrictions, page 30-8
Enabling the IGMP Snooping Querier, page 30-9

Configuring IGMP Snooping, page 30-9

For additional information about Cisco Catalyst 6500 Series Switches (including configuration examples
and troubleshooting information), see the documents listed on this page:

http://www.cisco.com/en/US/products/hw/switches/ps708/tsd_products_support_series_home.html

Participate in the Technical Documentation Ideas forum
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Understanding How IGMP Snooping Works

These sections describe IGMP snooping:
¢ IGMP Snooping Overview, page 30-2
e Joining a Multicast Group, page 30-2
e Leaving a Multicast Group, page 30-4
e Understanding the IGMP Snooping Querier, page 30-5
e Understanding IGMP Version 3 Support, page 30-5

IGMP Snooping Overview

Note

You can configure the switch to use IGMP snooping in subnets that receive IGMP queries from either
IGMP or the IGMP snooping querier. IGMP snooping constrains IPv4 multicast traffic at Layer 2 by
configuring Layer 2 LAN ports dynamically to forward IPv4 multicast traffic only to those ports that
want to receive it.

IGMP, which runs at Layer 3 on a multicast router, generates Layer 3 IGMP queries in subnets where
the multicast traffic needs to be routed. For information about IGMP, see Chapter 28, “Configuring IPv4
Multicast Layer 3 Switching.”

You can configure the IGMP snooping querier on the switch to support IGMP snooping in subnets that
do not have any multicast router interfaces. For more information about the IGMP snooping querier, see
the “Enabling the IGMP Snooping Querier” section on page 30-9.

IGMP (on a multicast router) or the IGMP snooping querier (on the supervisor engine) sends out periodic
general IGMP queries that the switch forwards through all ports in the VLAN and to which hosts
respond. IGMP snooping monitors the Layer 3 IGMP traffic.

If a multicast group has only sources and no receivers in a VLAN, IGMP snooping constrains the
multicast traffic to only the multicast router ports.

Joining a Multicast Group

Hosts join multicast groups either by sending an unsolicited IGMP join message or by sending an IGMP
join message in response to a general query from a multicast router (the switch forwards general queries
from multicast routers to all ports in a VLAN).

In response to an IGMP join request, the switch creates an entry in its Layer 2 forwarding table for the
VLAN on which the join request was received. When other hosts that are interested in this multicast
traffic send IGMP join requests, the switch adds them to the existing Layer 2 forwarding table entry. The
switch creates only one entry per VLAN in the Layer 2 forwarding table for each multicast group for
which it receives an IGMP join request.

IGMP snooping suppresses all but one of the host join messages per multicast group and forwards this
one join message to the multicast router.

The switch forwards multicast traffic for the multicast group specified in the join message to the
interfaces where join messages were received (see Figure 30-1).
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Layer 2 multicast groups learned through IGMP snooping are dynamic. However, you can statically
configure Layer 2 multicast groups using the mac-address-table static command. When you specify
group membership for a multicast group address statically, the static setting supersedes any IGMP
snooping learning. Multicast group membership lists can consist of both static and IGMP
snooping-learned settings.

Figure 30-1 Initial IGMP Join Message

Router A

IGMP report 224.1.2.3

PFC

— A
T
' Forwarding
,,,,, table . ||
2
_';/_'?
Host 1

Multicast router A sends a general query to the switch, which forwards the query to ports 2 through 5
(all members of the same VLAN). Host 1 wants to join multicast group 224.1.2.3 and multicasts an
IGMP membership report (IGMP join message) to the group with the equivalent MAC destination
address of 0x0100.5E01.0203. When the CPU receives the IGMP report multicast by Host 1, the CPU
uses the information in the IGMP report to set up a forwarding-table entry, as shown in Table 30-1, that
includes the port numbers of Host 1, the multicast router, and the switch internal CPU.

Table 30-1 IGMP Snooping Forwarding Table

Destination Address Type of Packet Ports
0100.5exx.XxXxX IGMP 0
0100.5e01.0203 'IGMP 1,2

The switch hardware can distinguish IGMP information packets from other packets for the multicast
group. The first entry in the table tells the switching engine to send only IGMP packets to the CPU. This
prevents the CPU from becoming overloaded with multicast frames. The second entry tells the switching
engine to send frames addressed to the 0x0100.5E01.0203 multicast MAC address that are not IGMP
packets (!IGMP) to the multicast router and to the host that has joined the group.

If another host (for example, Host 4) sends an unsolicited IGMP join message for the same group
(Figure 30-2), the CPU receives that message and adds the port number of Host 4 to the forwarding table
as shown in Table 30-2. Because the forwarding table directs IGMP messages only to the CPU, the
message is not flooded to other ports. Any known multicast traffic is forwarded to the group and not to
the CPU.
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Figure 30-2 Second Host Joining a Multicast Group
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Table 30-2 Updated IGMP Snooping Forwarding Table

Destination Address Type of Packet Ports
0100.5exx.XxXxX IGMP 0
0100.5e01.0203 IIGMP 1,2,5

Leaving a Multicast Group

These sections describe leaving a multicast group:
e Normal Leave Processing, page 30-4

e Fast-Leave Processing, page 30-5

Normal Leave Processing

Interested hosts must continue to respond to the periodic general IGMP queries. As long as at least one
host in the VLAN responds to the periodic general IGMP queries, the multicast router continues
forwarding the multicast traffic to the VLAN. When hosts want to leave a multicast group, they can
either ignore the periodic general IGMP queries (called a “silent leave”), or they can send a
group-specific IGMPv2 leave message.

When IGMP snooping receives a group-specific IGMPv2 leave message from a host, it sends out a
MAC-based general query to determine if any other devices connected to that interface are interested in
traffic for the specific multicast group. If IGMP snooping does not receive an IGMP Join message in
response to the general query, it assumes that no other devices connected to the interface are interested
in receiving traffic for this multicast group, and it removes the interface from its Layer 2 forwarding table
entry for that multicast group. If the leave message was from the only remaining interface with hosts
interested in the group and IGMP snooping does not receive an IGMP Join in response to the general
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query, it removes the group entry and relays the IGMP leave to the multicast router. If the multicast
router receives no reports from a VLAN, the multicast router removes the group for the VLAN from its
IGMP cache.

The interval for which the switch waits before updating the table entry is called the “last member query
interval.” To configure the interval, enter the ip igmp snooping last-member-query-interval interval
command.

Fast-Leave Processing

Note

IGMP snooping fast-leave processing allows IGMP snooping to remove a Layer 2 LAN interface from

the forwarding-table entry without first sending out IGMP group-specific queries to the interface. Upon
receiving a group-specific IGMPv2 leave message, IGMP snooping immediately removes the interface
from the Layer 2 forwarding table entry for that multicast group, unless a multicast router was learned
on the port. Fast-leave processing improves bandwidth management for all hosts on a switched network.

Use fast-leave processing only on VLANSs where only one host is connected to each Layer 2 LAN port.
If fast-leave is enabled in VLANs where more than one host is connected to a Layer 2 LAN port, some
hosts might be dropped inadvertently. Fast-leave processing is supported only with IGMP version 2
hosts.

Understanding the IGMP Snooping Querier

Use the IGMP snooping querier to support IGMP snooping in a VLAN where PIM and IGMP are not
configured because the multicast traffic does not need to be routed.

In a network where IP multicast routing is configured, the IP multicast router acts as the IGMP querier.
If the IP-multicast traffic in a VLAN only needs to be Layer 2 switched, an IP-multicast router is not
required, but without an IP-multicast router on the VLAN, you must configure another switch as the
IGMP querier so that it can send queries.

When enabled, the IGMP snooping querier sends out periodic IGMP queries that trigger IGMP report
messages from the switch that wants to receive IP multicast traffic. IGMP snooping listens to these
IGMP reports to establish appropriate forwarding.

Configure one switch as the IGMP snooping querier in each VLAN that is supported on switches that
use IGMP to report interest in IP multicast traffic.

~

Note  Enable the IGMP snooping querier on only one switch in the VLAN.

You can configure a switch to generate IGMP queries on a VLAN regardless of whether or not IP
multicast routing is enabled.

Understanding IGMP Version 3 Support

These sections describe IGMP version 3 support:
e IGMP Version 3 Support Overview, page 30-6
e IGMPv3 Fast-Leave Processing, page 30-6
e Proxy Reporting, page 30-6
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e Explicit Host Tracking, page 30-7

IGMP Version 3 Support Overview

IGMP snooping supports IGMP version 3. IGMP version 3 uses source-based filtering, which enables
hosts and routers to specify which source addresses should be allowed or blocked for a specific multicast
group. When you enable IGMP version 3 snooping on a Catalyst 6500 series switch, the system
maintains IGMP version 3 states based on messages it receives for a particular group in a particular
VLAN and either allows or blocks traffic based on the following information in these messages:

e Source lists
e Allow (include) or block (exclude) filtering options

Because the Layer 2 table is (MAC-group, VLAN) based, with IGMPv3 hosts it is preferable to have
only a single multicast source per MAC-group.

Note  Source-based filtering for IGMP version 3 reports is not supported in hardware. The states are
maintained only in software and used for explicit host tracking and statistics collection. The source-only
entries are deleted every 5 minutes and relearned to ensure that they are still valid.

IGMPv3 Fast-Leave Processing

IGMP version 3 fast-leave processing is enabled by default. To disable IGMP version 3 fast-leave
processing you must turn off explicit-host tracking.

Fast-leave processing with IGMPv3 is implemented by maintaining source-group based membership
information in software while also allocating LTL indexes on a MAC GDA basis.

When fast-leave processing is enabled, hosts send BLOCK_OLD_SOURCES{src-list} messages for a
specific group when they no longer want to receive traffic from that source. When the switch receives
such a message from a host, it parses the list of sources for that host for the given group. If this source list
is exactly the same as the source list received in the leave message, the switch removes the host from the LTL
index and stops forwarding this multicast group traffic to this host.

If the source lists do not match, the switch does not remove the host from the LTL index until the host
is no longer interested in receiving traffic from any source.

Proxy Reporting

IGMP supports proxy reporting for IGMPv1 and IGMPv2 messages to handle group-specific queries. These
queries are not sent downstream, but the switch does respond to them directly. When the switch recieves a
group-specific query, the switch terminates the query and sends an IGMP proxy report if there is a receiver
for the group. There is no proxy reporting for IGMPv3 messages. For IGMPv3, a group-specific query or a
group source-specific query is flooded to all VLAN member ports. The database for the IGMPv3 membership
report is built based on the reports received.

Host reports responding to a specific query can be suppressed by the report suppression feature. Report
suppression is supported for IGMPv1, IGMPv2 and IGMPv3 messages. With report suppression enabled (by
default), when the switch recieves a general query, the switch starts a suppression cycle for reports from all
hosts to each group or channel (S,G). Only the first report to the discovered multicast routers are forwarded;
the rest of the reports are suppressed. For IGMPv1 and IGMPv2, the time of suppression is the report response
time indicated in the general query message. For IGMPv3, suppression occurs for the entire general query
interval.
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Note e Source-based filtering for IGMP version 3 reports is not supported in hardware. The states are
maintained only in software and used for explicit host tracking and statistics collection. The
source-only entries are deleted every 5 minutes and relearned to ensure that they are still valid.
e Turning off explicit host tracking disables fast-leave processing and proxy reporting.
Explicit Host Tracking

Note

IGMPv3 supports explicit tracking of membership information on any port. The explicit-tracking
database is used for fast-leave processing for IGMPv3 hosts, proxy reporting, and statistics collection.
When explicit tracking is enabled on a VLAN, the IGMP snooping software processes the IGMPv3
report it receives from a host and builds an explicit-tracking database that contains the following
information:

The port connected to the host

The channels reported by the host

The filter mode for each group reported by the host
The list of sources for each group reported by the hosts
The router filter mode of each group

For each group, the list of hosts requesting the source

Turning off explicit host tracking disables fast-leave processing and proxy reporting.

When explicit tracking is enabled and the switch is working in proxy-reporting mode, the router may
not be able to track all the hosts behind a VLAN interface.

Default IGMP Snooping Configuration

Table 30-3 shows the default IGMP snooping configuration.

Table 30-3 IGMP Snooping Default Configuration

Feature Default Values

IGMP snooping querier Disabled

IGMP snooping Enabled

Multicast routers None configured

IGMPv3 proxy reporting Enabled

IGMP snooping router learning Learned automatically through PIM or IGMP packets

method

Fast-Leave Processing Disabled

IGMPv3 Explicit Host Tracking Enabled

IGMPv3 SSM Safe Reporting Disabled; deprecated in Release 12.2(18)SXE and later releases
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IGMP Snooping Configuration Guidelines and Restrictions

When configuring IGMP snooping, follow these guidelines and restrictions:

To support Cisco Group Management Protocol (CGMP) client devices, configure the Multilayer
Switch Feature Card (MSFC) as a CGMP server. Refer to the Cisco IOS IP and IP Routing
Configuration Guide, Release 12.2, “IP Multicast,” “Configuring IP Multicast Routing,” at

this URL:

http://www.cisco.com/en/US/docs/ios/12_2/ip/configuration/guide/1cfmulti.html
For more information on IP multicast and IGMP, refer to RFC 1112 and RFC 2236.

IGMP snooping supports private VLANSs. Private VLANs do not impose any restrictions on IGMP
snooping.

IGMP snooping constrains traffic in MAC multicast groups 0100.5¢00.0001 to 0100.5eff fff.

IGMP snooping does not constrain Layer 2 multicasts generated by routing protocols.

IGMP Snooping Querier Configuration Guidelines and

Restrictions

When configuring the IGMP snooping querier, follow these guidelines and restrictions:

~

The IGMP snooping querier does not support querier elections. Enable the IGMP snooping querier
on only one switch in the VLAN. (CSCsk48795)

Configure the VLAN in global configuration mode (see Chapter 14, “Configuring VLANSs”).

Configure an IP address on the VLAN interface (see Chapter 22, “Configuring Layer 3 Interfaces”).
When enabled, the IGMP snooping querier uses the IP address as the query source address.

If there is no IP address configured on the VLAN interface, the IGMP snooping querier does not
start. The IGMP snooping querier disables itself if the IP address is cleared. When enabled, the
IGMP snooping querier restarts if you configure an IP address.

The IGMP snooping querier supports IGMP version 2.

When enabled, the IGMP snooping querier does not start if it detects IGMP traffic from a multicast
router.

When enabled, the IGMP snooping querier starts after 60 seconds with no IGMP traffic detected
from a multicast router.

When enabled, the IGMP snooping querier disables itself if it detects IGMP traffic from a multicast
router.

QoS does not support IGMP packets when IGMP snooping is enabled.

Note  When you are in configuration mode you can enter EXEC mode commands by entering the do keyword
before the EXEC mode command.
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Enabling the IGMP Snooping Querier

Use the IGMP snooping querier to support IGMP snooping in a VLAN where PIM and IGMP are not
configured because the multicast traffic does not need to be routed.

To enable the IGMP snooping querier in a VLAN, perform this task:

Command Purpose

Step1 Router(config)# interface vlan vlan ID Selects the VLAN interface.

Step2 Router(config-if)# ip address ip_address Configures the IP address and IP subnet.
subnet_mask

Step3 Router(config-if)# ip igmp snooping querier Enables the IGMP snooping querier.
Router (config-if)# no ip igmp snooping querier Disables the IGMP snooping querier.

Step4 Router (config-if)# end Exits configuration mode.

Step5 Router# show ip igmp interface vlan vlan_ID | Verifies the conﬁguration,

include querier

This example shows how to enable the IGMP snooping querier on VLAN 200 and verify the
configuration:

Router# interface vlan 200

Router (config-if)# ip address 172.20.52.106 255.255.255.248

Router (config-if)# igmp snooping querier

Router (config-if)# end

Router# show ip igmp interface vlan 200 | include querier

IGMP snooping fast-leave (for v2) is disabled and querier is enabled
Router#

Configuring IGMP Snooping
~

Note  To use IGMP snooping, configure a Layer 3 interface in the subnet for multicast routing (see Chapter 28,

“Configuring IPv4 Multicast Layer 3 Switching”) or enable the IGMP snooping querier in the subnet
(see the “Enabling the IGMP Snooping Querier” section on page 30-9).

IGMP snooping allows Catalyst 6500 series switches to examine IGMP packets and make forwarding
decisions based on their content.

These sections describe how to configure IGMP snooping:
e Enabling IGMP Snooping, page 30-10
e Configuring a Static Connection to a Multicast Receiver, page 30-11
e Configuring a Multicast Router Port Statically, page 30-11
¢ Configuring the IGMP Snooping Query Interval, page 30-11
e Enabling IGMP Fast-Leave Processing, page 30-12
e Configuring Source Specific Multicast (SSM) Mapping, page 30-12
e Enabling SSM Safe Reporting, page 30-13
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e Configuring IGMPv3 Explicit Host Tracking, page 30-13
e Displaying IGMP Snooping Information, page 30-14

N

Note  Except for the global enable command, all IGMP snooping commands are supported only on VLAN
interfaces.

Enabling IGMP Snooping

To enable IGMP snooping globally, perform this task:

Command Purpose
Step1 Router (config)# ip igmp snooping Enables IGMP snooping.
Router (config)# no ip igmp snooping Disables IGMP snooping.
Step2 Router(config)# end Exits configuration mode.
Step3 Router# show ip igmp interface vlan vian_ID | Verifies the configuration.
include globally

This example shows how to enable IGMP snooping globally and verify the configuration:

Router (config)# ip igmp snooping

Router (config) # end

Router# show ip igmp interface vlan 200 | include globally
IGMP snooping is globally enabled

Router#

To enable IGMP snooping in a VLAN, perform this task:

Command Purpose
Step1 Router(config)# interface vlan vlan ID Selects a VLAN interface.
Step2 Router(config-if)# ip igmp snooping Enables IGMP snooping.
Router (config-if)# no ip igmp snooping Disables IGMP snooping.
Step3 Router(config-if)# end Exits configuration mode.
Step4 Router# show ip igmp interface vlan vian_ID | Verifies the configuration.
include snooping

This example shows how to enable IGMP snooping on VLAN 25 and verify the configuration:

Router# interface vlan 25
Router (config-if)# ip igmp snooping
Router (config-if)# end
Router# show ip igmp interface v125 | include snooping
IGMP snooping is globally enabled
IGMP snooping is enabled on this interface
IGMP snooping fast-leave is disabled and querier is disabled
IGMP snooping explicit-tracking is enabled on this interface
IGMP snooping last member query interval on this interface is 1000 ms
Router#
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Configuring a Static Connection to a Multicast Receiver

To configure a static connection to a multicast receiver, perform this task:

Command Purpose

Step1  Router(config)# mac-address-table static mac_addr |Configures a static connection to a multicast receiver.
vlan vlan_id interface type' slot/port
[disable-snooping]

Router (config)# no mac-address-table static Clears a static connection to a multicast receiver.
mac_addr vlan vlan_id

Step2  Router (config-if)# end Exits configuration mode.

Step 3 Router# show mac-address-table address mac_addr Verifies the configuration,

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

When you configure a static connection, enter the disable-snooping keyword to prevent multicast traffic
addressed to the statically configured multicast MAC address from also being sent to other ports in the
same VLAN.

This example shows how to configure a static connection to a multicast receiver:

Router (config) # mac-address-table static 0050.3e8d.6400 vlan 12 interface fastethernet 5/7

Configuring a Multicast Router Port Statically

To configure a static connection to a multicast router, perform this task:

Command Purpose

Step1  Router(config-if)# ip igmp snmooping mrouter Configures a static connection to a multicast router.
interface type®' slot/port

Step2  Router (config-if)# end Exits configuration mode.

Step3  Router# show ip igmp snooping mrouter Verifies the configuration.

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet

The interface to the router must be in the VLAN where you are entering the command, the interface must
be administratively up, and the line protocol must be up.

This example shows how to configure a static connection to a multicast router:

Router (config-if)# ip igmp snooping mrouter interface fastethernet 5/6
Router (config-if) #

Configuring the IGMP Snooping Query Interval

You can configure the interval for which the switch waits after sending a group-specific query to
determine if hosts are still interested in a specific multicast group.

N

Note  When both IGMP fast-leave processing and the IGMP query interval are configured, fast-leave
processing takes precedence.
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Step 1
Step 2

To configure the interval for the IGMP snooping queries sent by the switch, perform this task:

Command

Purpose

Router (config) # interface vlan vlan ID

Selects a VLAN interface.

Router (config-if)# ip igmp snooping
last-member-query-interval interval

Router (config-if)# no ip igmp snooping last

Configures the interval for the IGMP snooping queries
sent by the switch. Default is 1 second. Valid range is 100
to 999 milliseconds.

Reverts to the default value.

This example shows how to configure the IGMP snooping query interval:

Router (config-if)# ip igmp snooping last-member-query-interval 200

Router (config-if)# exit

Router# show ip igmp interface vlan 200 | include last
IGMP snooping last member query interval on this interface is 200 ms

Enabling IGMP Fast-Leave Processing

Step 1
Step 2

To enable IGMP fast-leave processing in a VLAN, perform this task:

Command

Purpose

Router (config)# interface vlan vlian ID

Selects a VLAN interface.

Router (config-if)# ip igmp snooping fast-leave

Router (config-if)# no ip igmp snooping fast-leave

Enables IGMP fast-leave processing in the VLAN.
Disables IGMP fast-leave processing in the VLAN.

This example shows how to enable IGMP fast-leave processing on the VLAN 200 interface and verify

the configuration:

Router# interface vlan 200

Router (config-if)# ip igmp snooping fast-leave

Configuring fast leave on vlan 200
Router (config-if)# end

Router# show ip igmp interface vlan 200 | include fast-leave
IGMP snooping fast-leave is enabled on this interface

Router (config-if) #

Configuring Source Specific Multicast (SSM) Mapping

N

Note .

Release 12.2(18)SXD3 and later releases support SSM mapping.

¢ Do not configure SSM mapping in a VLAN that supports IGMPv3 multicast receivers.

To configure SSM mapping, refer to this publication:

http://www.cisco.com/en/US/docs/ios-xml/ios/ipmulti_igmp/configuration/12-2sx/imc_ssm_mapping.

html

Ca